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KAFKA + STORM=
REALTIME DATA



GUMGUM

IN-IMAGE ADVERTISING

Contextually-targeted marketing messages served on images where users are 
actively engaged.



REALTIME DATA

COMPANY
We help advertisers achieve their brand objectives 
and premium publishers earn more revenue

First to introduce in-image advertising and hold 
multiple patents related to the technology

Experienced team of 24 and growing – several open 
sales and technology positions

Based in Santa Monica and active in local 
technology community



REALTIME DATA

HADOOP KAFKA AND 
STORM

Hadoop
Batch processing (using map reduce) 
system and HDFS

Kafka
High throughput distributed messaging 
system

Storm
Distributed realtime computation system



APACHE KAFKA

KAFKA

●  Originated at LinkedIn

●  High throughput distributed messaging system

●  Sequential disc access

●  Why Kafka?



APACHE KAFKA

APACHE KAFKA



APACHE KAFKA

PRODUCER

●  Sync Producer

●  Async Producer

●  Compression

●  Log4j Appender



APACHE KAFKA

BROKER AND TOPICS

●  Topics

●  Can be load balanced

●  Zookeeper based coordination

●  Partitioning

●  Mirroring

●  Replication – 0.8



APACHE KAFKA

CONSUMER
●  SimpleConsumer

●  ConsumerConnector

●  Hadoop Consumer

●  Consumer Groups

●  Queue or Topic Semantics



APACHE KAFKA

CONSUMER



APACHE KAFKA

GUMGUM KAFKA 
INSTALLATION

●  100 million events per day

●  3 m1.small with ELB

●  1 c1.medium zookeeper

●  72 hours of retention period

●  10 producers, 8 consumers

●  gzip compression enabled

●  string messages



APACHE KAFKA

PROBLEMS FACED
●  ELB problem - 60 seconds

●  Zookeeper disc full

●  If consumption is lagging,
       you may lose events



STORM

STORM



STORM

SPOUTS AND BOLTS



STORM

PHYSICAL ARCHITECTURE

●  Nimbus
●  Supervisors
●  Workers
●  Executors
●  Tasks

Nimbus

Zookeeper

Zookeeper

Zookeeper

Supervisor

Supervisor

Supervisor

Supervisor

Supervisor



STORM

STORM UI

●  Fields shown are available
       through thrift interface



STORM

SPOUTS AND BOLTS
●  Implement IRichSpout  

●  Spout - Override open, close, activate, deactivate,
       nextTuple and declareOutputFields

●  Implement IRichBolt

●  Override prepare, execute, declareOutputFields,
      cleanup

●  Bolts must call ack



STORM

SAMPLE TOPOLOGY



STORM

TRIDENT
●  Higher level abstraction

●  Three types of Spouts

●  Trident State

●  Grouped Stream

●  Functions, Filters

●  Aggregators

●  Query



STORM

TRIDENT TOPOLOGY



STORM

TRIDENT DRPC
●  Distributed RPC

●  Works on existing topology

●  might require custom coding

●  json output



STORM

OUR STORM CLUSTER
●  60 million events crunched per day

●  2 c1.xlarge Supervisors

●  m1.large Nimbus

●  1 c1.medium zookeeper

●  spring framework



STORM

PROBLEMS FACED
●  OutofMemoryError - No Acks

●  Problems with Transactional Kafka
      Spouts and Opaque Transactional Kafka
      Spouts

●  Minor mistakes in documentation



STORM

RELATED PROJECTS
●  Kafka Template and Spout on Git Hub

        https://github.com/vpuranik/kafka-utils
       https://github.com/vpuranik/storm-utils

●  Write your bolts in R
       https://github.com/allenday/R-storm

https://github.com/vpuranik/kafka-utils
https://github.com/vpuranik/storm-utils
https://github.com/allenday/R-storm


GUMGUM

IMPORTANT EMAIL

careers@gumgum.com
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