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WHAT IS MLBASE?

Problem: Scalable implementations

- Distributed Machine
Learning - Made Easy!

* Spark-based platform to
simplify the development
and usage of large scale
machine learning.
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ML Optimizer | This talk

Help wanted! |----

Spark

BIE MLBASE STALE

* Spark - Fast, distributed runtime.

« MLIib - Optimized library for standard ML functionality.

* MLI - Experimental AP| designed to simplify the
implementation of new algorithms/feature extractors, etc.

- ML Optimizer - A declarative layer; simplified access to large-
e Nl for end Users.



MLLIB/MLI UPDATE

» Released MLlib as a component of Spark 0.8.0
« Thanks to Ameet Talwalkar, Shivaram Venkataraman, Xinghao Pan,Virginia Smith, Matel Zaharia, and others!
« 30+ Contributors to MLIib in Spark 1.0
» Continued development in the AMPlab.
» MLl is an experimental AP| for developing ML Algos (Sparks, et. al.,, ICDM 201 3)
+ Continued development as research platform at Berkeley.
* ldeas from MLI have made/making their way into MLIib/Spark
« Model/Algorithm Abstraction (MLIib 0.8)
« Matrices as first class citizen, Sparse/Dense Support (MLlib 1.0)
» Relational Tables (SparkSQL 1.0)

» Standardized Interfaces, Parallel Model Training (MLIib 1.1)



A SIMPLE ML PIPELINE

.=

Automated Model Selection

* In practice, model building is an iterative process of continuous refinement.
 Our grand vision Is to automate the construction of these pipelines.

- Start with one aspect of the pipeline - model selection.



TRAINING A MODEL

For each point iIn my dataset,
compute some delta, update my
model.

B et converged.

In practice - requires multiple
passes over the data.

From a systems perspective - this
s the access pattern. Same pattern
nolds for lots of algorithms (Naive
Bayes, Irees, etc.)

Minutes to train an SVM on

200GR of data on a | 6-node
clustern
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HE | RICKY FARE

» Algorithms
» Logistic Regression, SVM,
Tree-based, etc.

» Algorithm hyper-parameters
 Learning Rate,
Regularization, Perturbations

Featurization

* Featurization Aleaiiigs
» Jext - n-grams, TF-IDF b
* |Images - Gabor filters,

random convolutions
» Random projection? Scaling?



ONE APPROACH

Regularization

SRR AL 0 —0—0
ERERlcscarch every
combination of - 00 o
parameters, algorithms,
features, etc. R =

Learning
Rate

» Drawbacks
» Models are expensive to

compute., ISP s
R clfammeter space Is huge.
* Some version of this still 9 =0 =0 O

often done In practicel



* Better resource utilization

P BEl | ER APPROACT

Regularization
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» Algorithmic Speedups e’ °
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* Improved Search
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 Better Resource Utilization
» Algorithmic Speedups

* Improved Search



BEl 1 ER RESOUREE
UTILIZATION

» Modern memory speeds
slower than modern
Drocessor speeds:

« (Can read: 0.6b doubles/
Es aelich(h /5 GB/s)

» Can compute: | 5b flops/
sEclieeine

« Means we can do 25
flops/double read.



WHAI DOES THIS MEAN FOR
MODELING!?

* lypical model update requires 2-4
flops/double.

» Can do /-10 model updates in the
same amount of time we can do |
by using otherwise idle cycles.

* Assuming that models are
relatively small - fit in cache.

* [rain multiple models
simultaneously.



WHAI DO WE SEE IN MLI?

* See something between a
2x and 5X Increase In
models trained/sec when
introducing this
optimization.

« Overhead from
virtualization, network,
unboxing, etc.

D
m 100 | 500 | 1000 | 10000
1| 136.80 | 114.71 98.14 | 22.18
2| 260.64 | 171.79 | 147.79 | 30.59
S| 55432 | 290.46 | 189.87 | 30.19
10 | 726.77 | 390.04 | 232.23 | 25.31
(a) Models trained per hour for varying batch sizes and model
complexity.
D
Batch Size 100 | 500 | 1000 | 10000
1| 1.00 | 1.00 | 1.00 1.00
21191 | 1.50 | 1.51 1.38
5405|253 | 193 1.36
10 | 5.31 | 3.40 | 2.37 1.14

(b) Speedup factor vs baseline for varying batch size and model

complexity.

Figure 5: Effect of batching is examined on 16 nodes with a syn-
thetic dataset. Speedups diminish but remain significant as models

increase in complexity.



BATCH MATRIXVERSION

Previous numbers - vector/

matrix multlplles Batch Sioe D 100 | 500 1000 | 10000
11116.29 29.80 24.11 2.12
2| 112.82 45.01 22.12 2.71
These - rederived in terms 03750 21990 | 15608 | 1142

(a) Models trained per hour for varying batch sizes and model

of Matrix-Matrix multiplies.

complexity.
Batch Size . 100 | 500 | 1000 | 10000
B I,-f 1100 | 1.00 | 1.00 1.00
21097 | 1.51 | 0.92 1.28
etter pe Ormance aS 5267|295 | 226 3.18
10 | 454 | 7.36 | 6.39 5.40
models get more RS
(b) Speedup factor vs baseline for varying batch size and model
' complexity.
CO M p | I Cated ' Figure 5: Effect of batching is examined on 16 nodes with a syn-

thetic dataset. Speedups diminish but remain significant as models
increase in complexity.

Still some stuff to do!
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* Improved Search
* Algorithmic Speedups

« Better Resource Utlilization



ALGORITHMIC
BEECEDUPS

* Each of the points in our hyper-
parameter space represents training a
full model.

* But we sometimes can be pretty sure
that the model 1sn't going to be helpful.

* S0 we stop early - models that are junk
after one pass over the data stop early.

» Other things we can do here - quasi-
Newton methods (Adagrad, LBFGS)
speed up convergence without too
much computational complexity.

Epochs

Vakdation Error

Ermor

austraban

Early stopping?

broast cabetes fourciass

Dataset (Before and After Early Stopping)
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« Better Resource Utllization
» Algorithmic Speedups

* Improved Search



 What should we do?

WHATI SEARCH METHOD
SHOULD WE USE?

D e riva-tive Fre e O p'ti m iZ a‘ti O n . amp newen C’\Jﬁcégpar ison ofE?farch Me Across Learn ng Problems
Techniques I IIII II IIII
e (5nd Em [T T —
» Random I

el HlmslE_

* Nelder-Mead
* Powell's method
* Bayesian
B B imint SMAC, TPE

<}
<
S
. _III III I — II I — g
o

Dataset and Validation E

Blificeion > datasets,
optimized over 4
parameters, check what
works!
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Models Trained Over Time

The first version of the MLbase optimizer

@ Search Method
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Given 30GB dense image features (240k x
| 6k)
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Binary classification (plants vs. non plants)
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Consider two model families

400
Time elapsed (m)

. 3 hyperparameteFS fOI” eaCh Model Convergence Over Time

 Learning Rate, Regularization, Model family

0.75 -

]

Naive method - sequential grid search - no
early stopping.

Search Method
0.50 - —+- Grid - Unoptimized
—+— Random - Optimized

—— TPE - Optimized

More sophisticated - batch random search

Best Validation Error Seen So Far

with early stopping. oz ]
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D : E S ‘ ‘ Convergence of Model Accuracy on 1.5TB Dataset
. —

| 5TB dataset (1.2m x 160k), &
28 nodes, thousands of
passes over the data.
lifled™s2 models In | > hours. s:

Time elapsed (h)

@@ oad answer after | |.



REAL WORLD
PIPELINES



A SIMPLE ML PIPELINE
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U TURE WORK

« Choosing between model families (bandits?)

* Ensembling

* Leverage sampling

* Faster learning methods (ADAGRAD, L-BFGS)
» Better parallelism for smaller datasets

* Incorporating feature extraction into pipeline

» Multiple hypothesis testing Issues



QUESTIONS!



