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Artificial Intelligence
. . X n
Begin with “Al

Human: Memory, Computation

Computer: Learning, Thinking, Creativity
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Artificial Intelligence
Turing Test
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CECTNGNIL IO Artificial Intelligence

Artificial Intelligence

Definition from Wikipedia

Artificial intelligence (Al) is the intelligence exhibited by machines.
Colloquially, the term “artificial intelligence” is likely to be applied when a
machine uses cutting-edge techniques to competently perform or mimic
“cognitive” functions that we intuitively associate with human minds, such
as “learning” and “problem solving”.

Research Topics

Knowledge Representation
Machine Learning

Natural Language Processing
Computer Vision
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CECTNGNIL IO Artificial Intelligence

Challenge: Sematic Gap

Text in Human

PRETEHASE,
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Artificial Intelligence
Challenge: Sematic Gap

Text in Computer
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CECTNGNIL IO Artificial Intelligence

Challenge: Sematic Gap

Figure: Guernica (Picasso)
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Machine Learning

Output: y

Training Data: (x,y) »‘ Learning Algorithm ‘

Input: x
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Basic Concepts of Machine Learning

Input Data: (x,y;),1 <i<m

Model:
o Linear Model: y = f(x) =w'x+ b
o Generalized Linear Model: y = f(x) = w'¢(x) + b
o Non-linear Model: Neural Network

Criterion:

o Loss Function:
L(y,f(x)) — Optimization
e Empirical Risk:
Q) =21 -7, L(yi, f(x,0)) — Minimization
e 3
o Regularization: ||0]|

Objective Function: Q(6) + A ||0])
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Loss Function

Given an test sample (x, y), the predicted label is f(x, 6)
0-1 Loss

o ={ 3 ) 1)
= I(y # f(x,0)), (2)
here [ is indicator function.
Quadratic Loss
L(y,9) = (y — f(x,0))? (3)
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Loss Function

Cross-entropy Loss We regard f;(x, 6) as the conditional probability of class
i

C
fi(X’G) € [0’ 1]’ Z f;'(X7'9) =1 (4)
i=1

f,(x, 0) is the likelihood function of y. Negative Log Likelihood function is

L(y,f(x,0)) = —log f,(x,0). ()
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Loss Function

We use one-hot vector y to represent class ¢ in which y. =1 and other
elements are 0.

Negative Log Likelihood function can be rewritten as

C
L(y, f(x,0)) = =Y yilog fi(x,0). (6)
i=1

y; is distribution of gold labels. Thus, Eq 6 is Cross Entropy Loss function.
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Loss Function

Hinge Loss For binary classification, y and f(x, ) are in {—1,+1}. Hinge
Loss is

L(y, f(x,0)) = max (0,1 — yf(x,0)) (7)
11 yF(x,0)) ®)
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Loss Function

For binary classification, y and f(x, ) are in {—1,+1}.
z = yf(x,0).

http://www.cs.cmu.edu/ yandongl/loss.html
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Parameter Learning

In ML, our objective is to learn the parameter 6 to minimize the loss

function.

6" = arg min R(6;)
0

_argmln—ZE

Gradient Descent:

dt41

OR(0)
0,

(ORV0)
)\287?,9t,x y)

:at—A

A is also called Learning Rate in ML.
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Machine Learning
Stochastic Gradient Descent (SGD)

IR (0 x(), ()
90 ’

dt41 = dt —
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Machine Learning
Two Tricks of SGD

e Early-Stop
e Shuffle
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Linear Classification

For binary classification y € {0,1}, the classifier is

.~ J1 if whx >0 _ T
y‘{o ifwix<o —/(Wx>0)

Figure: Binary Linear Classification
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Logistic Regression

How to learn the parameter w: Perceptron, Logistic Regression, etc.
The posterior probability of y =1 is

1

P(yzl\x):U(WT ):m>

(15)

where, o(-) is logistic function.
The posterior probability of y =0is P(y =0|x) =1 — P(y = 1|x).
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Logistic Regression

Given n samples (x(i),y(i)),l < i < N, we use the cross-entropy loss
function.

J(w) = i ( log ( wTx? )) +(1—yD)log (1 - a(wa(i)))) (16)

agsvw) _ ZN: (x7- (™) - 1)) (17)

Initialize wo = 0, and update

_ 97 (w)
Wiyl = Wy + A ow y (18)
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Multiclass Classification

Generally, y = {1,--- , C}, we define C discriminant functions
fo(x) = wlx, c=1,---,C, (19)

where w is weight vector of class c.
Thus,

T

C
y = argmaxw,x (20)

c=1
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Softmax Regression

Softmax regression is a generalization of logistic regression to multi-class
classification problems.

With softmax, the posterior probability of y = c is

xp(w/ x)
P(y = c|x) = softmax(w[x) = e : 1pexp(w7x) (21)

To represent class ¢ by one-hot vector

y:[/(l:C),/(QZC),--',/(C:C)]T, (22)

where /() is indictor function.
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Softmax Regression

Redefine Eq 21,

where,
W = [Wla e 7WC]v

§ = softmax(WTx)
exp(WTx)
17 exp ((WTx))
exp(2)
1" exp(z)’

y is predicted posterior probability,
2 = W'x is input of softmax function.

Xipeng Qiu (Fudan University)
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Softmax Regression

Given training set (x(),y(1)) 1 < i < N, the cross-entropy loss is

N C N
TW)==>"3"y1oggt? = = >~ (y) " log g
i=1 c=1 i=1
The gradient of 7 (W) is
oTW) &
- _ () (y() — (@)
.~ 2 (0 90), 0

i=1
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Machine Learning
The idea pipeline of NLP

Word Segmentation

\ Applications:
Question Answering

POS Tagging Machine Translation
Sentiment Analysis

Syntactic Parsing

Semantic Parsing
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Machine Learning
But in practice: End-to-End

I like this movie. — ] - +
| Model —
| dislike this movie. ~ -
| Model Selection | ‘ Decoding/lnference‘
| Feature Extraction | | Parameter Learning |
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Feature Extraction

Bag-of-Word

Document Representation
In the beginning God created
the heaven and the earth. beginning 1
And the earth was without forin,
and void; and darkness was earth 2
upon the face of the deep.

God 3

And the Spirit of God moved

upon the face of the waters.
And God said, Let there be

light: and there was light.
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Text Classification

TRIES A MBS ST S AHIHER 2R

Dy: “RRIET”

Di: “REWER” N ARED
Dy |1 1 0 1
Dy 1 0 1 1
-
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Deep Learning
Artificial Neural Network

Artificial neural networks®' (ANNs) are a family of models inspired by
biological neural networks (the central nervous systems of animals, in
particular the brain).

Artificial neural networks are generally presented as systems of
interconnected “neurons” which exchange messages between each other.

Cell body
Telodendria

/

Nucleus \

Golgi apparatus
Endoplasmic /2 —

reticulum \*
Mitochondrion \\ Dendrite

/¢
/ \\lDendritic branches

yiki/Artificial neural network
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Artificial Neuron

Input: x = (x1,x2,- -, Xp)
State: z
QOutput: a

z=w'x+b (25)

0/1
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Activation Function

Sigmoid Function:

tanh(x) = 20(2x) — 1

Xipeng Qiu (Fudan University)

1
o(x) = 1+ex
X _ X
tanh(x) = .
eX +e™x
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Activation Function

rectifier function?, also called rectified linear unit (ReLU)3.
rectifier(x) = max(0, x) (29)

softplus function*:
softplus(x) = log(1 + &) (30)

2 X. Glorot, A. Bordes, and Y. Bengio. “Deep sparse rectifier neural networks”. In:
International Conference on Artificial Intelligence and Statistics. 2011, pp. 315-323.

3 V. Nair and G. E. Hinton. “Rectified linear units improve restricted boltzmann machines”. In:
Proceedings of the 27th International Conference on Machine Learning (ICML-10). 2010, pp. 807—814.

4 C. Dugas et al. “Incorporating second-order functional knowledge for better option pricing”. In:
Advances in Neural Information Processing Systems (2001).
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Deep Learning
Activation Function

1t g 1t .
0.8 | B
05 b
06 |- B
ol |
0.4 |- B
0.5} i
02} B
L L L
4 -2 o0 2 4 6 4 2 0 2 4 6
(a) logistic (b) tanh
5 1 s .
4l 1 af 1
3f 1 sf .
2 1 2f .
b 1 1
T T2 o 2 1 s
(c) rectifier (d) softplus
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Deep Learning
Types of Artificial Neural Network®

o Feedforward neural network, also called Multilayer Perceptron (MLP).
@ Recurrent neural network.

Shttps://en.wikipedia.org/wi ki/Types_of _artificial _neural _networks
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Basic Concepts of Deep Learning

@ Model: Artificial neural networks that consist of multiple hidden
non-linear layers.
e Function: Non-linear function y = o(>_; wix; + b).
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Feedforward Neural Network

In feedforward neural network, the information moves in only one direction

forward: From the input nodes data goes through the hidden nodes (if any)
and to the output nodes.

There are no cycles or loops in the network.

Input Hidden Hidden Output

X3 —»

X4 —»
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Deep Learning
Feedforward Computing

Definitions:

@ L Number of Layers;

n'  Number of neurons in /-th layer;

fi(-)  Activation function in /-th layer;

w g go'xn'™* weight matrix between | — 1-th layer and /-th layer;
b() € R"  bias vector between | — 1-th layer and /-th layer;

PAUN= R"  state vector of neurons in /-th layer;

al) e R"  activation vector of neurons in I-th layer.

200 — W) . gU=1) 4 p) (31)
al) = £,(z\) (32)
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Deep Learning
Feedforward Computing

Xipeng Qiu (Fudan University)
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Combining feedforward network and Machine Learning

Given training samples (x(), y(1),1 < i < N, and feedforward network
f(x|w, b), the objective function is

J(W,b)

I
NE

. . 1
Ly, O W, b)) + AW, (35)

i=1

I
NE

. . 1
JW. b,y 1) + SN[ WE, (36)

1

1

nl+1 n! /
where || W2 = S1, D=1 Dje WU( .
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Deep Learning
Learning by GD

W — w _ O‘W’ (37)
EYVORN ﬁ;(w ( W’alvvff;)’y Dy aw, (38)
L0 W, ;b()jg) ) )
b0 3B/, (40)

* (41)
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Backpropogation

oJ(W.bix,y) 7
How to compute == 71
9J(W . b;x,y)
aw!
ij

dJ(W,b;x,y) dJW,b;x,y)\ ' 8z
owlh 0z(") aw
17 y

We define 6() = W e R
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Deep Learning
Backpropogation

Because z() = w() . a(I=1) 4 p())

0
O U G SO W e | I

S PV =& |« fth rou43)

ij ij 5

. O -
Therefore,
aJ(W,b,{X,y) _ 5](/) (I-1) (44)
ow;” !

(45)
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Backpropogation

In the same way,

Xipeng Qiu (Fudan University)

J(W,bix,y) 50 (@0-DYT

ow)

8J(W’ b; X7y) _ 5(/)
ob()

Deep Learning for Natural Language Processing
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How to compute 6()7?

PIORES

Xipeng Qiu (Fudan University)

dJ(W,b; x,y)
oz
~0a) 9z(+Y) (W, b;x,y)
—9z00 9ald T 9z

= diag(f/(z")) - (WUHDYT . 50+1)
— f}/(Z(I)) o ((W(I+1))T5(l+1)),

Deep Learning for Natural Language Processing
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Deep Learning
Backpropogation Algorithm

Input : Training Set: (x(i),y(i)), i=1,--- N, lteration: T
Output: Wb
1 Initialize W,b ;
2 fort=1---T do
3 fori=1---Ndo
4 (1) Feedforward Computing;
5 (2) Compute 6 by 51;
6 (3) Compute gradient of parameters by 46  47;
8JW,bix() () _ .
7 e = 06T
AIW, bixD ()
s L) = 50
9 (4) Update Parameter;
(i) ()
10 W = W(I 0‘2: 1(BJ Wal\]/;(l) = )) — AW,
1 b(l azl 1(3Jbe ()));
12 end
13 end

Xipeng Qiu (Fudan University) Deep Learning for Natural Language Processing
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Deep Learning
Gradient Vanishing

6(/) — f/(Z(/)) o ((W(/+1))T5(/+1)’ (52)
When we use sigmoid function, such as logistic o(x) and tanh,
o'(x) = o(x)(1 — o(x)) € [0,0.25] (53)
tanh’(x) = 1 — (tanh(x))? € [0,1]. (54)
025 ] i
0.2} B 0.8}
0.15 - B 0.6
0.1 4 04y
5.1072 | 102
,‘4 ,‘2 6 é 4‘1 6 0 —‘4 —‘2 6 é 4‘1 6
(e) logistic () tanh

PPN HPN

Cimiivn.
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Deep Learning
Difficulties

Huge Parameters
Non-convex Optimization
Gradient Vanishing

Poor Interpretability

Requirments
@ High Computation
e Big Data
@ Good Algorithms
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Deep Learning
Tricks and Skills® 7

Use RelLU non-linearities
Use cross-entropy loss for classification
SDG+mini-batch

o Shuffle the training samples ( +— very important)
e Early-Stop

Normalize the input variables (zero mean, unit variance)

Schedule to decrease the learning rate

Use a bit of L1 or L2 regularization on the weights (or a combination)
Use “dropout” for regularization

Data Argument

6 G. B. Orr and K.-R. M ller. Neural networks: tricks of the trade. Springer, 2003.
7 Geoff Hinton, Yoshua Bengio & Yann LeCun, Deep Learning, NIPS 2015 Tutorial.
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Neural Models for Representation Learning [EEEITLETEIWANZ LI
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General Architecture
General Neural Architectures for NLP

How to use neural network for the NLP tasks?
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General Architecture
General Neural Architectures for NLP

How to use neural network for the NLP tasks?

Distributed Representation

Xipeng Qiu (Fudan University) Deep Learning for Natural Language Processing 54 / 131



Neural Models for Representation Learning [EEEITLETEIWANZ LI

General Neural Architectures for NLP®

Input Window

Text cat sat on/ the mat
Feature 1 wi wy .. wll\
Feature K U'f‘ "—'5( S LU{\{
v .
Lookup Table v © represent the words/fee.ltures with
TR ‘ ‘ dense vectors (embeddings) by
; lookup table;
R AV | O @ concatenate the vectors;
concat ] .
Linemﬁ/v © multi-layer neural networks.
Ml xd A~ . r .
: J > o classification
HardTanh v e matching
D oV W e ranking
M
Linear v
M2 xb A~ \
8 R. Collobert et al. “Natural language processing (almost) from scratch”. In:

The Journal of Machine Learning Research (2011).
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Neural Models for Representation Learning [EEEITLETEIWANZ LI

Difference with the traditional methods

Traditional methods

Neural methods

Discrete Vector

Dense Vector

Features | (One-hot Representation) | (Distributed Representation)
High-dimension Low-dimension
Classifier Linear Non-Linear
Deep Learning for Natural Language Processing 56 / 131




Neural Models for Representation Learning [EEEITLETEIWANZ LI
The key point is

how to encode the word, phrase, sentence, paragraph, or even document

into the distributed representation?

Representation Learning

Xipeng Qiu (Fudan University) Deep Learning for Natural Language Processing 57 / 131



General Architecture
Representation Learning for NLP

o Word Level

e NNLM
o C&W
o CBOW & Skip-Gram
@ Sentence Level
e NBOW
o Sequence Models: Recurrent NN (LSTM/GRU), Paragraph Vector
o Topoligical Models: Recursive NN,
o Convolutional Models: Convolutional NN

e Document Level
o NBOW

e Hierachical Models two-level CNN
e Sequence Models LSTM, Paragraph Vector
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Neural Models for Representation Learning [EEEITLETEIWANZ LI

Let's start with Language Model

A statistical language model is a probability distribution over sequences
of words.

A sequence W consists of L words.

P(W) = P(wy.)=P(w, - ,w)
P(w1)P(w2|wy)P(ws|wiws) - - P(wp|wy.(—1))

L
= HP(Wi’WI:(i—l))- (55)
i=1
n-gram model:
L
PW) = []PWilwi-ni1y(i-1))- (56)
i=1
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Neural Models for Representation Learning [EEEITLETEIWANZ LI

Neural Probabilistic Language Model®

@ turn unsupervised learning into supervised learning;
@ avoid the data sparsity of n-gram model;

@ project each word into a low dimensional space.

i-th output = P(w, = i| context)

softmax

e )

most| computation here

\
\
tanh ]
o) |
'
/
,
,
Clonz)  Cona\ -7
e) (oo o)

.. Matrix C R

shared parameters
across words

index for w;_,+1

index for w,—2 index for w,_;

2 Y. Bengio, R. Ducharme, and P. Vincent. “A Neural probabilistic language model”.
Journal of Machine Learning Research (2003).

In:
Xipeng Qiu (Fudan University) Deep Learning for Natural Language Processing
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General Architecture
Problem of Very Large Vocabulary

Softmax output:
on__ ep(sy(w, 1)
P exp(se(w', )’

Unfortunately both evaluating Pg and computing the corresponding
likelihood gradient requires normalizing over the entire vocabulary

(57)

@ Hierarchical Softmax: a tree-structured vocabulary!®
o Negative Sampling!!, noise-contrastive estimation (NCE)!?

10 A, Mnih and G. Hinton. “A scalable hierarchical distributed language model”. In:
Advances in neural information processing systems (2009); F. Morin and Y. Bengio. “Hierarchical Probabilistic
Neural Network Language Model.” [n: Aistats. Vol. 5. Citeseer. 2005, pp. 246-252,

11 T Mikolov et al. “Efficient estimation of word representations in vector space”. In:
arXiv preprint arXiv:1301.3781 (2013).

12 A Mnih and K. Kavukcuoglu. “Learning word embeddings efficiently with noise-contrastive estimation”. In:
Advances in Neural Information Processing Systems. 2013, pp. 2265-2273.
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General Architecture
Linguistic Regularities of Word Embeddings!3

WOMAN

MAN/ /

UNCLE

AUNT QUEENS

KINGS

QUEEN QUEEN

KING KING

13 T. Mikolov, W.-t. Yih, and G. Zweig. “Linguistic Regularities in Continuous Space Word Representations.” In:
HLT-NAACL. 2013, pp. 746-751.
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Neural Models for Representation Learning [EEEITLETEIWANZ LI

Skip-Gram Model'*

INPUT  PROJECTION ~ OUTPUT INPUT ~ PROJECTION ~ OUTPUT

w(t-2) w(t-2)

wi(t-1) w(t-1)
\SUM /

E— w(t) w(t) —

w(t+1) 7’ x w(t+1)

w(t+2) w(t+2)
CcBOwW Skip-gram

14 Mikolov et al., “Efficient estimation of word representations in vector space”.
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€l S
Skip-Gram Model

Given a pair of words (w, ¢), the probability that the word c is observed in
the context of the target word w is given by

1
Pr(D = 1‘W7C) = 1+exp(—WTC)’

where w and c are embedding vectors of w and c respectively.
The probability of not observing word ¢ in the context of w is given by,

1

Pr(D = =1- .
" Olw, <) 1+ exp(—wTc)

Xipeng Qiu (Fudan University) Deep Learning for Natural Language Processing 64 / 131



General Architecture
Skip-Gram Model with Negative Sampling

Given a training set D, the word embeddings are learned by maximizing the
following objective function:

JO)= > Pr(D=1|w,c)+ Y  Pr(D=0w,c),

w,ce€D w,ceD’

where the set D’ is randomly sampled negative examples, assuming they
are all incorrect.
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WSV RV ER LY ST S L W RETL T Fal  Convolutional Neural Network
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WSV RV ER LY ST S L W RETL T Fal  Convolutional Neural Network

Convolutional Neural Network

Convolutional neural network (CNN, or ConvNet) is a type of
feed-forward artificial neural network.
Distinguishing features!®:

© Local connectivity
@ Shared weights
© Subsampling

15 y. LeCun et al. “Gradient-based learning applied to document recognition”. In: Proceedings of the IEEE 11
(1998).

Xipeng Qiu (Fudan University) Deep Learning for Natural Language Processing
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WSV RV ER LY ST S L W RETL T Fal  Convolutional Neural Network

Convolution

Convolution is an integral that expresses the amount of overlap of one
function as it is shifted over another function.

Given an input sequence x;, t =1,--- ,nand a filter f;, t =1,--- , m, the
convolution is

n
Ye =Y fi Xe ki1 (58)
k=1
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WSV RV ER LY ST S L W RETL T Fal  Convolutional Neural Network

One-dimensional convolution

15Figure from: http://cs231n github.io/convolutional-networks/
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WSV RV ER LY ST S L W RETL T Fal  Convolutional Neural Network

Two-dimensional convolution

Given an image x;;, 1 <i < M, 1 <j < N and filter f;, 1 <i < m,
1 < j < n, the convolution is

Yij = Z Z fuv * Xi—u+1,j—v+1- (59)

u=1v=1

Mean filter:f,, =

1
mn
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Convolutional Layer

all) — f(W(/) @ a1 4+ b(’)),
® is convolutional operation.

w() is shared by all the neurons of /-th layer.
Just need m + 1 parameters, and nt1) = p() — m 4 1.

Xipeng Qiu (Fudan University) Deep Learning for Natural Language Processing
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Fully Connected Layer V.S. Convolutional Layer

(b) Convolutional Layer
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WSV RV ER LY ST S L W RETL T Fal  Convolutional Neural Network
Pooling Layer

It is common to periodically insert a pooling layer in-between successive
convolutional layers.

@ progressively reduce the spatial size of the representation

@ reduce the amount of parameters and computation in the network
@ avoid overfitting

For a feature map X(), we divide it into several (non-)overlapped regions
Rk, k =1,--- K. A pooling function down(---) is

X;EH_l) _ f(Z,EH_l)), (61)
=f (W(’+1> -down(Ry) + b('+1)) . (62)
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Pooling Layer

X(/+1) — f(Z(I+1)),
—f (w(’+1) -down(X') + b(’+1)) :

Two choices of down(-): Maximum Pooling and Average Pooling.

poolmax(Rk) = max a;

IGRk
D ai

i€Ry

poo’avg Rk
[Rel k|

Xipeng Qiu (Fudan University) Deep Learning for Natural Language Processing
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Pooling Layer

224x224x64

pool

s Single depth slice
X 11|24
max pool with 2x2 filters
B 7 | 8 and stride 2
I 3(2(1]|0
1| 2 [ESHEE
N

15Figure from: http://cs231n github.io/convolutional-networks/

Xipeng Qiu (Fudan University)
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Convelutional Neural Network
Large Scale Visual Recognition Challenge

2010-2015
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Gt (] Dt
DeepMind’s AlphaGo

$280esssess
3wy
134

d_ poliy network @ Percentage of simulations 1 Principalvaristion

ALL SYSTEMS GO

Hl
08
H

[22zz:

T

15http://cs231n.stanford.edu/
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DeepMind’s AlphaGo

The input to the policy network is a 19 x 19 x 48 image stack consisting of 48 feature planes. The
first hidden layer zero pads the input into a 23 x 23 image, then convolves k filters of kernel size 5
x 5 with stride 1 with the input image and applies a rectifier nonlinearity. Each of the subsequent
hidden layers 2 to 12 zero pads the respective previous hidden layer into a 21 x 21 image, then
convolves k filters of kernel size 3 x 3 with stride 1, again followed by a rectifier nonlinearity. The
final layer convolves 1 filter of kernel size 1 x 1 with stride 1, with a different bias for each position,
and applies a softmax function. The match version of AlphaGo used k = 192 filters; Fig. 2b and
Extended Data Table 3 additionally show the results of training with k = 128, 256 and 384 filters.

policy network:

[19x19x48] Input

CONV1: 192 5x5 filters , stride 1, pad 2 => [19x19x192]

CONV2..12: 192 3x3 filters, stride 1, pad 1 => [19x19x192]

CONV: 1 1x1 filter, stride 1, pad 0 => [19x19] (probability map of promising moves)

15http://cs231n.stanford.edu/
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Convelutional Neural Network
CNN for Sentence Modeling

Input: A sentence of length n,
After Lookup layer, X = [x1,%o, -+ ,X,] € RIX"

@ variable-length input
@ convolution
@ pooling
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CNN for Sentence Modeling!®

Input Sentence

Text. The cat sat on the mat
Feature 1 s owlowy o vy 3

: 5 £
Feature K g wff wff wf &

v

Lookup Table v
v~ ][] |

: Key steps
LTwx ~n [ [ | )

- v @ convolution

Zt:it+m—-1 =

Xt @ X1 © Xpym—1 € RIM
L @ matrix-vector operation
Max Over Time Xi = f( let:t+m—1 + bl)

Convolution \\
M

M
max(-) e i .
o g @ Pooling (max over time)
—
Linear T M I /—
M2 xd AN UL XI — maXt Xi,t
v
HardTanh M
A
v
Linear .o, M
Mo xb Ane
1€ Collobert et al., “Natural language processing (almost) from scratch”.

Xipeng Qiu (Fudan University) Deep Learning for Natural Language Processing 80 / 131



Gt (] Dt
CNN for Sentence Modeling!’

wait
for
the g
video —
and
do —
n't —
rent
it

L J L | L L |

n x krepresentation of Convolutional layer with Max-over-time Fully connected layer
sentence with static and multiple fiter widths and pooling with dropout and

Key steps
@ convolution

Zptim_1 = X¢ B Xe1 B Xepm_1 € RI™
@ vector-vector operation
Xt{ = f(WI.Zt:t_A'_m_]_ + bl)
e multiple filters / multiple channels
@ pooling (max over time)
/

X; = maxe X;

17 ¥, Kim. “Convolutional neural networks for sentence classification”. In: arXiv preprint arXiv:1408.5882
(2014).
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Dynamic CNN for Sentence Modeling'®

Fuly connectsd
ayer

K-Max pooling
(he3)

Vi Y
A
A

v
conuolio
(m=2)
Dynamic (VT
femax pooli
Lo | HEENNN
i
vide A"
convoluton \
) /[Z[[l]{;’/ /{[”]
Proectes
serence
matex

=1

Te cat sat on the red mat

Key steps

@ one-dimensional convolution
Xf’t = f(w,l'xi,t:t—i—m—l + b,l)

@ k-max pooling (max over time)
k! = max(k®oP, —'LZ”n)

o (optional) folding: sums every two rows
in a feature map component-wise.

o multiple filters / multiple channels

18 N. Kalchbrenner, E. Grefenstette, and P. Blunsom. “A Convolutional Neural Network for Modelling Sentences”

In: Proceedings of ACL. 2014.
Xipeng Qiu (Fudan University)
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CNN for Sentence Modeling!®

convolution

D pooling
e more convolution
Ey

and pooling

fixed length vector

=

sentence

Key steps
@ convolution
_ d
Zittm—1 = Xt D Xeq1 D Xepm—1 € R
@ matrix-vector operation

K= Wizl + b)

@ binary max pooling (over time)

I - -1
Xit = max(xi,2t—17 Xi,2t)

19 B. Hu et al. “Convolutional neural network architectures for matching natural language sentences”.
Advances in Neural Information Processing Systems. 2014.
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Recurrent Neural Netvork
Recurrent Neural Network (RNN)

The RNN has recurrent hidden states
whose output at each time is
h; dependent on that of the previous
time. More formally, given a sequence
x(m) = (x( . x(® ] x("), the
Hidden Delay RNN updates its recurrent hidden
state h(*) by

Xt

Input he 1

0 t=20
f(ht—1,x:) otherwise
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Simple Recurrent Network?®

ht = f(Uht_l + WXt + b),

.

| hy |—>| h; |—>| h3 |—>| hs |_> -
T T T T

where f is non-linear function.

X1 X2 X3 X4

20 . L. Elman. “Finding structure in time”. In: Cognitive science 2 (1990).

Xipeng Qiu (Fudan University) Deep Learning for Natural Language Processing
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Recurrent Neural Network
Backpropagation Through Time, BPTT

Loss at time t is J;, the whole loss is J = Zthl T+
The gradient of J is

]
a0~ 2 U (69)
t=1
T
L oh, g,
=250 oh, (70)

La J L2 J [ s [ & | - r

R ¢
[ T b b T e s ;

e

X1 X2 X3 X4
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Gradient of RNN

0J _ N~~~ Ohi Ohe Dy, 0T: 1)
OU ~ &= £= 39U Ohy Oh, Dy’
h L oh;
t I
ohe AL ohiy (72)
t
H " diag[f'(hi-1)]- (73)
=k-+
0T - Ohy . ) dy: 0T
U —tz_;k_lau <, IZLU diag(f'(hi-1)) ah 8yt' (74)
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Long-Term Dependencies

Define v = | U diag(f'(hi—1))],

o Exploding Gradient Problem: When v > 1 and t — k — oo,

Atk 5 0.

@ Vanishing Gradient Problem: When v < 1 and t — k — oo, 417K

— 0.

There are various ways to solve Long-Term Dependency problem.
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Recurrent Neural Netvork
Long Short Term Memory Neural Network (LSTM)?

The core of the LSTM model is a memory cell c encoding memory at every
time step of what inputs have been observed up to this step.
The behavior of the cell is controlled by three “gates™

@ input gate i
@ output gate o
o forget gate f

ir = o(Wix¢ + Uihe—1 + Vice1), (75)
fe = o(Wrx¢ + Urhi—1 + Vrce1), (76)
0 = o(Wpox: + Uoh—1 + Voey), (77)
¢ = tanh(Wex; + Uch:_1), (78)
ce=fOc1 +i: OC,, (79)
h: = 0;: ® tanh(cy), (80)

21 5 Hochreiter and J. Schmidhuber. “Long short-term memory”. In: Neural computation 8 (1997).
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LSTM Architecture

Ct—1 Ct

Y
A
A4

ALY
7
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o [l L
Gated Recurrent Unit, GRU?2

Two gates: update gate z and reset gate r.

re = o(W,x: + U/heq) (81)
z; = o(Wyxt + Uzh;_q) (82)
h, = tanh(Wcx; + U(r: © ht_1)), (83)
ht:Ztth71+(1—Zt)®ﬁt, (84)

(85)

22 K. Cho et al. “Learning phrase representations using rnn encoder-decoder for statistical machine translation”.
In: arXiv preprint arXiv:1406.1078 (2014); J. Chung et al. “Empirical evaluation of gated recurrent neural networks
on sequence modeling”. In: arXiv preprint arXiv:1412.3555 (2014).
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GRU Architecture

h: 1

»(D <
A
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Stacked RNN

T T T T
O T S
T T T T
[ O S
T T T T
R T U
T T T

Ca e |

EERERE]

X
-
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Bidirectional RNN

hgl) _ ,c(U(l)hgl_)1 +WOx, + b)), (86)
h® = F(UPRP), + WOx, 4 b@), (87)
he — ) & @, (88)
Ln | Le [ Lo |[n]

QR @ Q@ Q
\ \ \
o -
F/ A,
O - - - -
\L AL AL\

X1 X2 X3 Xa

=

W? ] |
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Application of RNN: Sequence to Category

@ Text Classification
@ Sentiment Classification

X1 X2 e XT
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Recurrent Neural Network
Application of RNN: Synchronous Sequence to Sequence

@ Sequence Labeling, such as Chinese word segmentation, POS tagging

X1 X2 e X7
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Recurrent Neural Network
Application of RNN: Asynchronous Sequence to Sequence

@ Machine Translation

T i
| hT ] hT I h{ ] hT pree |_...._,

| X1 | | X2 | | X7 | |<E05>|
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Recurrent Neural Network
Unfolded LSTM for Text Classification

h,; hy h3 hy — — hr
X1 Xo X3 X4 X7 Yy

Drawback: long-term dependencies need to be transmitted one-by-one
along the sequence.
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Recurrent Neural Network
Unfolded Multi-Timescale LSTM?23

R T T e I e
gf% g - >g2 g} e gh

gl g5 g5 gl o — gp y
f f / f f f

X1 Xa X3 X4 X7

23 P Liu et al. “Multi-Timescale Long Short-Term Memory Neural Network for Modelling Sentences and
Documents”. In: Proceedings of the Conference on Empirical Methods in Natural Language Processing. 2015.
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Recurrent Neural Network
LSTM for Sentiment Analysis

0.5

0.4

03|

02} ./‘\.\/\ :/a\' s

<s> s not Exactly a gourlnetmeal but the fare is fair , even coming from the drive . </s>
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24
Paragraph Vector

Classifier [on |

Average/Concatenate

/'/T\

Paragraph Matrix----- > * * *

Paragraph the cat
id

24 Q. V. Le and T. Mikolov. “Distributed representations of sentences and documents”. In:
arXiv preprint arXiv:1405.4053 (2014).
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Memory Mechanism

What differences among the various models from memory view?

Xipeng Qiu (Fudan University)

Short-term | Long short-term | Global | External
SRN Yes No No No
LSTM/GRU Yes Yes Maybe No
PV Yes Yes Yes No
NTM/DMN Yes Yes Maybe Yes
Deep Learning for Natural Language Processing 103 / 131
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Recursive Neural Network (RecNN)%

ared bike,N\P @@ Given a labeled binary parse tree,
((p2 — ap1), (p1 — bc)), the node

representations are computed by

a,Det@® redJJ@® bike,NN@ ®

Topological models compose
' a

the selntence.representatu.)n p2 = f(W [ })

following a given topological

structure over the words.

25 R. Socher et al. “Parsing with compositional vector grammars”. In: Proceedings of ACL. 2013.
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Recursive Convolutional Neural Network?®

Recursive neural network can only process the binary combination and is
not suitable for dependency parsing.

a red bike,NN

@ introducing the convolution and
Convolution pOOhng IayerS,
a bike, NN@® @0 @oredbikent @ modeling the complicated

\ - -
a,Det interactions of the head word

and its children.

Pooling

26 C. Zhu et al. “A Re-Ranking Model For Dependency Parser With Recursive Convolutional Neural Network”.
In: Proceedings of Annual Meeting of the Association for Computational Linguistics. 2015.
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Tree-Structured LSTMs??

Natural language exhibits syntactic properties that would naturally combine
words to phrases.

n Y2 Y3 Ya
: . . :
\ T > n F—> |

€T i) I3 ZTya

Y1

@ Child-Sum Tree-LSTMs
o N-ary Tree-LSTMs J

27 K. S. Tai, R. Socher, and C. D. Manning. “Improved semantic representations from tree-structured long
short-term memory networks”. In: arXiv preprint arXiv:1503.00075 (2015).

Xipeng Qiu (Fudan University)
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Gated Recursive Neural Network?®

An relative complicated solution

GRNN models the complicated
combinations of the features, which
selects and preserves the useful
combinations via reset and update
gates.

@ DAG based Recursive Neural
Network
o Gating mechanism

28 X Chen et al. “Gated Recursive Neural Network For Chinese Word Segmentation”. In:
Proceedings of Annual Meeting of the Association for Computational Linguistics. 2015; X. Chen et al. “Sentence
Modeling with Gated Recursive Neural Network™”. In:
Proceedings of the Conference on Empirical Methods in Natural Language Processing. 2015.
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Attention

OMES THE HLRRC2NE STASDN nwuw
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Attention Model
: 2
Attention Model?®

© The context vector ¢; is computed
as a weighted sum of h;:

T
Ci = E a,-jhj
j=t

@ The weight «;; is computed by

v = softmax(v' tanh(Ws;_1+Uh;))

29 D Bahdanau, K. Cho, and Y. Bengio. “Neural Machine Translation by Jointly Learning to Align and
Translate”. In: ArXiv e-prints (Sept. 2014). arXiv: 1409.0473 [cs.CL].
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Applications Question Answering

Question Answering

Jane went to the hallway.
Mary walked to the bathroom.
Sandra went to the garden.

Sandra took the milk there.
Where is the milk?

garden

Everybody is happy.
What's the sentiment?
positive

What are the POS tags?
NN VBZJJ .

POoPOmEOREEES

Xipeng Qiu (Fudan University)

Daniel went back to the garden.

EPRTEZREQTZOT

Peter’s sister is called Isabelle.

What are the mentions?

[ [ Peter ] ’s sister ] is called [ Isabelle | .

Peter’s sister is called [Isabelle].

Is it coreferent with: [Peter’s sister] is called Isabelle?
yes

Is it coreferent with: [Peter] °s sister is called Isabelle?
no

The answer is far from obvious.

In French?

La réponse est loin d’étre évidente.

Deep Learning for Natural Language Processing
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LSTM30

.

\

® ® ® ® rY ® Py Py Py ® ® ~
e e s Hl B e e s s s s s s
H H H H B 3 e H H H H H H H
o o o <IN . . . " " . o o o o
H H H H B e e H H H H H H H
H H H H B H 3 s s s H H H H
J 0 g d K O O C c c 0 0 0 S
Mary  went to  England X  visited England Mary  went to  England X  visited England
(a) Attentive Reader. (b) Impatient Reader.
Mary went to England || X visited England
(c) A two layer Deep LSTM Reader with the question encoded following the document.
30 K M. Hermann et al. “Teaching machines to read and comprehend”. In:

Advances in Neural Information Processing Systems. 2015, pp. 1684-1692.
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Applications Question Answering

Dynamic Memory Networks®!

Semantic Memory Episodic Memory , . 2 2 N 2 Answer module
Module Module e

(Glove vectors)

31 A Kumar et al. “Ask me anything: Dynamic memory networks for natural language processing”. In:
arXiv preprint arXiv:1506.07285 (2015).
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Applications Question Answering

Memory Networks3?

Predicted /'
of| ——————— &+ w |f, || v }Ha
£l a
3 - .
Weighted sum_A_ u - Predicted
/ — Answer

Em.,m.ngc]]” :
Il === |
[

Sentences
;)

syblem  nding

—

Sentences

e
nduj

Embedding &
Ilnnevadu(l
v Embedding B I
B
|
Question I Ques!ionq”
(a) g (b)
U
32 g Sukhbaatar, J. Weston, R. Fergus, et al. “End-to-end memory networks”. In:

Advances in Neural Information Processing Systems. 2015, pp. 2431-2439.
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Applications Question Answering

Neural Reasoner33

=

o | [ o ]

0

pooing| :ll [t | l \:”‘

- -
[ o | [ o | [ o | [ o |

33 g, Peng et al. “Towards Neural Network-based Reasoning”. In: arXiv preprint arXiv:1508.05508 (2015).
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Applications Machine Translation

Sequence to Sequence Machine Translation3

Neural machine translation is a recently proposed framework for machine
translation based purely on neural networks.

w

T

[ S N B

T

B C <EOS>

<EOS>

> x

]

= —>
X —— —> <
<—>» [—>N

34 | Sutskever, O. Vinyals, and Q. V. Le. “Sequence to sequence learning with neural networks”. In:
Advances in Neural Information Processing Systems. 2014, pp. 3104-3112.
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Applications Machine Translation

353637

Image Caption

Vision Language A grou_p of people
Deep CNN Generating shopplng at an
RNN outdoor market.

(o)

] Q There are many
vegetables at the
fruit stand.

35 a, Karpathy and L. Fei-Fei. “Deep visual-semantic alignments for generating image descriptions”. In:
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. 2015, pp. 3128-3137.

36 0. Vinyals et al. “Show and tell: A neural image caption generator’. In:
Proceedings of the IEEE Conference on Computer Vision and Pattern Recognition. 2015, pp. 3156—3164.

37 K. Xu et al. “Show, attend and tell: Neural image caption generation with visual attention”. In:
arXiv preprint arXiv:1502.03044 (2015).
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ns Machine Translation

Image Caption

A person riding a
motorcycle on a dirt road.

Two dogs play in the grass. A skateboarder does a trick A dog is jumping to catch a
b frisbee.

A refrigerator filled with lots of

A little girl in a pink hat is
food and drinks.

blowing bubbles.,
ypbiovng

A herd of -lepnann wanung

A close up of a cat laying
across a d

on a couch. A yellow school bus parked

—=====in a parking lot

Figure 5. A selection of evaluation results, grouped by human rating.
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Text Matching
Text Matching

Among many natural language processing (NLP) tasks, such as text
classification, question answering and machine translation, a common
problem is modelling the relevance/similarity of a pair of texts, which is
also called text semantic matching.

Three types of interaction models:

@ Weak interaction Models
@ Semi-interaction Models
@ Strong Interaction Models

Xipeng Qiu (Fudan University) Deep Learning for Natural Language Processing 123 / 131



LCTIHEEL I Text Matching

Weak interaction Models

Some early works focus on sentence level interactions, such as ARC-138,
CNTN?3 and so on. These models first encode two sequences into
continuous dense vectors by separated neural models, and then compute

the matching score based on sentence encoding.

%«%Mﬂ
%W%mﬂ )

answer Matching
Score

flF

Figure: Convolutional Neural Tensor Network

38 Hy et al., “Convolutional neural network architectures for matching natural language sentences”.

39 x. Qiu and X. Huang. “Convolutional Neural Tensor Network Architecture for Community-based Question
Answering”. In: Proceedings of International Joint Conference on Artificial Intelligence. 2015.
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Semi-interaction Models

Another kind of models use soft attention mechanism to obtain the

representation of one sentence by depending on representation of another
sentence, such as ABCNN*%, Attention LSTM*!. These models can
alleviate the weak interaction problem to some extent.

(C) Word-by-word
Attention

Premise

Figure: Attention LSTM*2

40 W. Yin et al. “ABCNN: Attention-Based Convolutional Neural Network for Modeling Sentence Pairs”. In:
arXiv preprint arXiv:1512.05193 (2015).

41 Hermann et al., “Teaching machines to read and comprehend”.

42 T Rockt schel et al. “Reasoning about Entailment with Neural Attention”. In:
arXiv preprint arXiv:1509.06664 (2015).
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LCTIHEEL I Text Matching

Strong Interaction Models

The models build the interaction at different granularity (word, phrase and
sentence level), such as ARC-I1*3, MV-LSTM*, coupled-LSTMs*>. The
final matching score depends on these different levels of interactions.

A ARG AR R AR AL A

IR I T S FU A &
AR - S A

B R g D ng B hg) A

SR - - A A

(c) Loosely coupled-LSTMs

hyy —> hyy —> hag —> hyy

oy

oy —> hay —> hag —> hyy

vy

hg; —> hgy —> hgg —> hgy

vy

hyy —> hyy —> hyg —> hyy

(d) Tightly coupled-LSTMs

Figure: coupled-LSTMs

43 Hy et al., “Convolutional neural network architectures for matching natural language sentences”.

44 5 Wan et al. “A Deep Architecture for Semantic Matching with Multiple Positional Sentence Representations”.

In: AAAI. 2016.

4% P. Liu, X. Qiu, and X. Huang. “Modelling Interaction of Sentence Pair with coupled-LSTMs". In:

arXiv preprint arXiv:1605.05573 (2016).
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Conclusion of DLANLP (just kidding)

@ Long long ago: you must know intrinsic rules of data.
@ Past ten years: you just know effective features of data.
o Nowadays: you just need to have big data.
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Challenges & Open Problems

Depth of network

Rare words

Fundamental data structure

Long-term dependencies

Natural language understanding & reasoning
Biology inspired model

Unsupervised learning
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DL4ANLP from scratch

Select a real problem

Translate your problem to (supervised) learning problem
Prepare your data and hardware (GPU)

Select a library: Theano, Keras, TensorFlow

Find an open source implementation

Incrementally writing your own code

Run it.

®© 6 6 6 6 0 O
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Challenges & Open Problems

More Information

(P2 STREA>]) B 3. http://nlp.fudan.edu.cn/dl-book/
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Challenges & Open Problems

Recommended Courses

(CS224d: Deep Learning for Natural Language Processing

@ http://cs224d.stanford.edu/
o HriHME K2~Richard Socher
o TEEYHIE HIRE 5 AL B AT A A PR L 2 S R T

CS231n:Convolutional Neural Networks for Visual Recognition

@ http://cs231n.stanford.edu/
o HIHIE K2£Fei-Fei Li Andrej Karpathy
o EZEPHECNN - RNNTE EIG AT R F
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