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Installing & Running the HPCC Platform
Welcome

Welcome

These instructions will guide you through installing and running the HPCC! Community Edition on asingle node to
start and then optionally, expand it to a larger cluster of nodes.

The HPCC Thor technology is designed to effectively process, analyze, and find links and associations within high
volumes of complex data. This can detect non-obvious relationships, scale to support petabytes of data, and is signif-
icantly faster than competing technologies while requiring less hardware and resources.

The HPCC Roxie technology - also known as the Rapid Data Delivery Engine or RDDE - uses a combination of
technologies and techniques that produce extremely fast throughput for queries on indexed data.

Thistrangatesinto better quality answersin less time so that organizations can cope with massive data and efficiently
turn information into knowledge.

We suggest reading this document in its entirety before beginning. The entire process can take an hour
@ or two, depending on your download speed.

1High Performance Computing Cluster (HPCC) is amassively parallel processing computing platform that solves Big Data problems. See http://
hpccsystems.com/Why-HPCC/How-it-works for more details.

© 2015 HPCC Systems®. All rights reserved
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Welcome

Quick Start Guide

We recommend taking the time to read this manual in its entirety; however, the following is a quick start summary of
steps. There are many aspects of the HPCC System platform and this guide isintended to help you get the most out of
your system. This section is not intended to replace the more comprehensive material in the remainder of this book.

1. Install HPCC.

Download the installation package from http://hpccsystems.com/downl oad/free-community-edition and install.

On CentOS/Red Hat:
sudo rpm -UWh <rpmfile name>
On Ubuntu/Debian:

sudo dpkg -i <deb fil ename>
2. Start your HPCC System.
On CentOS/Red Hat:
sudo /sbin/service hpcc-init start

Ubuntu:

sudo service hpcc-init start

Debian 6 (Squeeze):

sudo /etc/init.d/ hpcc-init start
3. Run ECL Watch. Check out your system.

Using a browser, go to ECL Watch running on port 8010 of your HPCC Node.

For example, http://nnn.nnn.nnn.nnn:8010, where nnn.nnn.nnn.nnn is your node's I P address.
4. Create and run some ECL.

Y ou can do this right from ECL Watch, click on the Playground link.

5. Get and install the ECL IDE and Client tools.

Now What?

Now that you have HPCC started and running, what do you want to do? Maybe evaluate your needs and proceed to
develop acustom configuration suitabl e for those needs. Maybe you want to expand your system and add nodes. Those
topics and several others are covered in the following sections.

To familiarize yourself with what your system can do we recommend following the stepsin:

* TheHPCC Data Tutorial

» The Six Degrees of Kevin Bacon example

» Read Using Config Manager to learn how to configure an HPCC platform using Advanced View.
» Useyour new skillsto process your own massive dataset!

© 2015 HPCC Systems®. All rights reserved
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Hardware and Software Requirements

Hardware and Software Requirements

The following section describes the various hardware and software required in order to run the HPCC.

Network Switch

A significant component of HPCC is the infrastructure it runs on, specifically the switch.

Switch requirements

 Sufficient number of portsto allow all nodes to be connected directly to it;
* IGMP v.2 support
» IGMP snooping support

Small: For avery small test system, almost any gigabit switch will suffice. These areinexpensive and readily available
in six to 20-port models.

Figure 1. 1 GigE 8-port Switch

Medium: For medium sized (10-48 node) systems, we recommend using a Forcel0 s25, s50, s55, or s60 switch

Figure 2. ForcelO S55 48-port Network Switch

© 2015 HPCC Systems®. All rights reserved
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Large: For large (48-350 node) system, the Forcel0 ¢150 or ¢300 are good choices.

Figure 3. Force 10 c150

© 2015 HPCC Systems®. All rights reserved
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Very Large: For very large (more than 300 nodes) system, the Forcel0 e600 or €1200 are good choices.

Figure 4. Force 10 600 and €1200

Switch additional recommended features

¢ Non-blocking backplane

¢ Low latency (under 35usec)

¢ Layer 3 switching

¢ Managed and monitored (SNMP is a plus)
¢ Port channel (port bundling) support

© 2015 HPCC Systems®. All rights reserved
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Hardware and Software Requirements

Load Balancer

In order to take full advantage of a Roxie cluster, aload balancer is required. Each Roxie Node is capable of receiving
requests and returning results. Therefore, a load balancer distributes the load in an efficient manner to get the best

performance and avoid a potential bottleneck.

We recommend the Web Accelerator product line from F5 Networks. See http://www.f5.com/pdf/products/big-ip-
webaccel erator-ds.pdf for more information.

Figureb5. F5 Load Balancers

8900 Serias 6900 Series
3900 Series 3600 Series

Load Balancer Requirements

Minimum requirements

» Throughput: 1Gbps Gigabit
 Ethernet ports. 2
» Balancing Strategy: Round Robin

Standard requirements

» Throughput: 8Gbps
» Gigabit Ethernet ports: 4
» Balancing Strategy: Flexible (F5 iRules or equivalent)

© 2015 HPCC Systems®. All rights reserved
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Recommended capabilities

* Ability to provide cyclic load rotation (not load balancing).

* Ability to forward SOAP/HTTP traffic

« Ability to provide triangul ation/n-path routing (traffic incoming through the load balancer to the node, replies sent
out the viathe switch).

« Ability to treat a cluster of nodes as a single entity (for load balancing clusters not nodes)

or
* Ability to stack or tier the load balancers for multiple levelsif not.

© 2015 HPCC Systems®. All rights reserved
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Hardware and Software Requirements

Nodes-Hardware

The HPCC can run as asingle node system or a multi node system.

These hardware recommendations are intended for amulti-node production system. A test system can useless stringent
specifications. Also, whileit is easier to manage a system where al nodes areidentical, thisis not required. However,
it isimportant to note that your system will only run as fast as its slowest node.

Node minimum requirements

Pentium 4 or newer CPU
32-bit
1GB RAM per dave

(Note: If you configure more than 1 slave per node, memory is shared. For example, if you want 2 slaves per node
with each having 4 GB of memory, the server would need 8 GB total.)

One Hard Drive (with sufficient free space to handle the size of the data you plan to process) or Network Attached
Storage.

1 GigE network interface

Node recommended specifications

Nehalem Corei7 CPU

64-bit

4 GB RAM (or more) per ave
1 GigE network interface

PXE boot support in BIOS

PXE boot support is recommended so you can manage OS, packages, and other settings when you have a large
system
Optionally IPMI and KVM over |P support

For Roxie nodes:
Two 10K RPM (or faster) SAS Hard Drives

Typically, drive speed is the priority for Roxie nodes

For Thor nodes:
Two 7200K RPM (or faster) SATA Hard Drives (Thor)
Optionally 3 or more hard drives can be configuredinaRAID 5 container for increased performance and avail ability

Typicaly, drive capacity isthe priority for Thor nodes

© 2015 HPCC Systems®. All rights reserved
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Hardware and Software Requirements

Nodes-Software

All nodes must have the identical operating systems. We recommend all nodes have identical BIOS settings, and
packages installed. This significantly reduces variables when troubleshooting. It is easier to manage a system where
all nodes areidentical, but thisis not required.

Operating System Requirements

Binary packages are available for the following:

* 64-bit CentOS 5

* 64-bit CentOS 6

* 64-bit CentOS 7

* 64-bit RedHat Enterprise 5
» 64-bit RedHat Enterprise 6
* 64-bit Ubuntu 12.04 (LTS)
* 64-bit Ubuntu 13.10

* 64-bit Ubuntu 14.04 (LTS)

Dependencies

Installing HPCC on your system depends on having required component packagesinstalled on the system. Therequired
dependencies can vary depending on your platform. In some cases the dependencies are included in the installation
packages. In other instances the installation may fail, and the package management utility will prompt you for the
required packages. Installation of these packages can vary depending on your platform. For details of the specific in-
stallation commands for obtaining and installing these packages, see the commands specific to your Operating System.

Note: For CentOS installations, the Fedora EPEL repository isrequired.

© 2015 HPCC Systems®. All rights reserved
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Hardware and Software Requirements

SSH Keys

The HPCC components use ssh keys to authenticate each other. Thisis required for communication between nodes.
A script to generate keys has been provided .Y ou should run that script and distribute the public and private keys to
al nodes after you have installed the packages on al nodes, but before you configure a multi-node HPCC.

» Asroot (or sudo as shown below), generate a new key using this command:

sudo /opt/ HPCCSyst ens/ sbi n/ keygen. sh
« Distribute the keys to all nodes. From the /home/hpcc/.ssh directory, copy these three files to the same directory
(/home/hpcc/.ssh) on each node:
e id rsa
e id_rsa.pub
e authorized keys

Make sure that files retain permissions when they are distributed. These keys need to be owned by the user "hpcc".

© 2015 HPCC Systems®. All rights reserved
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Hardware and Software Requirements

User Workstation Requirements

* Running the HPCC platform requires communication from your user workstation with a browser to the HPCC.
You will use it to access ECL Watch—a Web-based interface to your HPCC system. ECL Watch enables you to
examine and manage many aspects of the HPCC and allows you to see information about jobs you run, data files,
and system metrics.

Use one of the supported web browsers with Javascript enabled.
* Internet Explorer® 9 (or later)

e Firefox™ 3.0 (or later.)

¢ Google Chrome 10 (or later)

If browser security is set to High, you should add ECLWatch as a Trusted Site to allow Javascript execution.
* Instal the ECL IDE

The ECL IDE (Integrated Development Environment) isthe tool used to create queriesinto your dataand ECL files
with which to build your queries.

Download the ECL IDE from the HPCC Systems web portal. http://hpccsystems.com
Y ou can find the ECL IDE and Client Tools on this page using the following URL:

http://hpccsystems.com/downl oad/free-community-edition/ecl-ide

The ECL IDE was designed to run on Windows machines. See the appendix for instructions on running on Linux
workstations using Wine.

* Microsoft VS 2008 C++ compiler (either Express or Professional edition). Thisis needed if you are running Win-
dows and want to compile queries locally. This alows you to compile and run ECL code on your Windows work-
station.

* GCC. Thisis needed if you are running under Linux and want to compile queries locally on a standalone Linux
machine, (although it may already be available to you since it usually comes with the operating system).

© 2015 HPCC Systems®. All rights reserved
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HPCC Installation and Startup

HPCC Installation and Startup

Follow these steps to install the packages and start components in a single-node configuration to begin. Once it is
successfully installed, you will use the Configuration Manager to customize or expand your system.

Configuration Manager is the utility with which we configure the HPCC platform. It is run on your Linux Server and
you access its interface using a browser.

Figure 6. System Overview: Thor
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Figure7. System Overview: Roxie
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HPCC Installation and Startup

Initial Setup-Single Node

This section coversinstalling the HPCC on a single node. Thiswill enable the HPCC system to operate successfully;
however, the real strength of the HPCC iswhen it is run in a multi-node environment and can leverage the ability to
perform operations using Massively Paralel Processing (MPP).

In addition, on a production system, you would dedicate one or more nodes to each server process. See the Using
Configruation Manager manual for more details.

Installing the Package

The installation and package that you download is different depending on the operating system you plan to use. The
installation packages will fail to install if their dependencies are missing from the target system.

Packages are available from the HPCC Systems® website: http://hpccsystems.com/downl oad/free-community-edition

To install the package, follow the appropriate installation instructions:

CentOS/Red Hat
Install RPM with the -Uvh switch.

This is the upgrade command and will perform an automatic upgrade if a previous version isinstalled or it will just
install fresh if no other version has been installed.

sudo rpm -UWh <rpmfile nanme>
Optional Plug-ins

For RPM based systems, there are two different installation packages available. One package includes the optional
plug-ins to support embedded code from other languages, such as JAVA, JavaScript, R, or Python.

If you do not want support for other languages, choose the package for your distro that begins with:
hpccsyst ens- pl at f orm communi t y-

If you want support for other languages, choose the package for your distro that begins with:

hpccsyst ens- pl at f orm conmuni ty-wi t h- pl ugi ns-

Y ou must install the packages that have the plug-ins using the --nodeps option. For example:

sudo rpm - Wh --nodeps <rpmfile name>

Then you must install the dependencies for each language you wish to support. The dependencies to support each
language are installed separately.

The optiona plug-ins are:
» Python : pyembed
* JAVA : jniembed
» JavaScript : v8embed

* R: Rembed

© 2015 HPCC Systems®. All rights reserved
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Ubuntu/D

ebian

For Ubuntu installations a Debian package is provided. To install the package, use:

sudo dpkg -i

<deb fil enanme>

Initial Startup

1. Start the system using the default configuration.

Centos/Red

sudo /shin/

Ubuntu

Hat

servi ce hpcc-init start

sudo service hpcc-init start

Debian 6 (Squeeze)

sudo /etcli

nit.d/ hpcc-init start

= root@node219008: -

dez g ~]# =udo in/zervice hpoo-init startc

[rootino

Ling m

rting
ting

roing myec

roing my

roing my

Ling m
Starting m

Therearelog filesfor each component in directories below /var /log/HPCCSystems (default location)
including an hpcc-init log for the start up process. If any component failsto start, these logs can help
in troubleshooting.

© 2015 HPCC Systems®. All rights reserved
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Running an ECL Query on your Single-Node System

The single node system is running, and you can now create and run some ECL! code usi ng either ECL IDE, the
command line ECL compiler, or the ECL Command line tool.

Install the ECL IDE and HPCC Client Tools

1

In your browser, go to the ECL Watch URL. For example, http://nnn.nnn.nnn.nnn:8010, where nnn.nnn.nnn.nnn
isyour node's IP address.

Y our |P address could be different from the ones provided in the example images. Please use the IP
& address of your node.

. From the ECL Watch Advanced menu, select on the Additional Resour ces link.

Figure 8. ECL Watch Resource Page

3, a
!
{ Advanced :
Menu Set Banner
- Error/Warning(s) (4)

Additional Resqﬂrces

.‘F%tes‘u/

Configuration
3 About

i

A Debug r

» h“\"-..: M“- .'\."-\M..‘w*

Follow the link to the HPCC System's portal download page.

K__,-H < W

ey

. Click onthe ECL IDE link. (on the right hand side in the Download column, under the Free Community Edition

heading)

. Follow the instructions on the web page to install the ECL IDE.

. Install the ECL IDE, following the promptsin the installation program. Oncethe ECL IDE isinstalled successfully,

you can proceed.

1Enterprise Control Language (ECL) is a declarative, data centric programming language used to manage all aspects of the massive data joins,
sorts, and builds that truly differentiate HPCC (High Performance Computing Cluster) from other technologies in its ability to provide flexible
data analysis on amassive scale.

© 2015 HPCC Systems®. All rights reserved
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Running a basic ECL program

Now that the packageisinstalled on your Linux node and ECL IDE isinstalled on your Windows workstation, you can
runyour first ECL program. ECL programsmay berunlocally or remotely. For larger ECL jobs, you will want to target
aremote cluster of machines, which may not be running the same operating system as the machine you are working on.

In this section we will usethe ECL Command line interface to the compiler to compile and run ECL code locally.

The ECL compiler (eclcc) installs on to the eclcc server node when apackage isinstalled. : This should bein your path,
S0 you can run it from anywhere on the server. It is aso installed on a Windows machine when you install the ECL
IDE. To compile and run on Windows, you also need the Visua Studio 2008 C++ compiler (see User Workstation
Requirements for details).

1. Create afile called hello.ecl and type in the following text (including the quotes):
output (' Hello world');
Y ou can either use your favorite editor, or you can use the command line by typing the following
echo "Qutput('Hello world');" > hello.ecl
2. Compile your program using eclcc by typing the following command:
eclcc hello. ecl
3. An executablefileis created which you can run as follows:

# on a Linux machi ne:
./ a. out

# on a Wndows machi ne:
a. out

Thisgeneratesthe output "Hello world" (excluding quotes), to the std output, your terminal window in thisexample.
You can redirect or pipe the output to afile or program if you choose. This verifies that the compiler is working

properly.
Running remotely using ECL Command Line
The ECL Command Linelnterface (CLI) application accepts command line parameters to send directly to an ECL
execution engine. You can use this utility to control the creation and execution of larger ECL jobs which target a
remote system. To compilejobs on aremote system, eclcc is used to create an archive of the ECL code to be compiled,

and the ecl CLI is used to submit it to atarget cluster for compilation by the remote compiler server (eclccserver).

To submit ajob using the ecl CLI, make sure the HPCC has been started and use the following syntax:

ecl run hello.ecl --target=hthor --server=<IP Address of the ESP node>: 8010
or
ecl run hello.ecl --target=hthor --server=.

Where"." indicates the | P of the current box.

The workunit? result is returned to the command line.

2A Workunit is arecord of atask submitted to an HPCC. It contains an identifier--workunit ID, the ECL code, results, and other information about
the job.

© 2015 HPCC Systems®. All rights reserved
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View the full details of the workunit using the ECL Watch interface for your HPCC at this location http:/
nnn.nnn.nnn.nnn; 8010, where nnn.nnn.nnn.nnn isthe | P of your ESP server node. Either search for the workunit using
the workunit ID or select ECL Workunits/Browse and find your workunit in the list provided.

Setting up an ecl.ini file makes running a workunit alittle easier when you want to use the same settings every time
you submit aworkunit in this way. See the HPCC Client Tools manual for details.

If your ECL is more complex than a single source file, you can use the eclcc compiler locally to create an archive
to be sent to the eclccServer:

eclcc hello.ecl -E | ecl run - --target=thor --server=<IP Address of the ESP>:8010

The target parameter must name a valid target cluster name as listed in your environment's topology section.

© 2015 HPCC Systems®. All rights reserved
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Running a basic ECL program from the ECL IDE

1. Openthe ECL IDE onyour Windows workstation, from your start menu. (Start >> All Programs >> HPCCSystems
>> ECL IDE).

@ Y ou can create a shortcut on your desktop to provide quick accessto the ECL IDE.

2. Enter the Login I D and Password provided in the Login dialog.

LoginID hpccdemo
Password hpccdemo

Figure 9. Login Window

ECL IDE %]

Configuration: | defaulk v |
Lagin ICv [ hpcocdemo |
Passwiord: | TIIIIIL |

T

3. Open anew Builder Window (CTRL+N) and write the following code:

OUTPUT("' Hel o World'):;
This could also be written as:

"Hello Worl d';

Inthe second program listing, the OUTPUT keyword isomitted. Thisispossible because the languageisdeclarative
and the OUTPUT action isimplicit.

© 2015 HPCC Systems®. All rights reserved
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4. Select thor asyour target cluster.

Thor isthe Data Refinery component of your HPCC. It is a disk based massively parallel computer cluster, opti-
mized for sorting, manipulating, and transforming massive data.

Figure 10. Select target
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5. Press the syntax check button on the main toolbar (or press F7).

Figure 11. Syntax Check
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A successful syntax check displaysthe "No Errors' message.
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6. Pressthe Go button (or press ctrl+enter).

Figure 12. Completed job
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The green check mark indicates successful completion.
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7. Click on the workunit number tab and then on the Result 1 tab to see the output.

Figure 13. Completed job output

- .
@ o=Ed Results
Haome Wigt Fatmat
Font Skyle Ig_al, Font Color =
[TBald | 2*Fill Color ~

[] 1talic

Fonk

; ’." *huilder_4500.ecl

)

| ## [Result 1
Hello World

[Adop=oday] pu 4

[N 400 4 %f

$

—
ECL watch| Result 1
Buildeg

s

Message | Code | Location

Mo Errars..
A gt 7

(Sl2se1Eq) pul 4 %j

=

© 2015 HPCC Systems®. All rights reserved
26



Installing & Running the HPCC Platform
HPCC Installation and Startup

Configuring a Multi-Node System

While the single-node system isfully-functional, it does not take advantage of the true power of an HPCC—the ability
to perform operations using Massively Parallel Processing (MPP). This section provides the steps to expand your
single-node system into a multi-node system using the Configuration Manager Wizard.

To run amulti-node system, ensure that you have exactly the same packagesinstalled on every node. Follow the steps
below to configure your multi-node system to leverage the full power of Massively Parallel Processing.

Using the Configuration Manager Wizard

This section detail s reconfiguring a system to use multiple nodes. Before you start this section, you must have already
downloaded the correct packages for your distro from the HPCC &/stems® website: http://hpccsystems.com/down-
|oad/free-community-edition.

1. If itisrunning, stop the HPCC system, using this command:
Centos/Red Hat
sudo /sbin/service hpcc-init stop
Ubuntu
sudo service hpcc-init stop

Debian 6 (Squeeze)

sudo /etc/init.d/ hpcc-init stop

Y ou can use this command to confirm HPCC processes are stopped (on Centos/Red Hat):
@ sudo /sbin/service hpcc-init status

For Ubuntu

sudo service hpcc-init status

For Debian 6 (Squeeze)

sudo /etc/init.d/ hpcc-init status

2. Start the Configuration Manager service.

sudo / opt/ HPCCSyst ens/ sbi n/ confi gngr
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3. Leavethiswindow open. You can minimizeit, if desired.

4. Using a Web browser, go to the Configuration Manager's interface:

http://<node ip >: 8015

5. The Configuration Manager startup wizard displays. To use the wizard, select the Generate new environment using
wizard button.

b, SRR - Y S S W g . S T
Ty s e e e 7 e e, Al e Ll T

< | HPCC Systems

Choose an option to create/view environment

E-'f JSummary i i
Advanced View

S . )

3 :ﬁmmrate new emvironment using wizard  [LELiocfile names !
0 £

Create blank emironment =

i <Enter file name=
>

o Cancel m

e

3

l:""“- *.ﬁ\.\ -

el e g \AAI-'\-*.H,"* e w#*d'*'

. Provide aname for the environment file.
Thiswill then be the name of the configuration xml. For example, we will name this NewEnvironment.xml.
. Pressthe Next button.

Next you will need to define the | P addresses that your system will use.
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8. Enter the all the | P addresses you want to use in this HPCC.

The I P addresses do not need to be contiguous. In the image bel ow, we specified the | P addresses nn.nnn.nnn.1-100
and nn.nnn.nnNn.111. These are separated with a semi-colon.

Y ou can specify arange of | Psusing ahyphen (for example, NNN.NNN.NNN.1-100). IP Addresses can be specified
individually using semi-colon delimiters.

R e pres A At a

[} e

i
l_‘.a

e . . . _J TR

.

" | HPCC Systems

Environment setup

.

e

Welcome to wizard mode!

_.": "\._V_A__‘ !_,r

Define IP Addresses for the emironment being configured. Choose manual
entry to enter IP addresses or auto discovery to acquire the list of IP
Addresses via auto discovery script. Manual entry format 2000 X000

List IP Addresses

. . .-"'\

@ Manual Entry © Auto Discovery

= 10.239.219.1-100:10.239.219.111;

SR OT VRN WL T e ‘-‘\_.*,..:“\

- | Cancel | Back |m

9. Pressthe Next button.
Alternatively, you could find the | P addresses using Auto Discovery by selecting the Auto Discovery button.

Now you will define how many nodes to use for the Roxie and Thor clusters.
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10.Enter the appropriate values as indicated.

T Systems

T Environment setup

4 Entar number of nodes for Roxie and Thor clusters. Mo RoxiaMhor clustar will
3 be generated for zero (0) number of nodes

Mumber of support nodes

Mumbar of nodes for Roxe cluster

Mumbear of slave nodes for Thor cluster
{ A Thor Master will be added to the cluster and assigned to a
1 suppor node)

y
1
}f Mumber of Thor slaves per node (default 1)
H}
% Enable Roxie on demand J

o
[Cance ][ 2ec | [

AN A AN s s St

. * . u.rs’
Number of support nodes: Specify the number of nodesto usefor support components. The default is 1.
Number of nodes for Roxie Specify the number of nodes to use for your Roxie cluster. Enter zero (0) if
cluster: you do not want a Roxie cluster.
Number of slave nodes for Specify the number of slave nodesto useinyour Thor cluster. A Thor master
Thor cluster node will be added automatically.
Number of Thor slaves per Specify the number of Thor slave processesto instantiate on each slave node.
node (default 1) Enter zero (0) if you do not want a Thor cluster.
Enable Roxie on demand Specify whether or not to allow queriesto berunimmediately on Roxie. This
must be enabled to run the debugger. (Default is true)
11 Press the Next button

The Environment Summary displays.
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12.Click on Finish to accept these values. This saves thefile.

Keep in mind, that your HPPC configuration may be different depending on your needs. For example,
you may not need a Roxie or you may need several smaller Roxie clusters. In addition, in aproduction
[Thor] system, you would ensure that Thor and Roxie nodes are dedi cated and have no other processes
running on them. This document isintended to show you how to use the configuration tools. Capacity
planning and system design is covered in atraining module.

b

- - S e st s F B ot LAY
. Ia e N st e, 3

HPCC Systems

Compaonent/Esp Seraces BuilldSat MNet Addresses/Fort %
mydropzana DropZons 10,239 219 1

B
10,239 219.8,10.239.219.9.10
9.219.10,10 2392191110 231 2
19.12,10.239.219.13,10.239. 2
14.10.239.219.15,10.239 219
10.239.219.17.10.239.219.18,
239.219.19,10 2392192010
2192110239 219 22 10.235
9.23.10.239 219 24 10 259 21!
510,239 21926, 10 239 219 %
0239219 2810 239 219 2911
39.219.30.10.239. 219 31,10
219.32.10.239.219.33.10.239.;
34.10.239.218 35,10 239 219
10.239.219.37,10.239.219.38,
239.219.39,10 239.219.40.10.
219.41.10.239. 219 4210233
9.43,10.239.219.44 10239 21!
510239 21946 10 239219 4

mydali dali 10.239.219.2
mydfuserer dfuserver 10.239.219.3
myeclccsener eclcosener 10.235.219.5

MyToKie foxe

"] " " " . ¥

B P e e W e & e T4

Cancel [ Back [RUIEL | Advanced Vi

. J Click and drag to resize o

.

Y ou can resize the Environment Summary by clicking and dragging the lower right corner.

13.Y ou will now be natified that you have completed the wizard.

Successfully generated the file
i ironment xmi
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At this point the system has created afile named NewEnvironment.xml in the /etc/HPCCSystems/sour ce directory

14.Stop the Configuration Manager in the terminal where you started it by pressing CTRL-C.

2 Be sure system is stopped before attempting to move the environment.xml file.

15.Copy the NewEnvironment.xml file from the source directory to the /etc/HPCCSystems and rename the file to
environment.xml

# for exanple
sudo cp /etc/HPCCSyst ens/ sour ce/ NewEnvi ronment . xml /et ¢/ HPCCSyst ens/ envi r onnent . xmi

Make sure that you have sufficient privileges to write file(s) to the destination directory before at-
& tempting to copy. If prompted to overwrite the destination file, you should answer yes.

16.If you have added new machines to the cluster, you need to copy and install the HPCC package onto all nodes,
and generate and clone the SSH keys. This can be done using the install-cluster.sh script which is provided with
HPCC. Use the following command:

/ opt /| HPCCSyst ens/ shi n/instal |l -cluster.sh -k <package-fil e-nanme>

Where <package-file-name> is the name of the package file that you want to install on every node - this will be
in the form hpcecsystems-platform-xxx-n.n.nnnn.rpm (or .deb) depending on the version and distro. More details
including other options that may be used with this command are included in the appendix.

17.Copy the /etc/HPCCSystems/environment.xml to /etc/HPCCSystems/ on every node.

Y ou may want to create a script to push out the XML fileto all nodes. A sample script is provided with HPCC. The
following command copies the XML files out to all nodes as required:

sudo / opt/ HPCCSyst ens/ sbi n/ hpcc- push. sh <sourcefil e> <destinationfil e>

See the appendix for more information on using this script.
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18.Restart the HPCC system on every node. The following command starts the HPCC system on an individual node:
Centos/Red Hat
sudo /sbin/service hpcc-init start
Ubuntu
sudo service hpcc-init start

Debian 6 (Squeeze)

sudo /etc/init.d/ hpcc-init start

Y ou may want to create a script to push this command out to every node. A sample script is provided
@ with HPCC. Use the following command to start HPCC on all nodes:

sudo / opt/ HPCCSyst ens/ shi n/ hpcc-run. sh -a hpcc-init start

This script can aso be used to stop HPCC on al nodes and to stop and start individual components on all nodes.
See the appendix for more details.
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Starting and Stopping

Start, Stop, Restart the System

Once you have your system environment established , the init system can be used to start, stop, or restart components.

The following commands can be used:

To start the system:
CentogRed Hat

sudo /sbin/service hpcc-init start
Ubuntu

sudo service hpcc-init start

Debian 6 (Squeeze)

sudo /etc/init.d/ hpcc-init start

To stop the system:
CentogRed Hat

sudo /sbin/service hpcc-init stop
Ubuntu

sudo service hpcc-init stop

Debian 6 (Squeeze)

sudo /etc/init.d/ hpcc-init stop

Y ou can use a script to start or stop multiple nodes in the system. See Example Scripts in the Appendix
@ section for samples.

Start or Stop Single Components
To start or stop asingle component, you can use the -c flag in the init system as follows.

Centos/Red Hat

sudo /sbin/service hpcc-init -c <conponent nane> <comrand>
Ubuntu
sudo service hpcc-init -c <conmponent name> <command>

Debian 6 (Squeeze)

sudo /etc/init.d/ hpcc-init -c <conponent name> <conmand>
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To stop dafilesrv (a helper application), you must use this command: sudo /shin/service dafilesrv stop.
@ See Helper Applications for details.

Start or Stop Configuration Manager

Configure the system as desired using Configuration Manager.
1. If the system is running, stop the HPCC system, using this command on every node:
Centos/Red Hat
sudo /sbhin/service hpcc-init stop
Ubuntu
sudo service hpcc-init stop
Debian 6 (Squeeze)
sudo /etc/init.d/ hpcc-init stop

2. Start the Configuration Manager service on one node (usually thefirst nodeis considered the head node and is used
for thistask, but thisis up to you)

sudo / opt/ HPCCSyst ens/ sbi n/ confi gngr
3. Using aweb browser, go to the Configuration Manager's interface:

http://<ip of installed systenp: 8015
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Configuring HPCC for Authentication

This section details the steps to configure your HPCC platform to use authentication. There are two ways to use
authentication with your HPCC system: simple htpasswd authentication or LDAP.

The htpasswd authentication method is basic password authentication. It only grants or denies access to a user, based
upon MD5 encrypted password authentication.

LDAP authentication offers more features and options. LDAP can not only authenticate users, but adds granularity to
the authentication. LDAP allows you to control grouped access to features, functions, and files.

Y ou should consider your system needs and decide which of these methods is appropriate for your environment.

server touse HTTPS (SSL) and set ALL service bindings to only use HTTPS. This ensures that
credentials are passed over the network using SSL encryption. See Configuring ESP Server to use
HTTPS(SSL) for details.

2 When implementing any form of authentication, we strongly recommend that you enableyour ESP

You should not attempt this until you have already deployed, configured, and certified the envi-
ronment you will use.

Using htpasswd authentication

htpasswd provides basic password authentication to the entire system. This section contains the information to install
and implement htpasswd authentication.

Connect to Configuration Manager
In order to change the configuration for HPCC components, connect to the Configuration Manager.
1. Stop all HPCC Components, if they are running.

2. Verify that they are stopped. Y ou can use a single command, such as:

sudo / opt/ HPCCSyst ens/ sbi n/ hpcc-run.sh -a hpcc-init status
3. Start Configuration Manager.

sudo /opt/HPCCSyst ens/ sbi n/ confi gngr
4. Connect your web browser to the Configuration Manager web interface.

(using the url of http://<configmgr_IP_Address>:8015, where <configmgr_IP_Address> is the |P address of the
node running Configuration Manager)

5. Select the Advanced View radio button.
6. Usethedrop list to select the XML configuration file.

Note:  Configuration Manager never works on the active configuration file. After you finish editing you will
have to copy the environment.xml to the active location and push it out to all nodes.

7. Check the Write Access box.

Default access is read-only. Many options are only available when write-access is enabled.
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Enabling htpasswd authent

ication in HPCC

8. Select Esp - myesp in the Navigator panel on the left hand side.

Note:

9. Select the Authentication tab

If you have more than one ESP Server, you would only use one of them for authentication.

HPCC Systems

Ed CC Server - myeclccsenver

Ed Schadular - myveclschaduler

v+ E=p Sendos (2)

' Mavigator <] EspProcess :
w Enmvironment - newan4d xmil
Attributes || ESP Senace Bindings m HTTPS  Instances | I
Hardware
- SOMware nama valua
Dafilegre - rydafilesey htpasswdFile [ fetcHPCCSystemsl Mpasswd )
Dali Server - mydali Idapauthiathod kerberos | ;
Dhu Server - mycfusarver |dapConnections 10 |
Direclaries IdapServer |
Crop Zone - mydropzona methad e |
Ealfesd syt passwordExpiration¥WamingDays = 10 ! )

mwﬁﬂ" - \M““‘_w_ﬂ’. r“ ——b

10.Select the htpasswd File entry, set the value option to the location of the htpasswd file.

If the file does not already exist you must create one, see the following section User administration with htpasswd.

11.Select the method entry.

12.Click on the value column drop list to display the choices for method.

HPCC Systems

MNavigator
» Erviranment - newenmdd xmi
Hardwars
» SOffware
Drafilasry - mydaflasny
Drali Server - mydali
Cfu Server - mydfusener
Directanes
Dirop Zong - mydropzong
Ecl Agent - myaclagent
Ecl CC Server - myeclccserver

Ecl Scheduler - myecischeduler

Esp Service (2)
FT Slave - myftslave

*
HTTFS Inalanc#

EspProcess

Attributes | ESP Service Bindings

-\"'#-"Ewrw?f ﬁﬁ ol rl—.

name valus
htpasswdFile fate/HPCCSystems/ htpasswd
|dapiuthMethod kerberos
|dapConnactions 10 '
IdapSarver |
| nang - !
passwordExparation\WarningDays | nane
basic
lacal
Idap
ldaps
remaotens
htpasswd

"l spsmaanndll. . Sk,
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13.Choose htpasswd from the drop list.

14.Click on the disk icon to save.

User administration with htpasswd

Users and passwords are kept in the htpasswd file. The htpasswd file needs to exist on the ESP Node that you have
enabled authentication. HPCC only recognizes MD5 encrypted passwords.

The default location is: /etc/HPCCSystemd/.htpasswd on the ESP node that has been configured to authenticate, but
it is configurable.

Y ou can use the htpasswd utility to create the .htpasswd file to administer users.

Y ou may already havethe htpasswd utility onyour system, asit isapart of some Linux distributions. Check your Linux
distribution to see if you already have it. If you do not have it you should download the utility for your distribution
from The Apache Software Foundation.

For more information about using htpasswd see: http://httpd.apache.org/docs/2.2/programs/htpasswd.html .
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Using LDAP Authentication

This section contains the information to install and implement LDAP based authentication. LDAP Authentication
provides the most options for securing your system, or parts of your system. In addition to these configuration settings
youmust runtheinitldap utility to create the appropriate OUs and the default HPCC Admin user on your LDAP server.

Connect to Configuration Manager

In order to change the configuration for HPCC components, connect to the Configuration Manager.
1. Stop all HPCC Components, if they are running.

2. Verify that they are stopped. Y ou can use a single command, such as:

sudo / opt/ HPCCSyst ens/ sbi n/ hpcc-run.sh -a hpcc-init status
3. Start Configuration Manager.

sudo /opt/HPCCSyst ens/ sbi n/ confi gngr
4. Connect to the Configuration Manager web interface.

(using the url of http://<configmgr_IP_Address>:8015, where <configmgr_IP_Address> is the IP address of the
node running Configuration Manager)

5. Select the Advanced View radio button.
6. Usethedrop list to select the XML configuration file.

Note: Configuration Manager never works on the active configuration file. After you finish editing you will have to
copy the environment.xml to the active location and push it out to all nodes.

Modifying the configuration
Follow the steps below to modify your configuration.

1. Check the box for Write Access.

2. From the Navigator pane, select Hardware.

3. Select the Computer stab from the panel on the right.
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. Right-click on the table below computers and select New from the pop up menu.

HPCC Systems

w» Ervironmeant - ermiranmentzml

Computer Typas | Switches || Domains |EOSEERITERS

« BoMsate M nethddress
Daflasty - rrydafilesn m Now N lacaldamain
Dali Sersar- mpdali Mew Range...
Dfu Senver - mydfuservar | Dlee
Pt Copy Hardware ltemis) To »

Drop Zone - mydrogzone

Ecl Agant - myeclagen

P WEW’E%M{-M “"‘\“"--M—-—-‘ &

The Add New Computers dialog displays.

. Fill inthe values for the Computer Attributes

A N Computers X I

Hame Prafix |dap

Dhamiain localdomain i

Type linuxmachine w

1P addressirangs
Range

Start IP Address

Ok et B8 11

Provide a Name Prefix, for example: |dap.
Thishelpsyou to identify it in the list of computers.
. Fill in Domain and Type with the values of your domain name, as well as the types of machines you are using.

In the example above, Domain is localdomain, and the Type is linuxmachine. These should correspond to your
domain and type.

If you need to add a new domain or machine type to your system to be able to define an existing LDAP server, you
should set these up first in the other two tabs in the hardware section.

. Add the I P address as appropriate for the LDAP server.

. Press the Ok button.
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e. Click onthedisk icon to save.

Adding the IdapServer component

After the LDAP Server node has been added to the Hardware configuration, configure the Software LDAP server
definition.

1. Right-click on Navigator Pane and choose New Components from the pop-up menu, then choose |dapServer
from the pop-up menu.

HPCC Systems

Navigator i
» Emvironment - environmmentsmi ’
Hardware ’
mﬂlaﬂle Maw Components 3 dafilasmy e
Mew Esp Services b dali
Dalls diuserver
Dfu S8 DropZone [
Directd Copy ComponentSerice To » eclagent &
s Bricta@nar 2y
fop Zoné - fryropzone etlschaduler ,
Ecl Agent - myeclagent &50
Ecl CC Sarver - myaclccsaner fislave
Ecl Schaduler - myeclscheduler ”E_DSE £
FoEle
Esp- myesp sasha :
¢ EspSenice (2) | thar by
FT Stave - myftslave _lopology ’
Roxie Clusiar - myrone (
Sasha Server - mysasha 4
Thior Cluster - rvthor }

Note: The IdapServer component is merely a definition that specifies an existing LDAP server. It
& does not install one.
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2. Fill inthe LDAP Server Process properties:

nent- Envirenment

Attnbutes Instances Motes .

Iware

ware

Dafilesry - mydafilesry

Dali Server - mydali

Oy Server - mydfuserser
Directaries

Crop Zone - mydropzone

Ecl Agent - myeclagent

Ecl CC Server - myeclccserver
Ecl Scheduler - myeclscheduler
Esp - myesp

Esp Service (2)

FT Slave - myfislave

Roxie Cluster - myroxie
Sasha Server - mysasha
Thor Cluster - mythor
Topology - topology

name

value

e A . iR Reass.

cacheTimeout
description
filesBasedn
groupsBasedn
ldapPort
ldapSecurePort
modulesBasedn

name

sudeersBasedn
systemBasedn
systemCommonMame
systemPassword
systemlser
usersBasedn
workunitsBagedn

5

LDAP server process
ou=files, ou=ec|
ou=groups, ou=ec|
339

636

ou=modules, ou=ecl
ldapserver

ActiveDirectory

OpenLDAP
38500rectoryServer
Fedora3ss

iPlanet

ou=users ou=ecl

ou=workunits, ou=ecl

a. Onthelnstancestab, Right-click on the table on the right hand side, choose Add Instances...

The Select computers dialog appears.

b. Select the computer to use by checking the box next to it.

Thisisthe computer you added in the Hardware/ Add New Computers portion earlier.

c. Pressthe Ok button.

d. Fill inthe Attributes tab with the appropriate settings from your existing LDAP Server.

e. Choosethe LDAP server type from the serverType attribute drop box.

NOTE: Support for OpenLDAP has been deprecated. The option isincluded only for legacy purposes.

f. Click onthedisk icon to save.

Note: The cacheTimeout value is the number of minutes that permissions are cached in ESP. If you change any
permissions in LDAP, the new settings will not take effect until ESP and Dali refresh the permissions. This could
take aslong as the cacheTimeout. Setting thisto 0 means no cache, but this has performance overhead so it should
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3. Inthe Navigator pane, click on ESP —myesp

4. On the EspProcess page on the right hand side, select the Authentication tab.

HPCC Systems

MNavigator
» Emironmaent - nothartew1.omi
Hardwiare
- Software

Dafilesrv - mydafilesry
Dali Senver - mydali
Difu Server - mydiusenser
Diractories
Drop Zone - mydropzone
Ed Agent - myaclagent
Ed CC Server - mysclccsenver
Ed Scheduler - myeclscheduler

» Esp Sanice (Z)

IRy - v

Fill in the appropriate values:

a. Change the IdapAuthMethod to ssimple.

?
EspProcess }

Attributes | ESP Senice Bindings HITPS || Instance

nanme valug
htpasswdFile fetc/HPCCSystems/ htpasswd
ldapAuthiMethod kerberos

IdapConnections 10

passwardExpirationVamingDays 10

method

Mo J\J\**ﬁx @ gr

b. Change the IdapConnections to the number appropriate for your system (100 is for example only, may not be

necessary in your environment).

¢. Change ldapServer value to the name you gave your ldapServer, for example: |dapserver.

d. Change the method value to ldap.

e. For the ESP Service bindings, add the resour cesBasedn and wor kunitsBasedn to match your LDAP server

Settings.

f. Click onthedisk icon to save.
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5. Inthe Navigator pane, click on the Dali Server —mydali

HPCC Systems

1
y,

lavigator DaliServerProcess
» Emvironment - newgen114.xmi
Aftributes || Store | Backup Ingtances | Motes
Hardware
w Software name value
Dafilesry = m-'I:I:]TIIHSN authMé[hnd simplé
checkScopeScans true
Dfu Server - mydfusener flesDefaultPassword T ———————
Liractorias filesDefaultlUser defaultUser 4
i ldapProtacol ldap
Ecl Agent - myadagant
Ecl CC Senver - myedcesaner L —

Ecl Scheduler - myedscheduler
E=p - myasp
"x PG r‘ M * et *.‘I-'-‘-'-A \" ”. I

Fill in the values as appropriate;

a Select the LDAP tab.

b. Change the authMethod to simple

¢. Change the LDAP values as appropriate to match the settingsin your LDAP server.
For example: change the ldapServer to the value you gave your LDAP Server, in our exampleitis: Idapserver.
Confirm the change when prompted.

d. Click onthedisk icon to save.
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6. Inthe Navigator pane, click on the Roxie Cluster —myroxie

Navigator | < || RoxieCluster ‘
« Enviranment - Anothertewl xmi - 3 i
Attributes Options | Redundancy || Tracing | WDP | Cache ?

Hardware
User Matncs || Motes
» Solware

Dafilesni - mydafilasne namse walus

Diali Sarver - mydal IdapPasswaord

Dy Server - mydfusener Idapllser roxe
Diractories = \hl

Species the user name for
Drop Zone - Mydropzone Default value = ‘roxie’

Ed Agent - myeclagent

Ed CC Sanvr - myeclccsenser
Ed Scheduler - myecscheduler (
Esp - myasp
Esp Service (2) i
FT Slave - myftslave

v

LIDAFP Senver - ldapaener

hmhv‘:‘rwﬂ»ﬂ" Y 3 M S R X Hj

a. Onthe RoxieCluster page on the right hand side, select the L DAP tab.
b. Locate the ldapUser field and verify that thereisa"roxie" user.

¢. You can add password security for Roxie by adding it to the IdapPassword field on the same tab.

of authenticated users.
In the following section, Adding and editing users, add "roxie" as a user and make sure the password is
the same as the one entered in Configuration Manager.

2 In order to run Roxie queries with File Scope security, ensure that the roxie user is created in the list

Installing the Default Admin user

After enabling your configuration for LDAP security, you must copy your environment file to the /etc/HPCCSystems
directory. See the section Configuring a Multi-Node System for more info about configuring your system. With the
correct environment.xml file in place, you must then run the initldap utility that initializes the security components
and the default users.

The initldap Utility

The initldap utility creates the HPCC Administrator's user account and the HPCC OUs for a newly defined LDAP
server. Theinitldap utility extracts these settings from the LDAPServer component(s) in the environment.xml bound
to the configured ESPs.

You run theinitldap utility once you complete your configuration with LDAP components enabled and have distrib-
uted your environment.xml file to all nodes.

sudo / opt/HPCCSyst ens/ bi n/initl dap

Theinitldap utility prompts you for LDAP Administrator credentials. Enter the appropriate values when prompted.

The following example of initldap for a 389DirectoryServer deployment.
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Enter the '389DirectoryServer' LDAP Admin User nanme on '10.123.456.78'...Directory Mnager
Enter the LDAP Adnmin user 'Directory Manager' password...K ******xx

Ready to initialize HPCC LDAP Environnent, using the follow ng settings
LDAP Server : 10. 123. 456. 78
LDAP Type : 389D rectoryServer
HPCC Admin User : HPCCAdm n389

Proceed? y/n

Using the addScopes tool

When anew ESP user account is created, aprivate “ hpccinternal ::<user>" file scopeisalso created granting new users
full access to that scope and restricting access to other users. This file scope is used to store temporary HPCC files
such as spill files and temp files.

If you are enabling LDAP file scope security and already have user accounts, you should run the addScopes utility
program to create the hpccinternal ::<user> scope for those existing users.

Users which aready have this scope defined are ignored and so it can be used on both new and legacy ESP user
accounts safely.

The tool is located in the /opt/HPCCSystems/bin/ folder and to run it you must pass the location of daliconf.xml,
for example:

/ opt / HPCCSyst ens/ bi n/ addScopes /var/ | i b/ HPCCSyst ens/ nmydal i / dal i conf . xm
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User Security Maintenance

Configuring an HPCC System to use Active Directory or LDAP-based security allowsyou to set permissionsto control
access to Features, File Scopes, and Workunit Scopes.

Introduction

HPCC wstems® maintains security in anumber of ways. HPCC &/stems® can be configured to manage users' security
rights by pointing either at Microsoft’s Active Directory on a Windows system, or a 389Directory Server on Linux
systems.

Using the Permissionsinterface in ECL Watch, administrators can control accessto featuresin ECL IDE, ECL Watch,
ECL Plus, DFU Plus, and the ECL modules within the Attribute Repository. Optionally, you can aso implement file
and workunit access control by enabling that setting in the Dali server.

Establish permissionsby group or by user and define them by association with aparticular feature of the HPCC System.
Permissions can be defined for each unique combination of group and feature. Permissions are separated into the
following categories:

Esp Featuresfor SMC Controlsaccessto featuresin ECLWatch and similar features accessed
from ECL IDE.

Esp Featuresfor WsEclAccess Controls access to the WS-ECL web service

Esp Featuresfor EclDirectAccess Controls access to the ECL Direct web service

File Scopes Controls access to data files by applying permissions to File scopes

Workunit Scopes Controls access to Workunits by applying permissions to Workunit
scopes

Repository Modules Controls access to the Attribute Repository and Modules in the repos-
itory (legacy)

Security Administration using ECL Watch

Administrator rights are needed to manage permissions. Once you have administrator access rights, open ECL Watch
in your browser using the following URL :

 http://nnn.nnn.nnn.nnn:pppp(wherennn.nnn.nnn.nnnisyour ESP Server’s|P Addressand pppp istheport.
Thedefault port is 8010). For example: http://10.150.51.27:8010/.

Security administration is controlled using the Security area of ECL Watch. To access the Security are click on the-
Operationsicon, then click the Security link from the navigation sub-menu.
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A ECL Watch & = ¢,
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Users Groups Permissions | File Scopes
2 Refresh | Open Add = Delete | Export | Filter = |
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There are three areas where permissions may be set:

e Users. Showsall the users currently setup. Usethisareato add or delete auser, edit auser's details, set/reset auser's
password and view the permissions currently assigned to a user.

» Groups. Shows all the groups currently setup. Use this areato add or delete a group, view and edit the members of
agroup, view and edit the permissions that have been set for a group.

» Permissions. Shows the features of the HPCC System where permissions may be set. Use this area to view the
permissions currently set for any area of the HPCC System, or to add groups and users and set/modify their permis-
sion for a specific feature

NOTE: Use caution when setting any explicit deny permission setting. The most restrictive permission
& always applies.
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Information about your account

To find out more information about your account, in ECL Watch click on the Logged In As: link at the top of the
ECL Watch page.

i LOGGED IN AS: —

H‘ﬁ_

<

1. Click ontheLogged In As: link.

A User Details tab with your account information displays.
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2. Confirm the User Name that you are logged in as.

__,A_-'F"'-w/‘-w"'? P

Note that Administrator rights are needed to manage users and permissions.
Ensure you are using an account with Administrator rights if you intend to manage users or permissions.

3. Verify the password expiration date, or if password is set to expire.
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Setting and modifying user permissions

Accessto ECL Watch and itsfeaturesis controlled using alogin and password. The User s area enables you to control
who has access to ECL Watch and the features of your HPCC System to which they have access. Permissions can
be set for users based on their individual needs and users can also be added to groups which have aready been set
up. Use the Users menu item to:

» Add anew user (note: the username cannot be changed)
» Deleteauser
» Add auser to agroup

» Change a user's password

Modify the details/permissions of an individual user
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Adding and editing users

To access the permissions page click on the Operations icon, then click the Security link from the navigation sub-
menu. Click on the Userstab to add or edit users.

A ECL Watch & = §.

Users Tab
Cluster Processes  Syste - HEsources
Operations

Users Groups Permissions lcon

2 Refresh | Add + Edit Delete |

[ | Username Full Name

All current users are identified in the list by their Username and Full Name.
To add a new user to the list of authenticated users:

To add anew user you must have Administrator level access.

i, Ao o kel . scconlbtle. e

e =t

Disk Usage Target Clusters CEuster Processes System Servers | Security esnurce;-
Users Groups Permissions
2 Refresh Edit Delete
O | o User ID: newuser }
[] User2 First Name: Some
B | o
Last Name: User
[ denyacces
: Password: |-
[ dpalibidiany
@ | ey Retype Password: |+«
=) [ v ageagii o Y
| Add |
P gyt et

1. Pressthe Add button.

The add user dialog displays.
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2. Enter aUsername.
Thisisthe login name for using ECL Watch, ECL IDE, WSECL, etc.
3. Enter the First Name and L ast Name of the user.
Thisinformation helpsto easily identify the user and isdisplayed in the Full Namefield on the main User swindow.
4. Enter aPassword for the user and then confirm it in the Retype Password field.
5. Pressthe Add button.
Confirmation of the user request opens a new tab where you can verify the user's information.
6. Pressthe Save button.
Once added, the new user displaysin the list and you can modify details and set permissions as required.
To modify a user's details:
Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
1. Click onthe Userstab.
Theusersdisplay in alist.
2. Select the user (or users) to modify. Check the box next to the Username to select.

This enables the Users action buttons.

3. Pressthe Open action button.
# ECL Watch & = .

Disk Usage _Target Clusters Cluster Processes System Servers [Securit',.r] Rg

Users Croups Permissions | File Scopes
Delete | Export | Filter « |

Full Name

A tab opens for each user selected. On that tab there are three sub-tabs.

The user details are on the Summary tab.
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4. Modify the user's details as required (if more than one user selected, repeat for each user).
Note: The User name cannot be changed.
5. Pressthe Save button.
Confirmation message displays.
To add a user to a group:
Click on the Operationsicon, then click the Security link from the navigation sub-menu.
1. Click onthe Userstab.
The usersdisplay inalist.
2. Select the user (or users) to modify. Check the box next to the Username.
This enables the user action buttons.

3. Pressthe Open action button.

A ECL Watch & = £

Disk Usage _Target Clusters Cluster Processes

System Servers 'Securit',.r' Rg

Users Croups Permissions | File Scopes

Delete | Export | Filter = |

Full Name

A new tab opens for each user selected. On that tab there are three sub-tabs.

4. Click on thetab for the user to modify (if more than one user selected, repeat for each user).

On the user's tab there are three sub-tabs.
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Click on the Member Of sub-tab to modify that user's groups.

5. Onthe Member Of tab for that user, alist of the available groups display.
Thereisacheck in the box next to each group that user belongs to.
To add that user to a group, check the box next to the desired group.

6. The changes are automatically saved. Close the tab.

To promote a user to an Administrator

To modify ausers credentials you must have Administrator level access. To promote auser to an HPCC Administrator,
add the user to the Administrator s group.

Click on the Operationsicon, then click the Security link from the navigation sub-menu.

A ECL Watch 'ﬁ' —
Users Tab

Cluster Processes
Operations

Users Groups Permissions lcon
2 Refresh | Add + Edit Delete |
Username Full Name

[

@ . /

1. Click on the Userstab.
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The usersdisplay inalist.
2. Select the user (or users) to promote. Check the box next to the Username to select.
This enables the Users action buttons.

3. Pressthe Open action button.
# ECL Watch & = .

Disk Usage _Target Clusters Cluster Processes

System Servers 'Securit',r Rg

Users Groups Permissions | File Scopes

Delete | Export | Filter = |

Full Name

A tab opens for each user selected. On that tab there are three sub-tabs.

4. Click on thetab for the user to modify (if more than one user selected, repeat for each user).
On the user'stab there are three sub-tabs.

Click on the Member Of sub-tab.
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5.

6.

A ECL Watch & =

Disk Usage Target Clusters Cluster Processes ,System Servers |Security Re

Users Groups Permissions | & User2 3| File Scopes
Summary | Member Of | User Permissions

Member Of

2 Refresh | Open |

Group Name

Administrators
SpecialTest

[] ColleXgroup

Select Administrator s by placing a check in box.

NOTE: Thename of the default Administrator group could vary. For example, in Active Directory, it is"Admin-
istrators', in LDAP it is " Directory Administrators'.

The changes are automatically saved. Close the tab(s).

To delete a user from a group:

To delete a user you must have Administrator level access.

Click on the Oper ationsicon, then click the Security link from the navigation sub-menu.

1

Click on the Userstab.

Theusersdisplay in alist.

. Select the user (or users) to modify. Check the box next to the Username.

This enables the user action buttons. Press the Edit action button to modify settings for that user.
Click on the tab for the user to modify (if multiple users selected, repeat for each user).

On the user's tab there are three sub-tabs.
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Group Name

Disk Usage Target Clusters Cluster Processes  System Se m :'I.

Users Croups | SomeUser ®y-ltddaliuser i Permissions ’

[ SLer:naw M;.m.her Of | User Permissﬁicms Users Tabs ;
Member Of g

2 Refresh | Open f
(

| Administrators

1 SpecialTest

| MoAccessTael

Click on the Member Of sub-tab to modify that user's groups.
4. Onthe Member Of tab for that user, thereisalist of the available groups.
Thereisacheck in the box next to each group that user belongs to.
To remove that user from a group, uncheck the box next to the desired group.
5. The changes are automatically saved. Close the tab.
To change a user's password:
Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
1. Click onthe Userstab.
The usersdisplay inalist.
2. Select the user (or users) to modify. Check the box next to the Username to select.
This enables the Users action buttons.

3. Pressthe Open action button.
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# ECL Watch & = .

Disk Usage _Target Clusters Cluster Processes  System Servers [Securit',.r] Rg

Users Croups Permissions | File Scopes
2 Refres | Dp%n Add = Delete | Export | Filter = |
- Usernanie Full Name

| {

A tab opens for each user selected. On that tab there are three sub-tabs.

The user details are on the Summary tab.

4. Change the password in the Password and Retype New Passwor d fields as required on the User details summary
tab (if multiple users selected, repeat for each user).

Note: The User name cannot be changed.
5. Pressthe Save button.
A confirmation message displays.
To delete a user from the list of authenticated users:
Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
1. Click onthe Userstab.
The usersdisplay inalist.
2. Check the box to the left of the user(s) you want to remove.
Note: These users will no longer have accessto ECL Watch.
3. Pressthe Delete button.

Confirmation displays.

Setting permissions for an individual user

There may be occasions when you need to modify the permissions for individual users. For example, users may have
individual security needsthat are not completely covered in any group or, there may be occasions when auser requires

© 2015 HPCC Systems®. All rights reserved
58




Installing & Running the HPCC Platform
HPCC Installation and Startup

temporary access to an HPCC feature. Permissions set in this area of ECL Watch only affect the user you choose.
Most individual permissions you set here overwrite ones set in any group to which the user belongs, except in the
case of an explicit deny.

To set permissions for an individual user:
Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
1. Click onthe Userstab.
Theusersdisplay in alist.
2. Select the user (or users) to modify. Check the box next to the Username to select.
This enables the Users action buttons.
3. Pressthe Open button.
4. Click on the tab for the username to modify (if multiple users selected, repeat for each user).

On the user's tab there are three sub-tabs.

Disk Usage  Targer Clusters  Cluster Processss  System Servers | Ssourly | Resources
sers Croups | filesUser Somelser Permissians
@h:hf::n-;:! L.L;*’:er
LMer Perm nluﬁ:
= Rofrash
Rasoures Al Allow  Allow  Allow Desy Dany Deny  Desy

Access Read Write Fulll Access Read Write Ful

A

v Workunit Scopes
b+ Eap Features for ECIDirecTACcess
» Esp Feabures for WsEcl

v Edp Features for SAC

| fiw-f'"’*m "\“‘--r#-."‘“ "*-‘H‘*Nx‘\*mmrk

Ny

Click on the User Permissions sub-tab to modify that user's permissions.
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5. Click on the arrow next to the resource to display the permissions for that resource.

summary | Member Of | User Permissions

ser Permissions

2 Refresh | Open |

unit scopes

’ '_ET/\@ESP Fedtures for EclDirectAccess
Access to EclDirectAccess

b Esp Features for WsEcl

b Esp Features for SMC

4 File Scopes

filenew]l

Resource Allow Allow Allow
Access Read Write

Allow Deny D

Full Access

Thelist of permission groups currently set for this user and the ones the user has inherited are also listed. Click the

arrow to allow setting the individual resource settings.

6. There may be more than one resource setting available in each group, be sureto set the permissions for each setting

as required.

7. Check the boxesthat allow and deny access as required for the user.

Dizk Usage Targei Clusters Cluster Processes  System Servers  Securmy | Resowces
Uissars Groups | Pamsisions & basicUsser & Somelaes Fila Scopes
Summary  Mesmbes OF | Uhisr Parmsbisions
User Permissions
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Access Read ‘Write
¥ ‘Worikunit Scopes
¥ Eip Features for ECIDirecLascassy
» Esp Foaruras fior WiEcl
4 Esp Features for SMC
Agedid 10 cluster WOEalogy

Access 10 swper computer emsronment

Access 1o DFU

Azcats 10 DFU axcaplions o

o iU v priugr "ir - “‘. R .‘-.h.‘_‘“’—‘\w*ﬂxr-\__

Full

e A

Dy Deny  Deay Derl
Access Read ‘Write  Full

.

NOTE: Use caution when setting any explicit deny permission setting. The most restrictive permis-
& sion always applies.

8. The changes are automatically saved. Close the tab.
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Setting and modifying group permissions

Setting up groups ensures that all users with the same permission needs have the same permission settings. Y ou can
give usersthe accessthey require to the feature areas of HPCC that they need. Thereisno limit to the number of groups
you can create. Y ou can create as many groups as you need to control accessfor all your usersregardless of their tasks.
Use the Groups menu item to:

« Add anew group.

» Delete agroup.

» Add membersto agroup.

» Modify the permissions for a group.

Adding and editing groups

When adding or changing the permissions for a group, all members of that group are given those permission settings.
Soitisimportant to be sure that you are giving or denying accessto features appropriate for the members of that group.

If you need to make a change for a single user (or small number of users), it is probably better to make that change
for each individual user asillustrated in the previous sections.

AECLWatch & = & =

Disk Usage

Target Clusters Cluster Processes  System Se

Users GCroups Permissions

To modify groups, click on the Operations icon, then click the Security link from the navigation sub-menu. Click
on the Groupstab.

To add a new group:
Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
1. Click onthe Groupstab.

2. Pressthe Add action button button.
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A ECL Watch ©& = {.

Disk Usage Targat?ters Cluster Processes System Servers Security| Resources

Users Groups Permissions | File Scopes

= Refresh | Ope elete | Export

Group Name

Group Name: ProjectXgrou
Administrators P J group|

SpecialTest

ColleXgroup
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This opens a dialog where you can enter the name for the group.

3. Enter aGroup Name.
4. Pressthe Add button.
This opens a Summary tab for this new group.

Y ou can set the permissions and add membersto this group from the respective sub-tabs on that group tab.

To delete a group:
Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
1. Click onthe Groups tab.
2. Locate the group in the list and check the checkbox next to it.
3. Pressthe Delete action button.
4. Pressthe OK confirmation button.
The group no longer displaysin the list.
To add new members to a group:
Click on the Operationsicon, then click the Security link from the navigation sub-menu.
1. Click onthe Groupstab.
2. Locatethe group in the list and check the box next to it.
3. Press Edit action button.
This opens a new tab for the group.
Three sub-tabs display: Summary, Members, and Group Permissions.

4. Select the M ember stab.
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The memberstab displays alist of all userson the system. The users that belong to the selected group have acheck
in the box next to them.

5. Check the box(es) to the left for all the users you want to add to the group.

6. The changes are automatically saved. Close the tab.

To delete members from a group:
Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
1. Click onthe Groupstab.
2. Locatethe group in thelist and check the box next to it.
3. Pressthe Open action button.
This opens a new tab for the group.
The Groups tab has three sub-tabs: Summary, Members, and Group Permissions.
4. Select the Memberstab.

The Memberstab displaysalist of al users on the system. The users that belong to the selected group have acheck
in the box next to them.

5. Uncheck the box(es) to the left for al users you want to delete from the group.

6. The changes are automatically saved. Close the tab.

Setting permissions for a group

By default, all users are members of the Authenticated Users group. The Authenticated Users group has access
rightsto almost all resources. To set up morerestricted controls, you should create specific groups with more restricted
permissions.

Y ou can then create groups with only those access rights you wish to grant. This approach allows the most flexibility
since asingle User 1D can have multiple group memberships.

Asabest practice, you should use Allow instead of Deny to control access. Denies should be used only as an exception,
when possible. If you wish to deny a user access to some specific control, a good practice would be to create a group
for that, place the user(s) in that group, then you can deny access to that group.

Remember the most restrictive control takes precedence. For example, if auser isin agroup that has deny permission
to file access, and the user isin another group where file accessis allowed, that user will still not have file access.

To set permissions for a group:

Click on the Oper ations icon, then click the Security link from the navigation sub-menu.
AECLWatch & = ¢ =

Target Clusters Cluster Processes  System Se

Disk Usage

Users Croups Permissions

"""“m.-.; J#ﬁ,\)"
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1. Click the Groupstab.
2. Locatethe group in thelist and check the box next to it.

3. Pressthe Open action button.

This opens a new tab for the group.

Group Tab

Disk Usage Target Clusters Cluster Processes  Sys

Users Croups Permissions | & ProjectXCroup || File Scopes

@ Members | Group Permissiclr{)

ser Permissions

2 Refresh | Open |

Resource Allow Allow Allow Allow
Access Read Write Full

¥ Workunit Scopes

The group tab displays three sub-tabs: Summary, Members, and Group Permissions.

4. Select the Group Permissions tab.

5. Click on the arrow to the left of the resource to display the permissions for that resource. The permission groups
currently set for this group and the inherited ones display.

6. There may be more than one resource setting available in each group, be sure to set the permissionsfor each setting
asrequired.
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7. Check the boxes for allow and deny as required for the group.

Users Groups Permissions = & ProjectXGroup X File Scopes

summary | Members = Group Permissions

!
L

User Permissions J
‘.

= Refresh Open
Resource Allow Allow Allow Allow Deny D?
Access Read Write Full Access R
» Workunit Scopes
v Esp Features for EclDirectAccess
» Esp Features for WsEcl
4 Esp Features for SMC

Access to cluster topology

Access 1o super computer envirop
Access to DFU
Access to DFU exceptions

W 2 DEMONime- A S

) 'ﬁﬁ\\ *

NOTE: Use caution when setting any explicit deny permission setting. The most restrictive permis-
& sion always applies.

8. There may be more than one resource setting available, select the resource(s) you require from the drop list.
Repeat for each applicable resource.

9. The changes are automatically saved. Close the tab.

Feature level access control

Access to the feature permissions is available through ECL Watch. To modify feature permissions you must have
Administrator level access. To access the feature permissions click on the Operations icon, then click the Security
link from the navigation sub-menu.
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A ECLWatch © = ¢
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Use the feature level controls on the Per missions tab to:
» View the features and permissions for any resource
* Edit the permissions for any feature

» Update the permissions for users and groups for a specific resource
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Feature resources

There are three types of features for which you can set up access control in HPCC. Access to features of the HPCC
system is controlled by via the ESP Features for SMC category. Access to features of WsSECL web service are
controlled by the ESP Features for WsEclAccess category. Access to features of the ECLDirect web service are
controlled by the ESP Featuresfor EcIDirectAccess category.

A ECL Watch & = {,

-

Disk Usage Target Clusters Cluster Processes

SysTem Servers | Securit

sers Croups Permissions | File Scopes

+< Refresh Add = Delete Advanced «

Name basedn
4 Workunit Scopes ou=workunits,ou
collectionx

collectionx:-publicdata
collectionx::securedata
v Esp Features for EclDirectAccess ou=ecldirectacc
) Esp Features for WsEcl ou=wsecl ou=esp
v Esp Features for SMC OU=SmMC,ol=e5p
4 File Scopes ou=files,ou=ecl.d
collectionx
collection::-publicdata
collectionx -securedata

hpeci nal

These features are listed as Resour ces when setting permissions using ECL Watch.

ECL Watch feature permission settings that are not listed are not relevant and should not be used.
Modify permissions for a feature resource:

To use the feature permissions, you must apply them to a user or group(s). To access the feature permissions click on
the Operationsicon, then click the Security link from the navigation sub-menu.

1. Click the Permissionstab.
The resources are listed.

2. ldentify the user(s) or group(s) which you want to modify the feature permissions.
Select the appropriate tab. (Users or Groups)

3. Check the checkbox(es) next to the user(s) or group(s) to modify.

4. Pressthe Open action button. A tab for each user or group selected opens.
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5. Click the User Per missions sub-tab.

6. Click on the arrow to the Ieft of the resource to display the features of that resource.

. Reer,ﬁ /[—-Add - gelete | | -,;dvanc;:ur AT __
| | Name 3
» Workunit Scopes 3
» Esp Features for EclDirectAccess o
eatures for WsEc o

5 to cluster topology

Access 10 super computer environment

J“‘*Awal“’" -

7. Locate the feature resource(s) you want to update.

Disk Usage  Target Clusters Cluster Processes  System Servers  Securty | Resowces
Usars Groups | Pemmissions | & basicUser & Somalses Fila Scopas

Summary  Memmbes OF  USSr Pe s ions

Lo ¥,

User Permissions
= Refresh
Resource Allove Allaw  Allow  Alldw Deiy  Deny  Deay Derl
Access Read  Write  Full Access Read  Wrive  Full
» 'Workunit Scopes
¥ E3p Features for ECIDirecLaccasy
v E3p Foarturas for WiEcl
4 Esp Features fior SMC
Agcasd 10 cluster opalogy
Access 10 super caompuber emaronment

Access 1o DFU

Access 10 DFU axcapiicns C

R iy vopriogr n g T S ,*-.L.__‘_’—J'\#M\ A r

=

8. Click the checkbox(es) in the allow and deny columns as appropriate.
9. The changes are automatically saved. Close the tab(s).
Note: You must follow this process for each user or group(s) separately.
Feature Permissions
The following sections show the level of access required to be able to use ECL Watch features:
Login

SMCAccessisrequired by all usersto be able to successfully login to ECL Watch.

Name Description Access

SmcA ccess Root Accessto SMC Service Read
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Clusters

Users may be given access to the thor queue which can be manipulated by promoting/demoting queued workunits
according to priority. The thor queue can also be paused or cleared and users can view thor usage statistics.

From this page, users can also click on workunit IDs to view details about the workunit. Depending on the level of
access given, they can view, modify and delete their own, or others workunits.

Name Description Access
ThorQueueAccess Access to Thor Job Queue Control Full
RoxieControl Access Access to Roxie Process Cluster Control Full

ECL Workunits

Workunits can also be viewed using this feature of ECL Watch. The contents of the workunits list reflects whether a
user has the permission to view their own and others workunits.

Name Description Access
OwnWorkunitsAccess Accessto View Own Workunit Read
Access to Create or Modify Own Workunit Write
Access to Delete Own Workunits Full
OtherWorkunitsAccess Accessto View Other User's Workunits Read
Access to Modify or Resubmit User's Workunits Write
Access to Delete Other User's Workunits Full
Topology

This section shows details about the clusters and other HPCC System components. Preflight provides diagnostic infor-
mation including disc space, CPU usage and accessto logs aswell asthe ability to swap faulty nodes out of the cluster.

Name Description Access
ClusterTopol ogyAccess Access to Cluster Topology Read
Set Machine Status Write
Swap Node Full
Machinel nfoAccess Access to machine/Preflight Information Read
MetricsAccess Access to SNMP Metrics Information (Roxie Metrics) |Read
ExecuteAccess Access to Remote Execution in ECL Watch Full

DFU Workunits

A user must have permission to view DFU Workunits and requires other permissions to be able to manipul ate them.

Name Description Access
DfuwWorkunitsAccess Accessto View DFU Workunits Read

Access to Create, Delete, Update, Submit, and Abort|Write
DFU Workunits
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DFU Files

Users need permission to see files on the dropzone and also to put files there. They need further permissionsto be able
to spray and copy filesfrom the dropzoneto their cluster and also to despray filesfrom the cluster back to the dropzone.

XREF is used for monitoring files on the cluster(s). Reports generated show where housekeeping is required on the
cluster(s) and users require additional permission to use this feature.

Name Description Access
DfuAccess Accessto DFU Logical Files Read
Delete Files, add to superfiles Write
DfuExceptions Accessto DFU Exceptions Read
DfuWorkunitsAccess Accessto View DFU Workunits Read
Access to Create, Delete, Update, Submit, and Abort|Write
DFU Workunits
DfuXrefAccess Accessto DFU XREF Read
Clean directory Write
Make changes and generate XREF Reports Full
FileDesprayAccess Access to De-Spraying Files Write
FileSprayAccess Access to Spraying and Copying Read
Renamefiles Write
Delete from Drop zone Full
FilelO Accessto read filesin Drop zone Read
Access to writeto filesin Drop zone Write
On alarge system, we suggest limiting the number of users who can Generate XREF reports by setting
@ DfuXrefAccess access to FULL for only those users.

Roxie Queries

Additional permission isrequired to view roxie queriesin ECL Watch.

Name Description Access

RoxieQueryAccess Access to Roxie Queries Read

Users/Permissions

To be able to view the User s/Permissions area in ECL Watch, a user must be a member of the Administrators (or
similarly named) group with the appropriate permissions on the LDAP or Active Directory server.

File Access Control

The HPCC's LDAP Dali Server technology provides the ability to set secure access permissions to data file folders
(or file scopes). Thisis controlled by the use of file scope resources.
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An OU called Filesisautomatically created when the Dali server starts. To secure data folders, create afile scope for
that folder and apply rights to each scope.

Figure 14. File Scopes Permissions

A ECL Watch & = ¢,

Disk Usage Target Clusters Cluster Processes System Servers | Securit

sers Croups Permissions | File Scopes

+< Refresh Add = Delete Advanced =

Name basedn
4 Workunit Scopes ou=workunits,ou
collectionx

collectionx:-publicdata
collectionx::securedata
v Esp Features for EclDirectAccess ou=ecldirectacc
v Esp Features for WsEcl ou=wsecl ou=esp
v Esp Features for SMC OU=SmMC,ol=e5p
4 File Scopes ou=files,ou=ecl.d
collectionx
collection::-publicdata
collectionx -securedata

hpeci nal

For example, below Filesthereisaunit (OU) representing the cluster, such asthor (or the namethat you set up for your
cluster). Furthering the example, below that could be a unit named collectionx which contains two units, publicdata
and securedata. The publicdata folder has rights granted to a large group of users and the securedata folder has
limited access granted. Thisallowsyou to prevent unauthorized usersfrom any accessto filesin the secur edata folder.

The structure described above corresponds to thislogical structure:
collectionx::securedata

Which corresponds to this physical structure:

Ivar /lib/HPCCSystems/hpcc-data/thor /collectionx/secur edata

All HPCC components and toolsrespect LDAP file access security. Thefollowing exceptions are assumed to be system
level or for administrative users:

» Network file access using UNCs, Terminal Services, or SSH.
* Administrative utilities

Attempting to access afilein afolder for which accessis not granted will result in one of the following errors:
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DFS Exception: 4 Create access denied for scope <fil epath>

or

DFS Exception: 3 Lookup access deni ed for scope <fil epath>

(where <filepath> is the full logical file scope path)

Creating file scopes

To apply permissions to afile scope, you must first create the file scope(s).
To create file scope(s) click on the Operationsicon, then click the Security link from the navigation sub-menu.
1. Click the Permissions tab.

The feature resources display.

2. Click on the arrow to the left of the File Scopes resource to display the file scopes.

Users Croups Permissions | File Scopes z
= Refresh | Add = Delete Advanced « )
Name basedn
» Workunit Scopes DU=WDF(
v Esp Features for EclDirectAccess ou=ecldifs.
» Esp Features for WsEcl Du=wse¥
v Esp Features for SMC ou=smc,o
: 4--File Scc:p-é-é ou=files,
collectionx::publicdata
""'ﬁ"s.‘_.fnﬁ-?-l-l?ffn Lsgcuredata, ton P ot

3. Pressthe Add button.

4. Choose File Scopes from the drop list.
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Usage Target Clusters Cluster Processes System Servers |Security| Resour

Brs Croups Permissions | File Scopes

efresh | Add = Delete | Advanced = |

ra

k
MName i ( 1 "
T Type: File Scopes I{"}‘* Lde=h

Name: Workunit Scopes
r Esp Feat : DU=es
Description: Esp Features for EclDirectAccess IQ
» Esp Feat Esp Features for WsEcl vices,o

» Esp Feat /,—-WC | Add | ces,o

4 File Scopes feScopes ) =5, 0u=ecl.dc=hpccdev,

alphatest

e Y

5. Enter the exact name of the scope you want to add in the Name field.

Disk Usage Target Clusters Cluster Processes  System Servers Securit',-rj Resuurce*

Users Croups Permissions | File Scopes !
2 Refresh Add = Z\Delete | Advanced « | :
|| Name —— :

' Type: File Scopes - '

b Workuni b | s J"L"_ I:dc=h|3(
Mame: collectionx:-securedata ' L.

v Esp Feat JU=espse
Description: proj. collectionx securedata

r Esp Feat vices ou=

» Esp Feat | Add | ces:ou=e?

4 File Scopes ou=files,ou=ecld=hpccdev.d

= collectionx

= collectionx::publicdata ¥
LW MIWW ey M*—-&M - j’*/

Enter a short description in the Description field.
6. Pressthe Add button.
The new scope displaysin thelist.
Setting permissions for file scopes

Y ou must apply permissions for file scopes to users or group(s). If you want to apply the scope to a new group, create
the group(s) as required.
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To set the file scope permissions click on the Operationsicon, then click the Security link from the navigation sub-
menu.

1. Select the File Scopestab.

2. Choose the scope to modify. Click the Permissions link for that scope.

# ECL Watch & = ¢,

Disk Usage Target Clusters

Cluster Processes System Servers | Security| Resources

'y

Users Croups Permissions | File Scopes

2 Reset |

FileScopes

Ll % W

| | | Name Description Operation

collection: Permissions

[ | collectionx: :publicdata ‘,a

]  collectionx::securedata

[ | hpccinternal

hpccinternal: :daliuser Permissions

[ | hpccinternal: :filesuser Permissions

3. The permissions defined for users and groups for that scope display.
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Disk Usage Target Clusters Cluster Processes  System Servers | Security| Resources

Users Groups Permissions @ File Scopes

2 Reset |

Permissions of collectionx::securedata

o | latlow]| | | ldeny| | R
access read write full access read write full
Administrators ) + + 4 delete || update |
Authenticated Users . [:} delete || update |
EmilyKate - .p =] + ] =] .  delete || update |
Jimmy + s ’ ) delete || update |
Add

4. Check (or clear) the checkbox(es) in the allow and deny columns as appropriate for the users or groups displayed.
5. To add users or groups to the scope, press the Add button.
The Add Permission dialog displays.

6. Select the user or the group to add from the drop list(s).
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Disk Usage Target Clusters Cluster Processes  System Servers [Securit',.rj
Users Croups Permissions | File Scopes
2 Reset |

Add Permission for collectionx::securedata i
Add user
Select user: | none I / permission
drop list }
Or group: none ”":|

access read write  full
allow: i

access read write  full
deny:
T
Once a user or group is selected, the Add button and the allow and deny checkboxes are active

7. Check the boxes for alow and deny as appropriate to set the permissions for this scope.
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Users Groups Permissions | File Scopes

= Reset |

Add Permission for collectionx::securedata

Select user: guser v
Or group: none ¥

access read  write  full /
allow:

v L v v

access read write  full
deny:

Add

AN AN A iy A Sy

}
)
\

L5

.3

8. Pressthe Add button.

9. The changes are automatically saved. Close the tab(s).

File scope features
Below the List of File Scopes, there are buttons that allow you to:
* Reset Default Permissions to selected file(s)
This allows you to quickly remove any added permission settings for afile and reset to the default access.
» Allow or Deny Accessto physical files on Landing Zone

This provides away to grant or deny access to the top level file scope. By default, only administrators have access
to this scope.

» Check File Permissions for a user or group

This provides away to check a user or group’s accessto alogical file.
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A ECLWatch & = & =

Disk Usage  Target Clusters  Cluster Processes System Senvers E:écml:y

Users Groups Pemissions = File SCopes

= Resel

Check File Permission

File Nammi: cenification: Tull_test_distributed

Select Usar: | ChioeDbrian ¥

O group: none ¥

Permission: Read Access Permission

* Clear the Permissions Cache
This clears the permissions cache and allowing any new permission settings to take effect immediately.

» Enable/Disable Scope Scans
This provides ameansto enable or disable Scope scans. Enable scope scansto check permissionsfor usersto access
scopes. Thiswill impact performance. Disable scope scans ignores any scope permissions and removes all access

control, but improves performance. Disabling access control is not recommended.

Changing this setting through ECL Watch, as described here, is only atemporary override. When Ddli restarts this
setting will revert to what is defined in the configuration environment.xml.
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@ HPCCPlatfo & = . = ORI S

Dink Usage  Targer Clusters  Cluster Procosses  Syatem Servers  Security | Resources
Users roups Permisssons | Fille Scopes
= Reser
| hpecinternal Permissions
hpccinternal: (daliuger Parmissions
| hpecinbernal; :filesusar Parmissions
hpcdnternal: ;gsmith2 Permissions
| hpedinternal; :guser Permissions
hpccinternal; :jackbauar Parmissions
hpcdnternal; Jkevin_test_add_user Parmissions
[] hpednternal: :nosgiguy Permissions
| hpcdnbernal: iregress Pearmissions
hpcdnternal: rpastrana Parmissions
| hpccinternal: :somauser Parmissions
hpcdnternal: :theadmin Parmissions
| hpecdnternal; ;wwhitehead Parmissions
projactx Permissions
| ther Panmigsiong
| Select All §/ None
Delete Update Add
Default Permissions || Physical Files || Check Fite Parmission || Clear Permissions Cache || Enable Seopa Scans

Workunit Access Control

There are 2 aspects of workunit (WU) security:

» Feature Authentication for workunits allows you to set permissions to control whether users can view their own
WUs and/or other users WUSs.

» Workunit Scope security provides the ability to set permissions for individual WU scopes. All new workunits have
ascope value.

Both methods are valid to use (either separately or together), and the strictest restriction always applys.

In other words, if someone is granted permission to see WUSs in the scope johndoe but is denied permission to see
other users’ WUs in the Feature Authentication permissions, this user would be denied access to see the WUs in the
johndoe scope.

Conversely, if the user is allowed access to see other people’s WUSs but is denied access to the johndoe WU scope,
this user will be able to see other WUs in that scope.

Note: If you do not have accessto a WU, you will never be able to view it or even know of its existence.

By default, a submitted WU has a scope of the user’s ID. For example, a WU JohnDoe submits has scope=johndoe
in the WU. Thisvaluein aWU allows ESP and its services to use LDAP to check for permissions and enforce those
permissions.

Y ou can override the default scope using ECL Code:

#wor kuni t (* scope’ ,’ MyScopeVal ue’ ) ;
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Securing workunit scopes

ESP (on startup) automatically creates an LDAP OU called Workunits (unless it already exists). If this OU is auto-
matically created, the OU is made with full permissions granted to all authenticated users. All WU scopes are below
the workunits OU either implicitly or explicitly.

If a specific scope OU does not exist in LDAP (e.g., the scope johndoe used in earlier example), then the parent
OU'’ s permissions are used. In other words, the scope of johndoe isimplicitly under the workunits OU even though it
might not be explicitly listed in the LDAP structure and therefore it would use the permissions granted for the parent,
workunits .

Workunits feature permissions

Using the Wor kunit Scopesfeaturein the Per missions area of ECL Watch the permissionsfor any scope can be reset
to the default permissions settings for your system. Permission settings for Workunit Scopes may be set as follows:

Description Access
View WUsin that scope Read
Create/modify aWU in that scope Write
Delete aWU in that scope Full

Adding workunit scopes

To add workunit scope permissions click on the Oper ations icon, then click the Security link from the navigation
sub-menu.

1. Click the Permissionstab.
The feature resources display.

2. Click on the arrow to the left of the Workunit Scopes resource to display the file scopes.

Disk Usage Target Clusters Cluster Processes  System Servers '¥

Users Groups Permissions | File Scopes r
= Refresh | Add = Delete | Advanced =
basedn ;
hw::nrkunit Scopes c:u=wc:rk$
ollection: .
collectionx::publicdata
v Esp Features for EclDirectAccess Du=ecldir{
» Esp Features for WsEc! ou=wsecl, ¥
» Esp Features for SMC ou=smc,o
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3. Pressthe Add button.

4. Choose Workunit Scopes from the drop list.

Disk Usage Target Clusters

sers Cr

2 Refresh

Cluster Processes System Servers | Security

Fermissions

elete | Advanced = |

R

! = MName

» Workuni

MName:

4 Esp Feat

= Access

r Esp Feat

Description:

Workunit Scopes

Workunit Scopes

5

Esp Features for WsEc!

Esp Features for SMC

4 Esp Features for SMC

File Scopes

Esp Features for EclDirectAccess

C.OUu=espser/

| @ Access to cluster topology

AccCess 1O super computer environment

5. Enter the exact name of the scope you want to add in the Name field.

el S

|A|:Id|

“Vw eI

ic
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A ECL Watch & = £,

Disk Usage Target Clusters Cluster Processes System Servers |_5'~'3":Tit'¥’ Resof
Users Groups Permissions | File Scopes
2 Refresh Add =+ Delete | Advanced = |
F | Name
+ Workun Type: |Workunit Scopes | v| | den,
Name: CollectionX:-securedata
collect
Description: |Limited Access
collect é
» Esp Feat |m| =g
» Esp Feat.ures for WsEcl Uu=wsecl:nu=espseﬁices
¥ Esp Features for SMC Ou=smc,ou=espservices,
4 File Scopes ou=files,ou=ecldc=hpccde
collectionx
T collectionx::publicdata
collectionx::securedata
hpccinggrnal

Enter a short description in the Description field.
6. Pressthe Add button.

The new scope displaysin the list.

Set permissions to the scope.
Y ou apply theworkunit scopesto agroup. If you want to apply the scopeto anew group, create the group(s) asrequired.
1. Gotothe Groupstab.
2. Select agroup to apply the scope to by checking the box next to the group name.
Press the Open action button. Y ou can select multiple groups, a tab opens for each group.
3. Select the Group Permissionstab of that group. (if multiple groups selected, you must repeat for each group)

4. Click on the arrow to the left of the Workunit Scopes to display the available scopes.
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Disk Usage Target Clusters  Cluster Procssses  Syarem Servers  Sacurity | Resowrces

LiR@rs GFOUDE Permaicn: & ColeXgroup File Si0pe
Summary = Members | Group Permissians
Usar Permissions 3
= Rafrash | '
Resource Allow  Allow  Allow  Allow Deny  Deny Depy D
Access  Read 1l Access Read Write  Ful

4 Workuniz Scopes

collecmonx

collectonx pubicdata

» E3p Features for EclDirectAccess

k- ﬁ;:mr : ‘k"x.ﬁ’\._\«_ ~ sl “wﬂ*m~M*ww'“a
s r b

The Workunit scopes display. Check the boxes as appropriate to set the permissions for this scope.
5. To set permissions in this scope for another group, open and go to that groups tab.
6. To set permissionsin this scope for a user, select the tab.
7. Select the user and press the Edit action button.
A new tab for that user opens.
8. On that tab, click on the User Per missions sub-tab.
9. Locate the new scope listed under the appropriate Resource.
Set the access permissions as appropriate for that user.

10.The changes are automatically saved. Close the tab(s).

Permission Caching

When you change a permission in ECL Watch, the settings are cached in the ESP server and stored in the Dali server.
Theinformation in the cache is updated at a configurable interval. This value can be set in the Configuration Manager
under the LDAP Server settings Attributes tab. The default cacheTimeout is 5 minutes.

When you want a permission change to take effect immediately, you can clear the cache and force Dali to update
the permission settings by pressing the Clear Permissions Cache button. This action transfers the settings when you
press the button. Use this feature judiciously as overal system performance is affected temporarily while the LDAP
settingsin the Dali System Data Store repopul ate.
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Configuring ESP Server to use HTTPS
(SSL)

The HPCC Enterprise Services Platform server (ESP) supports Secure Sockets Layer (SSL), a protocol used to send
and receive private data or documents.

SSL works by using a private key to encrypt and decrypt data transferred over the SSL connection. By convention,
URLsusing an SSL connection start with HTTPS instead of HTTP.

The SSL option in the ESP Server allows secure and encrypted communication between a browser or SOAP client
application and the HPCC platform.

SSL capahilities are configured in the Configuration Manager, but require a certificate be installed on the ESP server.
The OpenSSL libraries provide a means to create the necessary certificate files in one of two ways.

» You can use the OpenSSL libraries to create a private key and a Certificate Signing Request (CSR) to purchase a
certificate from a Certificate I ssuing Authority (such as, VeriSign).

» You can use that CSR to generate your own self-signed certificate and then install the certificate and private key
to your ESP Server.

In either case, onceinstalled and configured, the network traffic is encrypted and secure. The Public and Private Keys
use 1024-bit RSA encryption.

Generate an RSA Private Key

Use the OpenSSL toolkit to generate an RSA Private Key and a Certificate Signing Request (CSR). This can also be
the basis for a self-signed certificate. Self-signed certificates are useful for internal use or testing.

In our example, we create a 1024-bit RSA Private Key which is encrypted using Triple-DES encryption and stored
in Privacy Enhanced Mail (PEM) format.

openssl genrsa -des3 -out server. key 1024
When prompted, provide a passphrase. Thisis used asthe basis for the encryption.

Remember this passphrase asyou will need to enter it into the Configuration Manager later.
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Generate a CSR (Certificate Signing Request)

After you have a private key, you can use it to create a Certificate Signing Request (CSR). Y ou can use your CSR to
request a signed certificate from a Certificate Authority (such as Verisign or Network Solutions). You can aso use
the CSR to create a self-signed certificate.

openssl req -new -key server.key -out server.csr

Answer the questions when prompted:

Country Name (2 letter code):

State or Province Name (full name):

Locality Name (eg, city) :

Organization Name (eg, company) :

Organizational Unit Name (eg, section) :

Common Name (e.g., server’s hostname):

Email Address:

A challenge password (optional):

An optional company name (optional):

Generate a Self-Signed Certificate

To generate atemporary certificate, which is good for up to 365 days, issue the following command:

openssl x509 -req -days 365 -in server.csr -signkey server.key -out server.crt

When prompted, enter the passphrase you used earlier when creating your CSR.

Installing the Private Key and Certificate to your ESP
Server
You must install the certificate and private key on al ESP server node(s) that will host a service binding using SSL.

Y our PrivateKey and certificate must be copied to /var/lib/HPCCSystems/myesp/.

# For exanpl e:
sudo cp server.crt /var/lib/HPCCSystens/ nmyesp/certificate.cer
sudo cp server.key /var/lib/HPCCSyst ens/ nmyesp/ pri vat ekey. cer
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Configure HTTPS on your ESP Server

Start Configuration Manager in Advanced Mode

1

Start the Configuration Manager Service on one node (usually the first node is considered the head node and is
used for this task, but thisis up to you).

sudo /opt/HPCCSyst ens/ sbi n/ confi gngr

. Using aWeb browser, go to the Configuration Manager's interface.

Use the url of http://nnn.nnn.nnn.nnn:pppp, where nnn.nnn.nnn.nnn is the 1P address of the node running Config-
uration Manager and pppp is the port (default is 8015).

The Configuration Manager startup wizard displays.

. Select Advanced View.

. Select an XML file from the drop list.

This list is populated from versions of an environment XML file in your server's /etc/HPCCSystems/sour ce/ di-
rectory.

Tip: The XML file that matches the active environment.xml is highlighted.

. Pressthe Next button.

The Configuration Manager Advanced View interface displays.

. Check the Write Access box at the top of the page.
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Configure ESP

1. Select ESP - MyEsp in the Navigator panel on the left side.

2. Select the HTTPS tab.

Figure 15. Select HTTPS Tab

HPCC Systems
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3. Inthe passphrase entry control, enter the passphrase you used earlier when you created the private key.

4. When prompted, provide the passphrase again.

5. Click the disk icon to save.

Configure one or more SSL-Enabled Service Bindings
1. Select the ESP Service Bindings tab.

2. Right-click on the list of services, then select Add.

3. Provide aname for the binding (e.g., myws ecl_ssl)

4. Select myws_ecl from the service drop-list.
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Figure 16. myws ecl

HPCC Systems
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5. Select https from the protocol drop-list.

Figure 17. Select HTTPS
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Note: If you have not previously edited the port, the change from http to https triggers Configuration Manager to
automatically change the port to the default port for https (18002). It only updates automatically if the port has
not been edited.

6. Click thedisk icon to save
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Distribute the environment configuration file to all
nodes, Restart, and Certify

Once your environment is set up as desired, you must copy the configuration file out to the other nodes.
1. If itisrunning, stop the system.
Make sure system is stopped before attempting to move the environment.xml file.

2. Back up the origina environment.xml file

# for exanple
sudo cp /etc/HPCCSyst ens/ envi ronnent . xm /et c/ HPCCSyst ens/ envi r onnment . bak

Note: the "live" environment.xml file is located in your /etc/HPCCSystems/ directory. ConfigManager works
on files in /etc/HPCCSystems/sour ce directory. You must copy the XML file from this location to make an
environment.xml file active.

3. Copy the NewEnvironment.xml file from the source directory to the /etc/HPCCSystems and rename the file to
environment.xml

# for exanple
sudo cp /etc/HPCCSyst ens/ sour ce/ NewEnvi ronnment . xml /et ¢/ HPCCSyst ens/ envi r onnent . xmi

4. Copy the /etc/HPCCSystems/environment.xml to the /etc/HPCCSystems/ on every node.

Y ou might prefer to use a script to automate this step, especially if you have many nodes. See the Example Scripts
section in the Appendix of the Installing and Running the HPCCPIlatform manual.

5. Restart the HPCC system and certify the components as usual.
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More Examples

This section contains additional ECL examplesyou can use on your HPCC cluster. Y ou can run these on asingle-node
system or alarger multi-node cluster.

ECL Example: Anagraml

This example takes a STRING and produces every possible anagram from it. This code is the basis for a second
example which evaluates which of these are actual words using aword list datafile.

1. Openthe ECL IDE (Start >> All Programs >> HPCC Systems >> ECL IDE ) and login to your HPCC.

2. Open anew Builder Window (CTRL+N) and write the following code:

STRING Wrd := 'FRED :STORED(' Word');
R : = RECORD
STRI NG SoFar { MAXLENGTH( 200) };
STRI NG Rest { MAXLENGTH(200) };
END;
Init := DATASET([{'',Wrd}],R);
R Pl uck1(DATASET(R) infile) := FUNCTI ON
R TakeOne(R | e, UNSI GNED1 c) := TRANSFORM
SELF. SoFar := le.SoFar + le.Rest[c];
SELF. Rest := le.Rest[..c-1]+le. Rest[c+1..];
/1 Boundary Conditions handl ed autonatically
END;
RETURN NORMALI ZE(i nfil e, LENGTH( LEFT. Rest ), TakeOne( LEFT, COUNTER) ) ;
END;
L := LOOP(Init, LENGTH( TRIM Word)), Pl uckl( RONS(LEFT)));
QUTPUT( L) ;

3. Select thor asyour target cluster.

4. Pressthe syntax check button on the main toolbar (or press F7)
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5. Pressthe Submit button (or press ctrl+enter).

Figure 18. Completed job
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The green check mark indicates successful completion.

© 2015 HPCC Systems®. All rights reserved
91



Installing & Running the HPCC Platform
More Examples

. Click on the workunit number tab and then on the Result 1 tab to see the output.

Figure 19. Completed job output
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Roxie Example: Anagram?2

In this example, we will download an open source data file of dictionary words, spray that file to our Thor cluster,
then validate our anagrams against that file so that we determine which are valid words. The validation step uses a
JOIN of the anagram list to the dictionary file. Using an index and a keyed join would be more efficient, but this
serves as asimple example.

Download the word list

We will download the word list from http://wordlist.sourceforge.net/

1. Download the Official 12 Dicts Package. Thefiles are availablein tar.gz or ZIP format.

2. Extract the 20f12.txt file to afolder on your local machine.

Load the Dictionary File to your Landing Zone

In this step, you will copy the data files to alocation from which it can be sprayed to your HPCC cluster. A Landing
Zoneis a storage location attached to your HPCC. It has a utility running to facilitate file spraying to a cluster.

For smaller data files, maximum of 2GB, you can use the upload/download file utility in ECL Watch. This data file
isonly ~400 kb.

Next you will distribute (or Spray) the dataset to all the nodes in the HPCC cluster. The power of the HPCC comes
from its ability to assign multiple processorsto work on different portions of the datafile in parallel. Even though the
VM Edition only has a single node, the data must be sprayed to the cluster.

1. Inyour browser, go to the ECL Watch URL. For example, http://nnn.nnn.nnn.nnn:8010, where nnn.nnn.nnn.nnn
isyour ESP Server's | P address.

Your |P address could be different from the ones provided in the example images. Please use the IP
& address provided by your installation.
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2. From ECL Watch click on the Filesicon, then click the Landing Zones link from the navigation sub-menu.

Press the Upload action button.

Figure 20. Upload
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3. A dialog opens. Browse your local machine select the file to upload and then press the Open button.

Figure 21. File Uploader
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Thefile you selected should appear in the File Name field. The data file is named: 20f12.txt.

4. Pressthe Start button to complete the file upload.

Spray the Data File to your Data Refinery (Thor) Cluster

To use the data file in our HPCC system, we must “spray” it to all the nodes. A spray or import is the relocation of a
datafile from one location (such as a Landing Zone) to multiple file parts on nodes in a cluster.
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The distributed or sprayed file is given alogical-file-name as follows: ~thor::word_list_csv The system maintains a
list of logical files and the corresponding physical file locations of the file parts.

1. Open ECL Watch using the following URL:

http://nnn.nnn.nnn.nnn:pppp(wherennn.nnn.nnn.nnnisyour ESP Server’'s|IP Addressand pppp istheport.
Thedefault port is 8010)

2. Click on the Filesicon, then click the Landing Zones link from the navigation sub-menu. Select the appropriate
landing zone (if there are more than one landing zones). Click the arrow to the left of your landing zoneto expand it.

3. Select thefile from your drop zone by checking the box next to it.

4. Check the box next to 20f12.txt, then press the Delimited button.

Figure 22. Spray Delimited
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The DFU Spray Delimited page displays.

5. Select mythor in the Target Group drop list.
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6. Complete the Target Scope as thor.
7. Fill intherest of the parameters (if they are not filled in already).

* Max Record Length 8192

Separator \,

e Line Terminator \n,\r\n

¢ Quote: '
8. Fill inthe Target Name using the rest of the Logical File name desired: word list csv
9. Make sure the Overwrite box is checked.

If available, make sure the Replicate box is checked. (The Replicate option is only available on systems where
replication has been enabled.)

10.Press the Spray button.
A tab displays the DFU Workunit where you can see the progress of the spray.

Run the query on Thor

1. Open anew Builder Window (CTRL+N) and write the following code:

| MPORT St d;
| ayout _word_list :=record

string word;
end;
File Word_List := dataset('~thor::word_list_csv', |ayout_word_list,

CSV( headi ng(1), separator(',"'),quote('"')));

STRING Wrd : = 'teacher' :STORED(' Wrd');
STRING Sort String(STRING i nput) := FUNCTI ON

OneChar : = RECORD

STRI NG c;
END;

OneChar MakeSi ngl e(OneChar L, unsigned pos) := TRANSFORM
SELF.c := L.c[pos];

END;

Split := NORMALI ZE( DATASET([i nput], OneChar), LENGTH(i nput),

MakeSi ngl e( LEFT, COUNTER) ) ;

SortedSplit := SORT(Split, c);

OneChar Reconbi ne(OneChar L, OneChar R) : = TRANSFORM
SELF.c := L.c+R c;

END;

Reconbi ned : = ROLLUP(SortedSplit, Reconbine(LEFT, RIGHT), ALL);

RETURN Reconbi ned[ 1] . c;

END;

STRING O eanedWrd : = SortString(TRIM Std. Str. ToUpper Case(Word)));

R : = RECORD
STRI NG SoFar { MAXLENGTH(200)};
STRI NG Rest { MAXLENGTH(200) };
END;
Init := DATASET([{'',C eanedWrd}],R);
R Pl uck1(DATASET(R) infile) := FUNCTI ON
R TakeOne(R I e, UNSI GNEDL c) := TRANSFORM
SELF. SoFar := le.SoFar + le.Rest[c];
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SELF. Rest := le.Rest[..c-1]+Hle.Rest[c+1..];
/1 Boundary Conditions
/1 handl ed automatically
END;
RETURN DEDUP( NORMALI ZE(i nfi | e, LENGTH( LEFT. Rest ), TakeOne( LEFT, COUNTER)) ) ;
END;
L := LOOP(Init, LENGTH( Cl eanedWrd), Pl uckl( ROAS( LEFT)));
ValidWrds := JON(L, File_Word_Li st,
LEFT. SoFar =St d. Str. ToUpper Case( Rl GHT. Wor d) , TRANSFORM LEFT) ) ;
QUTPUT( d eanedWor d) ;
COUNT( Val i dWor ds) ;
QUTPUT( Val i dWor ds)

2. Select thor asyour target cluster.

3. Pressthe syntax check button on the main toolbar (or press F7)

4. Pressthe Submit button.

5. When it completes, select the Workunit tab, then select the Result tab.

6. Examine the result.
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Compile and Publish the query to Roxie

1. Right-click on the My Filesfolder in the Repository window, and select Insert Folder from the pop-up menu.

Figure23. Insert Folder
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2. Enter Anagram for the label, then press the OK button.

Figure 24. Enter Folder Label
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3. Right-click on the Anagram Folder, and select I nsert File from the pop-up menu.
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4. Enter ValidateAnagrams for the label, then press the OK button.

A Builder Window opens.

Figure 25. Builder Window
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5. Write the following code (you can copy the code from the other builder window):

| MPORT St d;
| ayout _word_list :=record

string word;
end;
File Word_List := dataset('~thor::word_list_csv', |ayout_word_list,

CSV( headi ng(1), separator(',"'),quote('"')));

STRING Wrd : = 'teacher' :STORED(' Word');
STRI NG Sort String(STRI NG i nput) := FUNCTI ON

OneChar : = RECORD

STRI NG c;
END;

OneChar MakeSi ngl e(OneChar L, unsigned pos) := TRANSFORM
SELF.c := L.c[pos];

END;

Split := NORMALI ZE( DATASET([i nput], OneChar), LENGTH(i nput),

MakeSi ngl e( LEFT, COUNTER) ) ;

SortedSplit := SORT(Split, c);

OneChar Reconbi ne(OneChar L, OneChar R) : = TRANSFORM
SELF.c := L.c+R c;

END;

Reconbi ned : = ROLLUP(SortedSplit, Reconbine(LEFT, RI GHT), ALL);

RETURN Reconbi ned[ 1] . c;

END;

STRING O eanedWrd : = SortString(TRIM Std. Str. ToUpper Case(Word)));

R : = RECORD
STRI NG SoFar { MAXLENGTH(200)};
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STRI NG Rest { MAXLENGTH(200)};
END;
Init := DATASET([{'', d eanedWrd}],R);
R Pl uck1( DATASET(R) infile) := FUNCTI ON
R TakeOne(R | e, UNSI GNED1 c) := TRANSFORM
SELF. SoFar := le. SoFar + le.Rest[c];
SELF. Rest := le.Rest[..c-1]+Hle.Rest[c+1..];
/1 Boundary Conditions
/1 handl ed automatically
END;
RETURN DEDUP( NORMALI ZE(i nfi | e, LENGTH( LEFT. Rest ), TakeOne( LEFT, COUNTER)) ) ;
END;
L := LOCOP(Init, LENGTH( Cl eanedWrd), Pl uckl( ROAS( LEFT)));
ValidWords := JO N(L, File_Word_Li st,
LEFT. SoFar =St d. Str. ToUpper Case( Rl GHT. Wor d) , TRANSFORM LEFT) ) ;
QUTPUT( d eanedWor d) ;
COUNT( Val i dWor ds) ;
QUTPUT( Val i dWor ds)

6. Select Roxie as your target cluster.
7. Pressthe syntax check button on the main toolbar (or press F7)

8. In the Builder window, in the upper left corner the Submit button has a drop down arrow next to it. Select the
arrow to expose the Compile option.

Figure 26. Compile
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9. Select Compile
10.When it completes, select the Workunit tab, then select the Result tab.

11.When the workunit finishes, it will display agreen circleindicating it has compiled.

Figure 27. Compiled
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Publish the Roxie query

Next we will publish the query to a Roxie Cluster.
1. Select the workunit tab for the ValidateAnagrams that you just compiled.
2. Select the ECL Watch tab.

3. Pressthe Publish button, complete the dialog, and press Submit.

Figure 28. Publish Query
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When it successfully publishes, a confirmation message displays.

Run the Roxie Query in WSECL

Now that the query is published to a Roxie cluster, we can run it using the WsECL service. WSECL is a web-based

interface to queries on an HPCC platform. Use the following URL :

http://nnn.nnn.nnn.nnn:pppp (where nnn.nnn.nnn.nnn isyour ESP Server’s | P address and pppp isthe port.

Thedefault port is 8002)

1. Click onthe + sign next to myroxie to expand the tree.
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2. Click on the ValidateAnagrams.1 hyperlink.

The form for the service displays.

Figure 29. RoxieECL
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3. Select Output Tablesin the drop list.
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. Provide aword to make anagrams from (e.g., TEACHER), then press the Submit button.

Theresults display.

Figure 30. RoxieResults
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Next Steps

Available from the menu in the ECL IDE there are several documents which provide details on various aspects of
the HPCC.

Y ou can access them from the help menu: Help >> Documentation.

Figure 31. Help Menu
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Y ou can aso find these from the Start menu :
Start >> All Programs >> HPCC Systems >> ECL IDE >> Docs
To familiarize yourself with what your system can do we recommend following the stepsin

» TheHPCC Data Tutorial

» The Six Degrees of Kevin Bacon example

» Read Using Config Manager to learn how to configure an HPCC platform using Advanced View.
» Useyour new skillsto process your own massive dataset!

The HPCC Systems® Portal is also a valuable resource for more information including:

» Video Tutorias

» Additional examples
e White Papers

» Documentation
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Appendix
Example Scripts

For a multi-node configuration, you must install the packages on each node. You can install each one manually or
use scripts to copy and install the packages. On a large system where you have many nodes copying and installing
on every node is not practical, therefore we provide some scripts you can use or to serve as examples to give you a
start in making your own.

Scripts are installed to the /opt/HPCCSystems/sbin directory. Scripts should be run as sudo or as a user with appro-
priate privileges on all nodes. The scripts have the ability to multi-thread.

Make sure that you have the sufficient privileges to sudo as an administrator to use the install-cluster.sh
& script. To use the hpec-push.sh or hpee-run.sh scripts, you must sudo as user hpcc.

install-cluster.sh

install-cluster.sh [-k | -p <directory>] [-n <value>] <package-name>

<package-name> Name of the HPCC package to install. Required

-h Help. Optional.

-k, --newkey When specified, the script generates and distributes ssh keys to al hosts. Op-
tional.

-p, --pushkeydir Push existing ssh key to remote machine. Optional. Use either -k or -p, not both.

-n, --concurrent When specified, denotes the number of concurrent executions. Default is5. Op-
tional.

You can run this script as any user with sufficient permissions to execute it; however, when prompted for
user name/passwor d, you must provide credentials for a user with sufficient sudo rights to run commands as
an administrator on all nodes.

Before you can use this script, you must have already defined and generated an environment.xml file (using
ConfigMgr's wizard or advanced mode). This script:

* reads the active environment.xml file and gathers alist of nodes upon which to act.
* installs the HPCC platform package(s) on all nodes specified.
* pushes out and deploys the environment file (environment.xml) to all nodes specified.

« optionally, if you specify the -k option it also generates the required ssh keys and deploys them as required to all
nodes specified.

« optionally, if you specify the -p option it pushes out the existing ssh keys to all nodes specified. Use either the -
k or the -p option, but not both.

« optionally, if you specify the -n <value> option it spawns that many concurrent executions. Default is 5.
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Examples:

This example installs the HPCC Platform packages to remaining nodes and pushes out the active environment.xml
file to those nodes.:

sudo /opt/ HPCCSyst ens/ sbin/install-cluster.sh hpccsystens-pl at f or m xxxx-n. n. nnnn

(where n.n.nnnn is the build number)

Thisexampleinstallsthe HPCC Platform packagesto all nodes and pushes out the active environment.xml fileto those
nodes. It also generates ssh keys and pushes them out to all nodes.

sudo /opt/HPCCSyst ens/ sbin/install-cluster.sh -k hpccsystens-pl at f or m xxxx-n. n. nnnn

(where n.n.nnnn is the build number)

This example installs the HPCC Platform packages and pushes out the active environment.xml file to 8 concurrent
nodes.:

sudo /opt/HPCCSyst ens/ shin/install-cluster.sh -n 8 hpccsystens-pl at f or m xxxx-n. n. nnnn

(where n.n.nnnn is the build number)

© 2015 HPCC Systems®. All rights reserved
106



Installing & Running the HPCC Platform
Appendix

deploy-java-files.sh

deploy-java-files.sh [-C] [-€] [-H <value>] [-n <vaue>] [-r] [-s <value>] [-t <vaue>] [-u <value>] [-X]

-C When specified, this option adds the target directory or jar file path to classpath in
environment.conf.

-e When specified, this denotes the target is to be removed from the classpath.

-H Host IP list. When specified, will target the | P addresses specified, one | P address per line.
If this option is not used will run on the IP list generated from the environment.xml

-n When specified, denotes the number of concurrent execution threads. Default is5. Y ou must
have python installed, otherwise this option will be ignored and the action will run on each
host sequentially.

-r Reset classpath. When specified, will reset the classpath to <install_directory>/classes. If
used in conjunction with the -t adds the new entries to the classpath after reset.

-S Source file or directory.

-t Target directory. The default is <install_directory>/classes. If it isonly for adding to class-

path, the value can be the full path of the javajar file.

-u The username to use for ssh access to remote system. Provide this option when the specified
user does not use a password to run ssh/scp. Without specifying this option you will be
prompted to supply a username and password. We strongly recommend not using <hpcc
user> to avoid security issues.

-X When specified, this option excludes execution on the current host.

The deploy-java-files.sh script, is used to deploy java files (source) to HPCC cluster hosts and update the classpath
variable in environment.conf.

This script runs a command on all |P addresses or host names in the active environment.xml. The IP addresses are
defined when editing the environment in ConfigMgr.

This script writesto alog file:
Ivar/log/HPCCSystemg/cluster/se_<action>_<commnd>_<pid>_yyyymmdd_HHMM SS.log
Examples:

To deploy java files from /home/hpcc/development/javal on local system to /home/hpec/javal on al hosts in cluster
and update classpath with 10 concurrent executions:

./ depl oy-java-files.sh -s /[hone/ hpcc/ devel opnent/java/* -t /hone/ hpcc/javal -c -n 10

To deploy java files from /home/hpcc/javal on local system to /home/hpcc/java on all hosts in cluster except local
system:

./ depl oy-java-files.sh -s /[hone/ hpcc/java/* -t /home/ hpcc/java -x

To update classpath for a cluster:
./ depl oy-java-files.sh -c -t /home/ hpcc/ devel op/j ava: / horme/ hpcc/test/javal
To Todeploy javafilesto alist of hosts:

./ depl oy-java-files.sh -H /home/ hpcc/ hosts.txt -s /hone/hpcc/javal* -t /honme/ hpcc/javal
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hpcc-push.sh

hpcc-push.sh [-s <source>] [-t <target>] [-n <concurrent>] [-X]

-S Sourcefile or directory.

-t Target file or directory.

-n, --concurrent When specified, denotes the number of concurrent executions. Default is5. Op-
tional.

-X When specified, this option excludes execution on the current host.

This script " pushes’ files from the source filename and path to the destination filename and path for all IP
addressesin the active environment.xml.

To use this script, the ssh keys need to be properly configured on all nodes, and you must use sudo.
The | P addresses were defined when editing the environment in ConfigMgr.

sudo /opt/ HPCCSyst ens/ sbi n/ hpcc- push. sh -s <sourcefile> -t <destinationfile>

For example:

sudo / opt/HPCCSyst ens/ shi n/ hpcc- push. sh -x \
-s [etc/HPCCSyst ens/ envi ronment. xml -t /et c/ HPCCSyst ens/ envi r onnent . xm
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hpcc-run.sh
hpce-run.sh [-c component] [-a{ hpcc-initjdafilesrv}] [-n <value>] [-9] [-S] { start|stop|restart|status]setup}
-a HPCC service name. Either hpcc-init (default) of dafilesrv.
-C HPCC component. For example, mydali, myroxie, mythor, etc.
-n, --concurrent When specified, denotes the number of concurrent instances to run. The default is 5. Op-
tional.
-S When specified, the command runs sequentialy, one host at atime.
-S When specified, saves the result to a file named <ip address>.

To use this script, the ssh keys need to be properly configured on all nodes, and you must sudo as user hpcc.
Thisscript runsa command on all | P addressesin the active environment.xml.

The IP addresses were defined when editing the environment in ConfigMgr. This script supports al the parameters
of hpcc-init and dafilesrv.

Examples:

This example starts all components on the nodes

sudo / opt/ HPCCSyst ens/ sbi n/ hpcc-run.sh -a hpcc-init start

This example starts all components on all the nodes, using 8 concurrent executions
sudo /opt/HPCCSyst ens/ sbi n/ hpcc-run.sh -a hpcc-init start -n 8

This example starts all components of the esp type on the nodes

sudo /opt/HPCCSyst ens/ sbi n/ hpcc-run.sh -c esp -a hpcc-init start
This example starts al components with a component name myesp on the nodes
sudo /opt/HPCCSyst ens/ sbi n/ hpcc-run.sh -c nyesp -a hpcc-init start
This example starts the dafilesrv hel per application

sudo /opt/HPCCSyst ens/ sbi n/ hpcc-run.sh -a dafilesrv start
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Uninstalling the HPCC Platform

To uninstall the HPCC platform, issue the appropriate commands for your system. If necessary, do so on each node
that it isinstalled on.

Centos/Red Hat

sudo rpm -e hpccsystens-pl atform

Ubuntu/Debian

sudo dpkg -r hpccsystens-pl atform
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Helper Applications

Thereis ahelper applications that runs on all nodes that you may need to stop or start manually.

Normally, this processis started automatically the first time the hpcc-init service executes.
Enter the following commands to stop or start the hel per application:

o défilesrv
sudo /sbhin/service dafilesrv stop

sudo /sbhin/service dafilesrv start
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shin/service hpcc-init [option] command
option * -C componentname, --component=componentname

Specifies the component upon which to execute the command. If omitted, the default is all
components on the machine.

-C componenttype, --component=componenttype

Specifiesthe component type upon which to execute the command. If morethan one of thistype
isconfigured, all will be acted upon. If omitted, the default is all components on the machine.

e --componentlist

Providesalist of all component names on the current node as specified in the environment file.
e --typelist

Provides alist of all component types on the current node as specified in the environment file.
 -h, --help

Displays a help page
command o start:

Starts component(s)
* stop
Stops component(s)
e status
Displays component(s) status
* restart
Restarts component(s)
« force-reload

Deletes all local configuration files, data files, log files, and then restarts component(s). BE
CAREFUL using this command.

* setup
Initializes component configuration files but does not start the component(s).

The hpcc-init function is used to start, stop, restart, setup, or check the status of any or all HPCC components.
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Examples:

sudo /sbhi n/service
sudo /shin/service

sudo /shin/service
sudo /sbhin/service

sudo /sbhi n/service

hpcc-init start
hpcc-init stop

hpcc-init -c nyecl server start
hpcc-init --conponent=nyecl server start

hpcc-init -c esp start
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Unity Launcher Icon

The HPCC platform supports an Ubuntu Unity Launcher icon.

Thisallows you to start, stop, restart, or query the status of an installed single node system from an icon on the Unity
Launcher of a desktop version of Ubuntu.

Note:  Thisisonly useful on asingle-node system at this time. Future versions may operate in a different manner
and support multi-node HPCC systems®.

To add theicon:
1. Use the search on Dash Home to find the HPCC Systems® application icon.

Figure 32. HPCC Application I con

® 1 | @ hpcd

kit Applications

HPCC Syskems

© 2015 HPCC Systems®. All rights reserved
114



Installing & Running the HPCC Platform
Appendix

2. Click and Drag it to the Unity Launcher bar.

Figure 33. Unity Launcher

TREECEFEDR

3. Dropit on the bar.

Note: In Ubuntu 12.04 or later, you can move the to any position on the bar by dragging and dropping to the
desired position.

To use theicon:
1. Right-click on the icon, then select the desired action from the menu.

Figure 34. Context Menu

Start HPCC Cluster
Stop HPCC Cluster
Restart HPCC Cluster

HPCC Cluster Status

HPCC Systems

Remove from launcher
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2. Theresult displaysin a Termina window.

Figure 35. Results

opped
opped
opped
opped

opped
opped
opped
opped

ped

3. Close the window when you are done.
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Running the ECL IDE under WINE

To runthe ECL IDE under WINE in Linux, follow these steps.

1

2.

0.

Install winel.2 (this corresponds to Wine version 1.1.31) and its dependencies.
Download msxml3.msi from Microsoft (Service Pack 7 or later).

http://www.microsoft.com/en-us/download/detail s.aspx 2 d=3988

Install msxml3.msi in Wine (Double-click the msi file and Wine will install it).
Open Configure Wine (Applications/Wine/Configure Wine):

Select the Libraries tab.

In the New override for library drop list, select msxmi3, then press the add button.
Select msxml3in the Existing overrides list and press Edit.

Select the Native (Windows) option and press the OK button.

Press the OK button to close the Wine Configuration window.

10.Install the HPCC ECL IDE (Double-click the setup.msi file and Wine will install it).
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External Language Support

This section covers the steps to add external language support to the HPCC platform. HPCC offers support for sever-
al programming languages, some have additional dependencies that must be installed. External language support is
included with the platform installation package, however there are RPM-based HPCC Platform installation packages
that explicitly state with plug-ins.

RPM -based systems:

If you are interested in using external languages for RPM-based systems (CentOS/Red Hat), you need to download
and install the appropriate platform installation distribution with plug-ins option from the downloads site.

For RPM based systems, there are two different installation packages available. One package includes the optional
plug-insto support embedded code from other languages. If you want support for other languages, choose the package
for your distro that begins with:

hpccsyst ens- pl at f orm conmuni ty-w t h- pl ugi ns-
Debian-based systems:

Optional plug-in downloads are NOT needed for the Debian-based systems (Ubuntu) installation package, asthe plug-
insareincluded in all the Debian installation packages.

The external languages currently supported include:

o C++ (full support isaready built-in)

* Java

 JavaScript

* Python

R

The following sections detail what is required to utilize these languages in your HPCC platform.

In addition to these languages, you can add support for additional languages by creating your own plug-in. Thisis not
very difficult to do. For example the JavaScript plug-in is about 500 lines of C++ code. Y ou can use that as atemplate
to write your own and, if desired, you can contribute it back to the open source initiative.
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Java

You can run external Java code on the HPCC platform. Compiled Java can be used either as a .class (or a .jar) and
called from ECL just like any other ECL function.

To extract the NI signatures:

javap -s

To set up Javato integrate with the HPCC platform:

1. Install a Java development package, such as OpendDK or Oracle Java SE Development Kit (JDK) on the server.

2. Setthe Java CLASSPATH

Y ou can set the classpath severa ways:

In your profile.

In your environment.

inyour VM Profile.

using classpath value in environment.conf

The default configuration file for the HPCC platform is /etc/HPCCSystems/environment.conf you will need
to edit thisfile to point to your Java build directory.

For example (on a Linux system):

cl asspat h=/ opt / HPCCSyst ens/ cl asses: / hone/ user nane/ wor kspace/ St r eamAPIl / bi n

The classpath should point to your Java build directory.

3. Start the HPCC a/stems® platform (restart if it is already running) in order to read the new configuration.

For example :

or

sudo service hpcc-init start

sudo service hpcc-init restart

For more information see the Starting-and-stopping the HPCC System in the Installing and Running The HPCC
Platform document.
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4. Test the Javaintegration.

The HPCC &/stems® platform comes with a Java example class. Y ou can execute some Java code either in your
ECL IDE or the ECL Playground.

For example:

| MPORT j ava;

i nteger addl(integer val) := | MPORT(java, 'JavaCat.addl:(l)I");

addl1(10);

If this successfully executes, you have correctly set up Javato work with your HPCC platform.
If you get a"unable to load libjvm.so" error you should reinstall or try a different Java package.

You can call Javafrom ECL just like any other ECL function. Java static functions can be easily prototyped using
ECL types.

Additional examples of Javafor HPCC can be found at:

https://github.com/hpcc-systems/HPCC-Pl atf orm/tree/master/testing/ecl/embedjava.ecl
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JavaScript

To enable JavaScript support within the HPCC Systems® Platform:
1. Install the appropriate dependencies for your platform.
RPM -based systems:
JavaScript support is available for CentOS 6.x or later (not available for CentOS 5.x).
On an RPM-based system (CentOS/Red Hat) install v8embed.
Debian-based systems:
For a Debian-based system (Ubuntu) install the libv8-dev package.
2. Test the JavaScript integration.
JavaScript does multi-thread, as a result this can be the fastest of the currently supported embedded languages.
Y ou can how execute some JavaScript code either in your ECL IDE or the ECL Playground.
For example:
/[ not hor
| MPORT j avascri pt;
javascri pt. Language. synt axcheck(' 1+2');
i nteger addl(integer val) := EMBED(javascript) val +1; ENDEMBED;
data testData(data val) := EMBED(javascript) val[0] = val[0] + 1; val; ENDEMBED,
set of integer testSet(set of integer val) := EMBED(javascript)
t = val [1];
val [ 1] val [ 2] ;
val [ 2] t;

val ;
ENDENMBED,

add1(10);

If this successfully executes, you have correctly set up JavaScript to work with your HPCC platform.
Additional examples of HPCC code can be found at:

https://github.com/hpcc-systems/HPCC-PI atf orm/tree/master/testing/ecl/embedjava.ecl
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Python

To enable Python support within the HPCC Systems® Platform:

1. Install Python, if not already installed. Many distributions come with Python already installed.
Python 2.6 or 2.7 depending on your distribution’'s default version.

2. You can embed Python natively inside an ECL Program, much like BEGINC++

3. Call Python from ECL as you would any other ECL function.

Python does not multi-thread efficiently (Global Interpreter Lock). Effectively only one thread can be in the python
code at once. Scripts are compiled every call (but with caching of most recent, per thread). The IMPORT case will
avoid recompiles.

4. Test the Python integration.
Y ou can now execute some Python code either in your ECL IDE or the ECL Playground.
For example:

| MPORT Pyt hon;

SET OF STRING split_words(STRI NG val ) := EMBED( Pyt hon)
return val.split()
ENDEMBED;

split_words(' Once upon a tinme');

If this successfully executes, you have correctly set up Python to work with your HPCC platform. Y ou can now
embed Python anywhere you would use ECL within with your HPCC System.

Additional examples of HPCC code can be found at:

https.//github.com/hpcc-systems/HPCC-Pl atf orm/tree/master/testing/ecl/embedjava.ec
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R

To enable R support within The HPCC S\/stems® Platform:
1. Install R-core distribution of your choice:
RPM -based systems:
On an RPM-based system (CentOS/Red Hat) use R-cor e and R-core-devel
Debian-based systems:
For a Debian-based (Ubuntu) system use r-base-core.
2. Ingtall the Rcpp and the RInside libraries.

Y ou will need both Repp and Rinside librariesin order for the R-embedding to work properly. Thelibrary installa-
tion packages are named with the version number appended so you should search for Repp _and RInside to obtain
the latest version for your system.

For all distros except Ubuntu 14.04:

wget http://cran.r-project.org/src/contrib/Rcpp_0.10.4.tar.gz
wget http://cran.r-project.org/src/contrib/RIinside_0.2.10.tar.gz

To Install:

sudo R CVMD | NSTALL Rcpp_0. 10.4.tar.gz
sudo R CVMD I NSTALL RInside_0.2.10.tar.gz

For Ubuntu 14.04:

wget http://cran.r-project.org/src/contrib/Rcpp_0.11.0.tar.gz

To Install:

sudo R CVD | NSTALL Rcpp_0.11.0.tar.gz

Note:  Theversion of library filesto install on your system must be 0.2.10 for al distros except Ubuntu 14.04.
For Ubuntu 14.04, use 0.2.11.x.

These libraries are maintained by the R project and can be found on the site http://cran.r-project.org/src/contrib/

along with more information. Use the version number appropriate for your system. If aversion number is unsup-

ported, you must use an earlier version.
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3. Ingtall the RInsidelibrary.
You will also need RInside library in order for the R-embedding to work properly. The version must match the

For all distros:

wget http://cran.r-project.org/src/contrib/Archive/ Rl nside_0.2.10.tar.gz

To Install:

sudo R CVMD I NSTALL RInside_0.2.10.tar.gz

These libraries are maintained by the R project and can be found on the site http://cran.r-project.org/src/contrib/
and http://cran.r-project.org/src/contrib/archive/ along with more information.

4. Test the R integration.

R is not multi-thread aware, so the plug-in hasto wrap al callsto R for critical sections. Scripts are compiled with
every cal toR.

Y ou can now execute some R code either in your ECL IDE or the ECL Playground.

For example:
| MPORT R;

i nteger addl(integer val) := EMBED(R)
val +1
ENDEMBED,;

string cat(varstring what, string who) := EMBED(R)
past e(what , who)
ENDEMBED,;

data testData(data val) := EMBED(R)
val [1] = val[2];

val ;

ENDEMBED;

set of integer testSet(set of integer val) := EMBED(R)
t =val [1];

val [1] = val[2];

val[2] = t;

val ;

ENDEMBED;

set of unsigned2 testSetO(set of unsigned2 val) := EMBED(R)
sort(val);

ENDEMBED;

set of string testSet2(set of string val) := EMBED(R)
t =val [1];

val [1] = val[2];

val[2] =t;

val ;

ENDEMBED;

set of string testSet3(set of string8 val) := EMBED(R)
t =val [1];

val [1] = val[2];

val[2] = t;

val ;

ENDEMBED;
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set of varstring testSet4(set of varstring val) := EMBED(R)
t =val [1];
val [1] = val[2];
val[2] =t;
val ;
ENDEMBED;
set of varstring8 testSet5(set of varstring8 val) := EMBED(R)
t =val [1];
val [1] = val[2];
val[2] =t;
val ;
ENDEMBED;
set of bool ean testSet6(set of boolean val) := EMBED(R)
t =val [1];
val [1] = val[2];
val[2] =t;
val ;
ENDEMBED;
set of real4 testSet7(set of real4 val) := EMBED(R)
t =val [1];
val [1] = val[2];
val[2] =t;
val ;
ENDEMBED;
set of real 8 testSet8(set of real8 val) := EMBED(R)
t =val [1];
val [1] = val[2];
val[2] =t;
val ;
ENDEMBED;
set of integer2 testSet9(set of integer2 val) := EMBED(R)
sort(val);
ENDEMBED;
add1(10);

cat('Hello', "Wrld');
testData(D ab');
testSet([1,2,3]);

t est Set 0( [ 30000, 40000, 50000] ) ;
testSet2(['one','two', 'three']);
testSet3(['uno','dos','tre']);
testSet4(['un', 'deux','trois']);
testSet5(['ein','zwei', 'drei']);
testSet6([fal se,true, fal se, true]);
testSet7([1.1,2.2,3.3]);
testSet8([1.2,2.3,3.4]);
testSet9([-111,0, 113]);

sl : =DATASET(250000, TRANSFORM{ integer a }, SELF.a :
s2 : =DATASET(250000, TRANSFORM{ integer a }, SELF.a :
SUM NOFOLD(s1 + s2), a);

add1( COUNTER)) ) ;
add1( COUNTER/ 2))) ;

s1b : =DATASET(250000, TRANSFORM{ integer a }, SELF.a :
s2b : =DATASET(250000, TRANSFORM { integer a }, SELF.a :
SUM NOFOLD(s1b + s2b), a);

COUNTER+1) ) ;
(COUNTER/ 2) +1) ) ;

If this successfully executes, you have correctly set up R to work with your HPCC platform.
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Additional examples of HPCC code can be found at:

https://github.com/hpcc-systems/HPCC-PI atf orm/tree/master/testing/ecl/embedjava.ecl
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