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HULU推荐系统构建经验谈!
郑华    Principal Dev Lead@hulu, 2013/04!



•  美国最大的在线专业视频网站(Online Premium Video Site)!
•  2007年由NBCU, FOX成立，2009年Disney-ABC加入!
•  450+内容提供商，1000+广告商!
•  每月30M独立用户，>3M付费用户!
•  2012年收入690M USD!

HULU介绍!



•  1982年，出生在江苏盐城!
•  2000年，清华大学电子工程系!
•  2006年，加入视频标注创业公司MOJITI.COM!
•  2007年，硕士毕业后加入HULU.COM，先后负责播放器，推

荐系统，广告精准投放和用户数据分析平台等!

自我介绍!



•  目标!
•  产品!
•  数据!
•  算法!
•  架构!
•  效果!
•  总结!

内容概要!



•  我们的使命 - 帮助用户找到并欣赏世界上最专业的内容，无
论何时，何地以及以何种方式  (Help people find and enjoy 
the world’s premium content; when, where, and how they 
want it.)!

•  推荐的目标：!
•  提供个性化的用户体验，帮助用户更快找到自己感兴趣

的内容!
•  帮助内容提供商更好的投放自己的内容，实现内容价值

最大化!
•  帮助Hulu提高用户的满意度和停留时间!

目标!



•  便捷浏览 (Navigation Convenience)!
•  帮助用户更快Catchup内容，缩短用户的浏览路径!

•  发现内容 (Content Discovery)!
•  帮助用户发现自己感兴趣的新的东西!

产品!



•  Shows You Watch!
•  Show Smart Start!
•  UpNext!

便捷浏览!



SHOWS YOU WATCH!

•  按照最后一次观看时间排序，或者基于机器学习模型排序，后者比前者转化
率提高10%以上!

•  特征: SHOW的本身的特性，用户观看SHOW的习惯，当前用户的平台和时
间等!



SHOW SMART START!

•  定位用户当前需要看哪一集以及从这集的什么位置看! Social!
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UPNEXT!

•  ⻓长视频：自动播放同一个剧集的下一集或者相似剧集的Pilot!
•  短视频：相同主题的短视频!
•  兼具Navigation Con和Discovery的功能	




•  Personalized Homepage!
•  Personalized Masthead!
•  Top Recommended For You!
•  You Might Also Like (aka. viewers of this show also 

viewed … )!
•  Steamboat!

发现内容!



PERSONALIZED HOMEPAGE!

•  选择，排序Tray和Tray里面的内容!
•  保证相关性，多样性，新鲜性等提高点击率!

Tray!



PERSONALIZED MASTHEAD!

•  选择并排序Masthead里面Trending的内容!
•  理解用户的兴趣 (e.g. genre, entity, topics, etc)!



TOP RECOMMENDED FOR YOU!

•  基于用户的观看，搜索，打分等行为，推荐用户最可能观看的剧集!
•  用户可以对推荐结果反馈!



YOU MIGHT ALSO LIKE!

•  相关推荐，看过当前剧集的用户也看了这些剧集!



•  在用户看完当前剧集最新一集的时候使用音视频的形式在广告位推荐
其他他可能感兴趣的剧集!

STEAMBOAT!



•  设计不同的产品满足用户不同的需求!
•  算法和策略也需要随着产品进行改变!
•  好的产品形式可能会带来意想不到的效果!
•  鼓励用户反馈!

小结!



数据!



•  用户: !
•  匿名用户，注册用户，订阅用户!
•  Demographics (性别, 年龄, 教育, 种族, etc)!
•  Social，Facebook Likes!

•  物品: !
•  视频(⻓长视频，短视频)!
•  剧集(首播，重播)!
•  播放列表(Playlist，相同主题，比如习主席出访，欧债危机，财政
悬崖)!

•  类型(剧情片，喜剧片，动作片，科幻片)!
•  用户和物品关系: !

•  显式: 打分，喜欢，感兴趣/不感兴趣…!
•  隐式: 观看，搜索，浏览，点击…!

•  上下文信息:!
•  设备，时间，Session!

数据类型!



•  每月独立用户数30M，观看了7亿视频和14亿视频广告*!
•  每天有超过10亿个用户行为比如观看，搜索，浏览，展示，点击等

被记录，处理的数据超过10T!

数据规模!

* ComScore 2013/02统计数据 !



剧集类型!

90%!

10%!

剧集个数!
重播剧! ⾸首播剧!

26%!

74%!

剧集流量!
重播剧! ⾸首播剧!



追剧(CATCHUP)!
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看
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季节效应!

2010/6/1! 2010/8/1! 2010/10/1! 2010/12/1! 2011/2/1!
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周末效应!

0! 7! 14! 21! 28! 35! 42! 49! 56!
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重播剧!
Sunday!



反馈类型!

25%!

43%!

1! 2! 3! 4! 5!
打

分
分

布
	


打分分数	

Watch! Vote!

隐式 vs. 显式!

1%!



•  美剧有很强的季节性和周期性，首播剧和重播剧是很好的补
充!

•  首播剧有充分的关注度，用户对主动追首播剧，需要帮助用

户更快的定位到哪部剧的哪一集!
•  重播剧质量也很高，相比首播剧关注度不够，更需要主动帮

用户发现这些内容!
•  用户的隐式反馈无论从数量和种类上要远远多于显示反馈!

小结!



算法!



特征提取! 相关物品
检索! 物品排序!

推荐流程!

•  特征提取：从用户的行为或其他数据中提取出用户兴趣!
•  相关物品检索：通过兴趣特征快速查找出候选的相关物品!
•  物品排序：按照一定的算法及指标对候选物品排序!



•  用户的性别，年龄!
•  Female Age25-34, Male Age18-24, etc!

•  用户感兴趣的剧集!
•  Desperate Housewives, Star Trek, Man vs. Wild, etc!

•  用户感兴趣的类型!
•  喜剧片，动作片，悬疑片, etc!

•  用户感兴趣的主题!
•  电视基因 (Show Genome): 事实类(导演，演员，类型，地点，

时间)和语义类(剧情，主题)!
•  流行的话题 (Trending Topics): 地沟油，好声音，十八大!
•  隐含主题模型(Latent Topic Model): 根据物品内容或者用户对

物品的行为提取的隐含主题!

特征提取!



•  Demographics： !
•  统计每种Demographics最相关的物品!

•  剧集类型：!
•  该剧集类型中最流行或者打分最高的物品，需要该剧集

类型比较有区分力，比如Drama不如Medical Drama好!
•  剧集：!
•  与该剧集相关的物品!

•  主题：!
•  属于该主题(电视基因，流行话题或者隐含主题)的物品!

相关物品检索!



•  基于内容的相关度：!
•  剧集：结构化数据-电视基因!
•  视频：自然语言处理提取关键词计算相似度，对短文本还

可以用主题模型；并且对流行主题进行了捕获!
•  基于用户行为的相关度：!
•  Item协同过滤 (Item-Item CF)!
•  主题模型 (Topic Model)!
•  Tips：数据规模很重要；各种用户的反馈(观看，搜索，打

分，etc)都可计算相关表，帮助推荐结果!
•  利用领域知识(Domain Knowledge)融合相关表!

物品的相关度!



物品相关表融合!

on search log!

on watch log!

on vote log!

0.23!

0.17!

0.34!
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Sample!

Machine Learning Ensemble!
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Sample!

•  以专家的人工标定和用户的反馈作为学习目标，融合相关表!
•  维数不多的时候Decision Tree效果好于LR!



•  在满足一定约束比如多样性，新鲜度等的条件下，并考虑用
户所处的上下文(设备，时间等)，最大化某项指标；!

•  使用Logistic Regression预估点击率，在Hadoop集群上并
行训练，并且可增量更新；!

•  也可使用Learning to Rank算法(Netflix)!

物品排序!



算法模拟和评估!

•  对用户要透明，对Product manager和Domain experts更需要透明!



XAPI	
 Audience 
Platform	


Site DB	

Show 

Genome 
DB	


User Behavior Data!
(Watch, Vote, Favorite, …)	


Item Meta Data!
(Genre, Company, Genome, Actor, Director, …)	


Machine Learning	
 Statistics	
Text Mining	


Item Related Table! User Interest Model! CTR Prediction Model!

Raw Data	


Structured Data	


Method	


Model	


Collaborative Filtering 
based Table!

Content based Table!

Latent Topic Model! Logistic Regression 
Model!

Collaborative 
Filtering	


Feature-Item Table!

小结!



架构!



技术!



Training Data	


Audience 
Platform	


User Behavior 
Data	


Incrementally Dump 
new data	


Data Set Generator	


Parallelized 
LR	


CTR 
Predict 
Model	


Model 
DB	


Offline 
Scoring	


Online 
Scoring	


Parallelized 
Item CF	


Parallelized 
LDA	


LDA	


ItemCF	


Metrics 
Platform	


Generate 
Reports	


离线处理!
Daily 

Reports	


……!

……!



User	
 Raw Data 
Ingest	


Feature 
Extractor	


XAPI	


Audience 
Platform	


Behaviors	


Features	


Retriever	


Candidate 
Items!Filter	
Ranking	


Reco 
Results!

Predicted 
CTR Model	


Feature – 
Item Inverted 

Index	


Tempo	
 Simulator	


Batch scoring!

Realtime scoring!

在线处理!



•  离线算法评估：!
•  离线调整算法后使用离线指标决定能不能上线测试!
•  包括准确率，覆盖度，多样性，新颖性，AUC，等等!

•  在线测试：!
•  A/B测试，指标是点击率，用户停留时间等，需要注意分

析统计显著性!
•  数据驱动决定(data-driven decision making)!

评估测试!



效果!



时间效应!

Watch! Recently Watch!

C
TR

 	


+88%!



多样性!

> 10 shows! > 30 shows! > 60 shows!

C
TR

	


Diverse! Less Diverse!

+5%!



新鲜度!

w/o Fatigue Control! w/Fatigue Control!

C
TR

	
 +10%!



产品设计!

Recommendation Hub! Steamboat!

In
te

re
st

 %
	


+200%!



推荐效果!

100!
136!

314!

Most Popular! Highest Rated! Recommendation!

C
TR

 In
de

x	




•  了解你的产品和用户!
•  设计不同的功能或产品满足用户不同的需求!
•  数据的规模和质量很重要!
•  用户的各种反馈都可以想办法使用提高推荐效果!
•  算法不能盲目上线，多听领域专家、产品经理和用户的反馈，

多做离线评估和A/B测试!

•  目前Hulu 大约50%的流量来自于推荐系统!
•  下一步：!
•  个性化在移动设备和客厅设备上的优化（产品，算法）!
•  对内容更深入的理解!

总结!



谢谢大家！ 
!email: zhenghua@hulu.com!
weibo: @zhenghua00!
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@InfoQ! infoqchina!


