Code traps in Nodejs
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callback was called twice
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| won't write out this obvious bug.
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callback was called twice
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Really?
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Can you find out the trap?
PREETR Hi B AR IR G 2

Code come from -@TJ: connect-redis.js




try {} catch (e) {}

What would happen when n (null, data) throw an Error?

2 fn(null, data) i)
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fn called twice

try {}

catch (err) {

} fn(err);
was invoked



pull request for this trap

connect-redis#37




Do not try catch the callback
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40ms RT delayed
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As we know, http.Agent don't not support really keepalive. So | wrote the agentkeepalive to support this
feature.

BRAENIE, httpAgent HAXIFEFE N FHkeepalive. BTEAIRE T agentkeepalive Bl 3 F#HixX M
tE.

When | using the agentkeepalive module on production environment, found out the http response time(RT)
increase £ Oms= unexpectedly.
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agentkeepalive

The !"IG{';':E:':]S'S ["‘IiSSiﬂQ keep alive http.Agent .

jscoverage: 93°

Install

£ npm install agentkeepalive

Usage

var http = require('htt

var Agent = require('agentkeepalive');

var keepaliveAgent = new Agent({
maxSockets: 16,
maxKeepAliveRequests:
maxKeepAliveTime:

N
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What causes RT increase ?
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Google "40ms delayed"
The answer is: = algorithm and TCP delayed ack
BT Nag %DTCPLJEE%U\

1 sequences will wait for a delayed ack timeout when Nagle's algorithm enabled.
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Why 40ms?
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> .12, Reducing the TCP delayed ack timeout: Some applications that send small network packets can
experience latencies due to the TCP delayed acknowledgement timeout. This value defaults to 4

We can even reducing the timeout value to 1 m= by this:
FATTE 22 ] DLRE AR I s [a] 5 BN

# echo 1 > /proc/sys/net/ipv4/tcp delack min



Reappear the RT delay
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Server: nagle delayed ack server.js




Client: nagle delayed ack client.js




Run Server and Client

RT increase 4 Oms from the second request
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oull request for agentk

commit@:
Set socket.setNoDelay(true)

Disables the Nagle algorithm.
2 F Nagle 52 Rl AT fig v m]

var s = http.Agent.prototype.createSocket.call (this, name, host,
port, localAddress, req):
s.setNoDelay (true) ;

Read more: 127



Black hole in mongodb
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Everyone like mongodb

We connectlng mongodb with node-moi -;::ii.‘:iﬂ b-native and mongoskin.
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5 3 Zllmongodb@1.1.

Upgrade to mongodb@1.1.0
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Query, Insert, Update are worked, but CPU load very I ¢h in ReplSet mode!
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Google not work at this time.
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Explore the cause of the problem
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$ telnet arbiter.mongodb.fengmk?2.com

Trying arbiter.mongodb.fengmkZ.com...
Connected to arbiter.mongodb. fengmk?2.com.
Escape character is '"7]'.

Connection closed by foreign host.

1, then C 1 osed immediately.



Why connected -> closed?
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| tell the situation to DBA, he gave me the answer : AC 1
B RIE L& HDBA, BRI FIE£Z:

ACL: Access control logic

AT, would blocked all unauthorized network access.
ACLE AT AR R4 .
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s really causes by ACL?
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Mock the network ACL:
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S node mongodb_blackhole.js




CPU load high

The problem is reappear.
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PID
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COMMAND
node
Terminal
kernel_task

top

¥CPU TIME
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Search the source code
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| found out the problem, it eat the CPU by /
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Show me the code | FACASIE




when openConnections.length < poolSize, pool will create a new connection in nextTick.

But in meantime, if the openning connection emit ("close’), thisopenConnections. length will be cleanup to 0.

This case willbe Infinite loop, open, close, open, close...

XS E T AEERS, AWl open, close, open, close...




How to fixed this?
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Waiting for your pull request on
node-mongodb-native



4 h) :I:
Conclusion K.25

B, RIS EE
B, HIEF@REAE, EINE, 5 HEAEMRRRTRE, £ e L.

g EAHTH A ENYL RIAZ T,
AT I = 2 B

(@GoddyZhao, please help me to translate this.)




hujs.emit(' Thanks"')
& &
console.log('end");



