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l - Motivation 5t

* Online Payment System suffers from fraudulent transactions, which result in the
loss of customers and service providers.
c BEXMERGE—BFERIER S, SBEFASRSHNEREZFmKR
* |In common scenarios, those transactions occur with patterns:
- BIERZEBWN TR
= One account is hacked into by criminals, then multiple fraudulent transactions are
submitted to transfer money from that account to somewhere else.
- LFETFAGELK,, BEEIEXZHITEESEK.

= |llegal accounts are created and linked to a stolen (or fake) credit card, and then
fraudulent transactions are submitted to withdraw money from those accounts.

= KEKAEERIBKASEGREEBRNERF, BERIERSNZKAPHITEREEHN.

= Customers’ computers are affected by Special designed virus, and then multiple
fraudulent transactions are submitted to transfer their money into one account.

- RENEPHENHFREREZE, HIERXGSBERRSEBEIEKS.
« Every pattern can be seen as a set of accounts and transactions, where those
transactions or accounts have strong relations with each other. (e.g. Similar
transaction time, Same |IP Address, and so forth)
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l - Objective H Fr

* We build a transaction graph (or network) based on the relationships of accounts and
transactions. So all the historical data can be linked to generate the universal
transaction graph.

o CHRIMK AL S HIIRHICR, MR o I (B BE e M 4%), BITAT B D B
G PNURE R 7] <SP

* By adapting graph mining techniques, we can identify fraudulent networks, which
exist as sub-graphs of the universal transaction graph.

o TS HBOR, YU Z B A TR 251 1A

* By adapting machine learning algorithms, we can cluster those fraudulent networks
and generate fraudulent transaction patterns.

o RNl L, BRI AL AR

* Finally, with all the models and information above, we can recognize whether a
unknown transaction is fraudulent or not.
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l - Is this payment legitimate?
AR YU — 22 S e RoE BA IR

BAD?
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THE JUDGMENT IS BASED ON...
The transaction itself and its neighbors
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TO START WITH...
THE SIMPLEST CASE

Start with the simplest case, with only accounts and
transactions information in the graph.

mERGTF) XHEPFREFEKPERREXZLEFR

For every fraudulent transaction (from historical data), build a network
around it.

MAREHFES N EERERZ LR, WEZBIERZ LTI NTE

Perform a clustering on them based on the graph similarity.

MABENEXUEEERN, WERKEZX
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l - HOW DO YOU DEFINE SIMILARITY?
High Similarity

PayPal
A

S

|
PayPal
|

Py

PayPal PayPal PayPal PayPal
™~ - ¢ |
’ ““PayPal -
/ 123.456,789.123 / 123.456.789.123
PayPal PayPal PayPal PayPal

) tm
: n# 4% PayPal



l - HOW DO YOU DEFINE SIMILARITY?

Low Similarity
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TO SCALE UP...
COMPLEX SITUATIONS

More information & relations should be taken into consideration (e.g.
|IP Address, Phone number...)

TEEXEFZHHMES, SIFIPHLE, BIiFEME, emaillbits

With increasing size of data, distributed system with index should be
designed to store & process it.

SEERRBREERZE, A RS HRRFEA LA

How to meet the need of real-time processing?
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BB RELEVANT TECHNIQUES

Machine e

| earni ng - Classification

(Bayesian Network)

Graph . BSP Model (Apache

Hama)

Mining « MapReduce

« Hadoop(HDFS)
 Distributed Indexing

« Heterogenous
Graph Model

Storage
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DATA STORAGE
HADOOP(HDFS)

A framework that allows for the distributed storing and
processing of large data sets across clusters of computers.

Built-in Fault-tolerance and synchronizing mechanism.

Designed to scale up from single servers to thousands of
machines, each offering local computation and storage.
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DATA STORAGE
INDEX

An index framework that allows to add index for the dataset
based on the data schema.

Index framework also helps to improve the real time data
processing and query

A separate index storage space for better performance and
rebuilding
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DATA STORAGE
GRAPH

A Heterogeneous graph model will be used to present
different features of node and edge

1B F A ER B R FRIE T 2 FLA YA BIHHE

The similarity of “ user activity” can be change to the similarity of
heterogeneous graph

F PATIR0 USRI LA BRB A4 B D SRS

With the support of index framework, the heterogeneous
graph can be easily scanned and rebuilt

BUWEEZRSIMER, ALEFFEEZRRMAERLE.

) tm
’ n#+5 PayPal



GRAPH MINING
APACHE HAMA

The

Apache Hama Project
http://hama.apache.org/

A pure BSP (Bulk Synchronous Parallel) computing
framework on top of HDFS.

HDFSz FHRIBSPitEE4E

Designed for massive scientific computations such as
matrix, graph and network algorithms.

ATRERFIE, LLanxerE, BRMNKZEZE

Supports message passing paradigm style of application
development.
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APACHE MAHOUT

Machine learning and data mining library

Wl > 5 B2 1) o A 2

Implemented on top of Apache Hadoop using Map/Reduce
paradigm

Aapache Hadoop. ({5231

Scalable to reasonably large datasets
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HOW DO WE CLUSTER GRAPHS?
K-MEANS ALGORITHM

A rather simple but well known algorithms for grouping objects,
clustering.

EEERER ARMANREEZL

All objects need to be represented as a set of numerical features.

FRENBERN RINFE R ABEAFHENES

The similarity is measured by the distance of those features.

BT FHEEZ BRI ERMEREST R Z BB EUE
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HOW DO WE CLUSTER GRAPHS?
SAMPLE FEATURES

Number of Nodes

Number of Edges

Number of restricted accounts to all the accounts
Number of different email _domain

Maximum value of the accounts' creation time
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HOW DO WE CLUSTER GRAPHS?
SAMPLE OUTPUT

K—Means Clusters (> 5% of population)
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HOW DO WE CLASSIFY GRAPHS?
Naive Bayesianf} 2 DIrHf

Supervised learning algorithm

Popular classification algorithm

Assumptions:
« All attributes are equally important
« All attributes are statistically independent
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BB NAIVE BAYESIAN MODEL

Bayes Rule

Posterior probability = Prior probability * likelihood

P(C,|f,, £,,.£) = P(C,) * P(f,, £,,.£ |C,)

Where,

* P(Ci|£f1, £2,..£n) = probability of a feature set F
IS In category Ci
* P(Ci) = probability of a given category
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BB LONG TERM PICTURE

Risk Systems

Serving ftesults
back to SRs
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l - Research Works in Academic Communities
3% B B3 o]

Framework:

1. CMU pegasus (KDD’11, ICDM’09 best app paper)

2. CMU PowerGraph, GraphChi (OSDI'12), GraphLab (VLDB’11)
3. MSRA Trinity (SIGMOD’13)

Key problem:
1.  Graph partition: SPAR (SIGCOMM’'10), Sedge (SIGMOD’13),

2. Streaming graph partition (KDD’12)
3. Subgraph query and filtering
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l - On goging works

IEAETT e 1) T AE

Graph data collection —> Graph data indexing
> Graph partition Compression >Know|ed.ge an.d
o Data Engineering
.| Graph data load 5| General big graph query processing Research Cluster
. balancing & analysis framework
_ Graph data App-:/App—Z:Graph\Apm-?,: G
g caching Parallel graph Stream data anaylysis & mining
filtering processing & learrning -

\ J
Y

High Performance and Distributed Computing Research Cluster
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