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1. Introduction

Nexenta Storage Appliance (NexentaStor) is a software based network attached storage (NAS 1)
appliance that meets the current feature sets of the best of breed NAS, including unlimited
snapshots, snapshot mirroring (replication), NFS v3/v4, CIFS, and easy management of
extremely large storage pools. NexentaStor delivers richly featured software in the form of a
software appliance that is trivial to install and easy to manage.

The product is designed and built to operate as 2™ tier storage alongside pre-existing commercial
storage, providing online continuation of data for months and years, with tapes relegated to
archival purposes only. The appliance is targeted for 2"-tier NAS and iSCSI applications requiring
extremely low cost storage as well as dramatically simplified provisioning, expansion, backup,
replication and archiving. NexentaStor can also be used as a primary NAS in businesses that wish
to expand at closer to commodity pricing.

A new way lo look at sforage:
From captive. big. expensive

il

N EXENTA
Login

NexentaStor is pre-configured with administrative user accounts: root and admin. After

registering the appliance?, you will receive the default password in auto-generated email, along

with the product Registration Key. For more information, please see Sections “Getting Started with
NMC"” and "NMV Login".

Document Conventions

Command line example

Cross-reference

e A notice, warning, conclusion, important remark.

1. NAS introduction, overview, history and usage is available on the web, see for instance
http://en.wikipedia.org/wiki/Network-attached storage
2. See NexentaStor Quick Start Guide document at http://www.nexenta.com/docs
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Terminology

NexentaStor

Nexenta Storage Appliance.

SA-API

Storage Appliance API. NMS (see next) is a sole provider of SA-API. The API
provides access to the appliance's management objects and services. All client
management applications use the same API (namely, SA-API) to monitor and
administer the appliance. This ensures consistent view of the appliance from all
clients, transactional behavior of all management administrative and monitoring
operations, and easy third-party integrations.

NMS

Nexenta Management Server. There is only one server instance per appliance.
The server provides public and documented Storage Appliance API (SA-API)
available to all appliance management and monitoring clients, remote and local,
including (but not limited to) NMC.

NMC

Nexenta Management Console. NMC can be used universally to view and
configure every single aspect of the appliance: volumes and folders, storage and
network services, fault triggers and statistic collectors. NMC communicates with
the local NMS (see previous) and remote management consoles and
management servers to execute user requests. Multiple NMC instances can be
running on a given appliance. NMC is a single-login management client with a
capability to manage multiple appliances and groups of appliances.

NMV

Nexenta Management View. Web client uses the same SA-API (above) to
communicate with the NMS. NMV shows status of all appliances on the network,
displays graphical statistics collected by "statistic collectors" (see below), and
more.

NexentaStor management software is further illustrated in Section “Functional
Block Diagram” below.

Volume

NexentaStor volume is a ZFS? pool (a. k. a. zpool), with certain additional
attributes. There is a one-to-one relationship between a volume and the
underlying ZFS pool.

Folder

NexentaStor folder is a ZFS filesystem.

Auto-Snap

A type of appliance's storage service. The auto-snap service enables easy
management of snapshots, providing regular multiple period scheduling on a
per-folder or per-volume basis (with or without recursion into nested
folders/filesystems). In addition, auto-snap allows to define a certain snapshot-
retention policy. Snapshots can be kept for years, and/or generated frequently
throughout the day.

3. Introduction to ZFS is available on OpenSolaris website at http://www.opensolaris.org/os/community/zfs/whatis/
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Auto-Tier

A type of the appliance's storage services. The auto-tier (or simply, “tiering”)
service can regularly and incrementally copy data from one host (local or
remote, appliance or non-appliance) to a destination, local or remote, again of
any type. NexentaStor auto-tier service runs on a variety of transports, and
can use snapshots as its replication sources. This solution fits the more common
backup scenarios found in disk-to-disk backup solutions. However, unlike regular
backup solutions with only the latest copy available on the backup destination,
this solution provides the advantage of both "the latest copy" and a configurable
number of previous copies.

Auto-Sync

A type of the appliance's storage services. The auto-sync (or simply,
“syncing”) service will maintain a fully synchronized copy of a given volume or
folder on another Nexenta Storage Appliance. Where tiering provides a copy,
NexentaStor auto-sync service provides a true mirror, inclusive of all
snapshots. The major difference between auto-tier (see previous) and auto-
sync services that the latter transfers both data and filesystem metadata from
its source to its (syncing) destination. This allows for standby hosts, as well as
image-perfect recovery sources for reverse mirroring in case of a failure in the
primary storage.

Auto-CDP

Automatic Continuous Data Protection (CDP) service. NexentaStor auto-cdp
service provides remote mirroring capability. The service allows to replicate disks
between two different appliances in real time, at a block level. Conceptually, the
service performs a function similar to local disk mirroring scheme of RAID 1
except that in the case of auto-cdp this is done over IP network.

Auto-CDP is distributed as Plugin (see below).

Trigger

Fault Triggers, or simply "triggers", are the appliance's primary means of fault
management and reporting. Each fault trigger is a separate (runtime-pluggable)
module that typically runs periodically at a scheduled interval and performs a
single function, or a few related functions. Triggers actively monitor appliance's
health, state of all its services and facilities, including hardware. See also
“NexentaStor Runners” below.

Collector

Statistic Collectors, or simply "collectors" are, as the name implies, the
appliance's means to collect network and storage statistics. A large humber of
network and storage IO counters is collected on a regular basis and recorded
into SQL database. The data is then used to generate daily and weekly reports,
and (via NMV - see above) various performance/utilization graphs and charts.
The available collectors include 'volume-collector', 'nfs-collector',
'network-collector'. See also "NexentaStor Runners” below.

Reporter

Yet another type of pluggable module tasked to generate periodic reports. The
available reporters include 'network-reporter', 'nfs-reporter',
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'volume-reporter', 'services-reporter'. See also “Runners” below.

Indexer

Indexer is a special runner that exists for a single purpose: to index a specified
folder, or folders. Once a folder is indexed, it can be searched for keywords, and
the search itself takes almost no time.

In a way, Indexers provide functionality similar to Internet search engines (think
"Google"). However, in addition to searching the most recent raw and
structured data, Indexer will allow you to search back in history - as long as
there are snapshots available (that is, retained according to the auto-
sync/tier/snap policies) to keep this history.

Runner

Triggers, Collectors, Reporters, and Indexers - also commonly called "Runners" -
are pluggable modules that perform specific Fault Management, Performance
Monitoring, Reporting, and archive Indexing tasks. All appliance's runners use
the same SA-API (see above) provided by NMS (see above). The runners can be
easily added - they are the source of future customizations in the product.

LUN

Physical and logical drives, attached to the appliance directly or via iSCSI or FC
SAN, are commonly called LUNs. The terms “LUN"”, “hard drive” and “disk” are
used interchangeably.

See also http://en.wikipedia.org/wiki/Logical _Unit Number

Zvol*

Emulated (virtual) block device based on a given appliance's volume. Can be
used as additional swap partition but the primary usage: easy iSCSI integration.
Zvol is a powerful and flexible tool also because of its tight integration with the
appliance's storage services.

Plugin

NexentaStor extension, a pluggable module can be easily added (installed) and
removed. Plugin uses the same SA-API (see above) as all the rest software
components, and implements a certain well-defined (extended) functionality. At
installation time, plugin integrates itself with the appliance's core software. The
currently available plugins include: Auto-CDP, NMV based API browser, I/O
performance benchmark, network and storage utilization. From the user's
perspective, adding a plugin often®> means that new menus, toolbars and new
commands, man pages will show up in the GUI and CLI, respectively.. Each
major component of the NexentaStor management software is, including the
Management Server itself, is designed from ground up to be extensible with
plugins.

4. In NMC, the capabilities and manual pages associated with the majority of the listed terms can be easily located using
'help keyword' command (Section “Finding NMC commands™)
5. Often but not always, since strictly NMS based non-UI extensions are supported as well
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Functional Block Diagram

The following block diagram presents the major components of the NexentaStor management
architecture. The management software includes Nexenta Management Server and its clients:
NMC, NMV, NexentaStor runners (see Section “Terminology” above), NexentaStor plugins, 2™ tier

storage services.

— —

//
// NMC NMC
( #1 | < | #
\\ NMS NMS
\"‘\
T— I
network |

Nexenta Storage Appliance r %Tf

Console
client

i R f o
s C

NMC - Management Console

« Power shell delivering appliance’s
multi-tier storage services

* Single login, centralized management
of multiple appliances and groups of
appliances

« Command completions, command
scripting and batching, command
search, intelligent help, stepwise
guided execution, command piping,
history, man pages

* Customizable pluggable NMC
extensions

NexentaStor Runners

.
« Fault Management » API| Browser
(fault triggers) » Performance Benchmarks
» Statistics Collection * Extended performance/
(collectors) capacity/utilization graphical
» Daily and weekly statistics
reports (reporters) .

NexentaStor Plugins

3" Party Integrations

SA-API

SA-API

Continuous Data Protection

2" tier Storage Services

* e o o

AutoSync (auto-sync)
AutoTier (auto-tier)
AutoSnap (auto-snap)
AutoCDP (auto-cdp)

SA-API

SA-APL

NMV - Management View

Appliance’s Web management interface over
HTTPS (default) or HTTP

Initial Configuration Wizard

Summary (appliance-at-a-glance)

Event notification (e. g., upgrades available)
Configuration, Fault Management, User and
Group Management

Ajax based remote console (NMC)
Graphical statistics

Single login, single-point management of
multiple appliances

Customizable pluggable NMV extensions

==

Daily and weekly Reports
Storage and Network Services

File and directory sharing

NMS - Management Server

A sole provider of the Storage Appliance API (SA-API)
Configuration Management, Fault Management, Statistics Collection
User and Group Management, extended ACLs

Health monitoring, OS-integrated fault detection and naotification

Safe and live software upgrade, system checkpoints
Customizable pluggable extensions

Getting Started

For step by step installation instruction, for initial configuration steps, and generally for guidance
on how to get started with the appliance, please see NexentaStor Quick Start Guide document at
http://www.nexenta.com/docs and/or Section “5. Initial Configuration Wizard” in this document.
To get started with the Management Console, see Section “Getting Started with NMC”, and for a

quick introduction into Web GUI capabilities, see “"6. Management GUI - Quick Introduction”.

Finally, make sure to review NexentaStor F.A.Q. pages, which are constantly reviewed/updated.
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2. NexentaStor Features — Overview

Overview

The Nexenta Storage Appliance product targets your end to end storage needs. Whether as your
primary NAS for NFS or CIFS, or as secondary storage of the tiered or replicated variety, this ZFS-
based product targets the full life cycle of your data, with flexible snapshots, retention policies,
tiering and synchronization between various storage systems, and optional compression per
storage container.

The product enables a wide variety of disk technologies, such as local SCSI, SAS, SATA and
similar to be directly employed, but also adds the flexibility of iSCSI, Fibre Channel, and newer
interconnected storage such as Infiniband-based SAS solutions.

NexentaStor also enables various network layer support, whether at the file system protocol layer,
or the underlying hardware. First, for hardware, 10/100/1G BaseT and many 10G Ethernet
solutions are directly supported, as well as aggregation (802.3ad) and multi-path I/O. For most
installations, we recommend at least aggregated 100Mbps Ethernet at a minimum.

Currently the native CIFS server and Samba 3 variant of CIFS, and NFS v4/v3 are supported. For
easy access from Windows, the provided WebDAV would be yet another option. The product also
makes use of rsync, ssh, and zfs send/receive, CIFS and NFS transports for tiering and
replication. In addition, block level replication (remote mirroring) is provided (Section “Setting up
remote mirroring — CDP”).

Associated with the above, LDAP have support for UID mapping, netgroups, X.509 certificate
based client authentication, and other directory service based options one would expect in a NAS.
Active Directory support is also provided. A full feature list can be found in the product data
sheets provided with each major release, and is included below (Section “Data Sheet”).

This document covers the major features of the product. We encourage you to examine both the

online help (Section "Documentation - Registration — Technical Support”) and usage comments of
the product (Section “Tutorial”), as well as read further into the capabilities linked to off the web,

at NexentaStor: an Overview.

Data Sheet

FEATURES NexentaStor

2" tier storage services Included

Continuous data protection Riglell¥fs[Ele

RAID RAID 0,1, 0+1, 57, 68

6. Is available as a separate plugin

7. More exactly, RAID-Z — which is similar to RAID-5 in terms of data/parity scheme. RAID-Z eliminates a so called
“RAID-5 write hole”, and provides for better than RAID-5 performance.

8. More exactly, RAID-Z2 which is similar to RAID-6 in terms of parity/data protection and (similar to RAID-6) can
sustain multiple simultaneous drive failures.

Nexenta Systems, Inc. All rights reserved. 10
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FEATURES NexentaStor

USB storage device support pigfe{¥fs(ls!

Superior data protection Included

Block size Runtime variable, from 512B to 128KB

Limits 16 exabyte files and filesystems, 25 devices in a pool

Compression Included

Encryption Included in near future release’®

End-to-end checksum Included

Quotas Included

Volume support Included®®

CIFS Included

NFS Included

File sharing Available via CIFS, NFS, RSYNC, FTP, WebDAV!

Snapshots Included (up to 2*® snapshots per filesystem)?*?

Read/Write Copies (clones) [igle/[sfsl=Ts!

Snapshots accessible over
NFS

Included

iSCSI Included??

Expansion Simple'*

9. Nexenta Systems, Inc may decide to provide this and possibly other new features as a value-adds available only for
commercial deployment.

10. Practically unlimited number of devices, filesystems, and snapshots per volume; unlimited growth; integrated
management

11. Web-based Distributed Authoring and Versioning (WebDAV) allows users to collaboratively edit and manage files on
remote servers. WebDAYV is yet another file/directory sharing option, in addition to provided (and somewhat more
conventional) NFS, CIFS, RSYNC, and FTP.

12. Immediate (online) snapshots; rollback (to a snapshot) and cloning (of a snapshot) capabilities included as well

13. Software Initiator and Software Target, integrated console and web GUI management

14. May be TB-limited, as per NexentaStor product license. Please see the license text for details.

Nexenta Systems, Inc. All rights reserved. 11


http://www.webdav.org/

FEATURES NexentaStor

Management Console Included

Initial Configuration Wizard Rigfel[¥fe[=ls

Management web GUI Included

Appliance Upgrade Automatic, Transactional, Unlimited Checkpoints

Windows backup and

Included?®®
restore

Built-in Search Engine Included

LDAP integration Included

Active Directory integration Qiglel[0fs[=Ns

Access Control List (ACL)
integration

Included?®®

I/0 benchmark Included?'’

WORM Write Once, Read Many (WORM) included'®

Data Replication

The continuing growth of disk based storage has had two primary affects. The amount of data to
backup is increasingly difficult to fit onto tape or within a backup window, and the costs of
capacity of storage makes it feasible to build online backups out of disk subsystems themselves.
One of NexentaStor’s primary uses is in this new digital archiving role. Where as tapes will always
find use, the development of disk based backup systems regulates tape to the final tier of
archiving, where offline preservation is the requirement. You will find this product fits many roles,
including primary storage, secondary storage to any primary storage array, and even remote site
replication and archival.

What makes multi-tier storage possible in Nexenta’s solution is the “auto-tier"” service, which
can regularly copy data from one source, local or remote of any nature, to a destination target
again of any type. The only limitation is that at least one of either the source or destination must
be local. In large arrays where the appliance encompasses both first tier and second tier storage,
you'll even see local-to-local tiering. Tiering is accomplished by taking a given filesystem or share,
breaking into smaller manageable chunks, and replicating that data at that point in time to
another volume. Using snapshots at the target end, one can maintain a full efficient backup of the
primary storage at unique intervals typical of backups. Where as you may have hourly and daily
snapshots on your primary NAS, auto-tiering with snapshots will generally have daily, monthly,

15. Section 7. Windows Backup and Restore”.

16. The ACLs are CIFS and NFSv4 compatible. The included user and group management provides an easy way to manage
ZFS extended ACLs.

17. Included as a separate plugin

18. Included as a separate plugin

Nexenta Systems, Inc. All rights reserved. 12



and even yearly snapshot points, with the same policies for retention of any given periodicity.

One commonly sets up up tiering locally, over NFS or CIFS, or using rsync directly with or without
SSH. A simple example of tiering data from an NFS file server to our example volume would be to
first create a filesystem to tier to and then to setup an auto-tier from our source NFS server.

Auto-tier and auto-sync are not limited just to the first two tiers, as tertiary tiering for more
critical data is also common. As legal and business drivers dictate, tiering will also include access
policy enforcement, limiting data access to restricted personnel to over longer periods of time.

As either a primary or secondary storage server, NexentaStor can pull or push data regularly at
arbitrary intervals, transferring only the periodic changes seen. This can be done as frequently or
as sparingly as required, thus being ideal for both large tiering as well as replication needs or for
providing WAN-base off site mirroring.

NexentaStor provides the complete range of data replication services:

1) Auto-Tier - In the case of "auto-tier" (or simply, tiering) service, NexentaStor
makes use of snapshots and user definable source and destination points to regularly
replicate a single copy of a file system to another storage pool, whether local or remote.
Using snapshots on the target end, the tiered copy may have arbitrarily different retention
and expiration policies and can be administered separately. NexentaStor tiering service
runs on a variety of transports, and can use snapshots as its replication sources. This
solution fits the more common backup scenarios found in disk-to-disk backup solutions.
The auto-tier service is not limited just to the first two tiers, as tertiary tiering for more
critical data is also common. As legal and business drivers dictate, tiering will also include
access policy enforcement, limiting data access to restricted personnel to over longer
periods of time.

2) Auto-Sync - Another option provided is the "auto-sync" (or simply, syncing) service,
which will maintain a fully synchronized copy of a given volume, file system, or emulated
block device (a. k. a. zvol, Section “"Using ZVOLs") on another NAS. Where tiering
provides a copy, auto-sync provides a true mirror, an exact replica of data, inclusive of all
snapshots and file system properties. Auto-sync uses the built-in ZFS snapshot capability
to efficiently identify and replicate only changed blocks. This allows central mapping of
multiple snapshots of a file system onto remote storage, all the while maintaining control
of the retention and expiration of that data at the replication source. This facility is the
most ideal for full disaster recovery.

@ Both auto-sync and auto-tier are schedulable, fault-managed, tunable NexentaStor
Data Replication services that can be used in a variety of backup, archiving, and DR_
scenarios. The primary difference between auto-sync and auto-tier is that the
former will transfer not only data (files, directories) but filesystem meta-data as well,
including snapshots. By default'®, auto-sync is based on 'zfs send/receive'
transport.

19. A given auto-sync instance can use a variety of transport mechanisms. In addition to the default 'zfs send/receive’'
transport, rsync is also provided, as an option.
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@ There is one common mistake, in terms of using auto-sync, and this is related to
changes at its destination. Note that for auto-sync over 'zfs send/receive’, its
destination cannot and should not be mounted, because otherwise it would be exposed
to changes, including changes in the ZFS meta information. Any change in the data or
meta-data at the destination will break the subsequent auto-sync run.

To re-cover, use NMC 'setup auto-sync <name> reset' command, or a similar GUI
management functionality.

NexentaStor includes a variety of management capabilities, to quickly determine the
services' state and status. This includes daily and weekly reports, ability to show the
current data transfer rate, and more.

3) Hybrid-tier/sync - NexentaStor provides a hybrid tiering-syncing service which enables a
history of changes on the tiering destination. Unlike regular backup solutions with only the
latest copy available on the backup target, this solution would have the advantage of both
"the latest copy" and a configurable nhumber of previous copies - the latter in accordance
with the retention policy.

4) Auto-CDP - Continuous Data Protection, or remote mirroring. The service allows to
replicate NexentaStor volumes remotely, in real time, at a block level. Conceptually, the
service performs a function similar to local disk mirroring scheme of RAID 1 except that in
the case of Auto-CDP this is done over IP network. For details, please see next Section
“Continuous Data Protection”.

” \

For more information, please see Sections “Setting up a tiering service”, “"Auto-sync: the service
that replicates both data and metadata”, “Setting up remote mirroring — CDP".

Continuous Data Protection

NexentaStor auto-cdp service is based on Sun StorageTek Availability Suite, with the following

functionality?°:

Feature Comment

Link neutral Can use any network adapter that supports the TCP/IP protocol
Reverse The direction of replication can be reversed at any time. The operation is also known as
replication reverse update. The typical scenario includes:

1) failure of a primary volume
2) importing and continued usage of the secondary volume
3) reverse synchronization secondary => primary

Active logging

Continue logging operations whenever the Remote Mirror software is disabled or
interrupted.

Multihop sets

Replicate data from one primary volume to a secondary volume; the secondary volume
then replicates the data again to another secondary volume, and so on, in daisy-chain
fashion.

Mutual backup

Concurrently transmit data copies to and receive data copies from a remote volume.
Also known as a bilateral relationship.

Optimized
resynchronization

Resynchronize volumes following disk, link, system, and storage platform outages; you
only replicate those blocks that were modified since the last synchronization

20. For complete set of Sun StorageTek Availability Suite features, see
http://docs.sun.com/source/819-6148-10/chap1.html#97729
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Feature Comment

RAID support Use RAID volumes as part of your Remote Mirror software strategy. Volumes can be any
RAID level.

Well known port | Port 121 is the default TCP/IP port used by the Remote Mirror software. The firewall
and firewall must be opened to allow RPC traffic to/from this well-known port address.

NexentaStor data replication services address Disaster Recovery, Continuous Data Protection, and
other emerging technology solutions as every aspect of business goes digital, and must be
protected, preserved, or potentially expired as required. NexentaStor appliance can also be used
just as a tool or conduit, providing all the data replication services when both the source and
targets are remote.

Designed from ground up for consistency and ease of use, NexentaStor provides
the same general interfaces to manage all storage services. All NMC commands,
NMV UI pages, and all general principles apply to all.

Yet, there are important differences between the storage services. One size does
not in fact fits all - if it weren't so a single replication service would suffice.

I/8A\Y

For more information, please see Sections “Setting up a tiering service”, “"Auto-sync: the service
that replicates both data and metadata”, “Setting up remote mirroring — CDP”.

Fault Management, Reporting, HA

The appliance comes with a number of standard "runners" — pluggable modules that perform
essential Fault Management, Performance Monitoring and Reporting functions.

The runners include Fault Triggers®!, Statistics Collectors, daily and weekly Reporters, and
Indexers. See Section “Terminology” for more background on each of those distinct types.
Typically, each runner is a simple module that performs a single identifiable task. For instance:

* fault trigger 'memory-check' monitors free memory in the appliance,
* collector 'nfs-collector' collects and records in the database NFS statistics,

* reporters 'volume-reporter' and 'network-reporter' generate storage and network utilization
reports at configurable (default, weekly) intervals, respectively.

NexentaStor is designed and built to provide a reliable 24/7/365 service. To that end, Nexenta
appliance provides a rich set of fault management and HA features. Part of the fault management
facility is realized through Fault Triggers. A fault trigger, or simply, a trigger, is a special kind of a
pluggable runner module that performs a certain fault management and monitoring operation(s).
Each trigger monitors one, or a few related conditions, including:

* memory and CPU utilization
* state and status of appliance's hardware, including physical disks
* state and status of appliance's services and facilities

* storage services

21. Or, simply, “triggers”
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* state and status of other runners

* state and operational status of the Nexenta Management Server.

Default triggers actively monitor your appliance’s health and ensure that critical services run as
you have scheduled them to. Triggers are also a source of future customization in the product.

Reporting makes use of this service monitoring as well as periodic analysis to alert you regularly
and as necessary to the condition of your appliances. Regular daily and weekly reports on the
overall health of your volumes and completed tasks for the day are available once the appliance is
informed of your mailing preferences.

One of the first things an administrator of the appliance should do is enable reporting. This can be
accomplished in a variety of ways - via “Initial Configuration Wizard”, NMV web interface (Section
“Management GUI - Quick Introduction”), and management console (Section "NMC -

Management Console”).
In NMC, run:

nmc:/$ setup appliance mailer smtp_ server

and

nmc:/$ setup appliance mailer smtp_ addresses

to set the outbound mail server and the recipient email addresses as necessary. Optionally, you
will need to setup also user name and password associated with the specified SMTP server.

@ For more information on setting up appliance's mailer via NMC, please see the
corresponding NMC man page:

nmc:/$ setup appliance mailer -h

Alternatively, use one of the available GUI management interfaces, see:

® Section “"Initial Configuration Wizard

and/or

* Section "Management GUI - Quick Introduction”

With this done, regular reporting and alert notifications will commence.
For more information on NexentaStor runners, please see Section “Pluggable Modules — Runners”.

NexentaStor supports a number of high availability (HA) and fault correction functionality. This
certainly includes ZFS self-healing capability, advanced data protection, ZFS hotplug??, and other
enterprise-grade features delivered along with the filesystem.

In addition, each appliance monitors other appliances on the network (including both ssh-bound
hosts and dynamically discovered NexentaStor appliances).

The appliance's unique upgrade/checkpointing facility utilizes snapshots, provides system
checkpoints, and is designed to support 24/7/365 availability (see Sections “Appliance Software

22. Assuming the appliance's data volumes are configured with hot spares, ZFS hotplug feature will make sure that faulted
drives are automatically replaced by those spares. For more information, please see “Note On Redundant

Configurations”.
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Upgrade” and “Tutorial”).

Finally, a number of HA features is being tested right now, with more explicit HA features planned
for a near-future release.

Centralized Management

NexentaStor aims to provide both command line as well as web interfaces to configure and
monitor all facets of your storage. In both interfaces, the concept of "switch”ing to another
appliance is implemented, allowing you to connect to other authentication-bound appliances.
When you switch, the focus of your actions are relative to that appliance, allowing single point
administration of multiple appliances. Management of group of appliances is supported as well, so
that with a single keystroke from NMC you will be able to run management operation(s) on all
appliances in the group. The following NMV screenshot shows two appliances that can be
managed individually, and/or as a group:

Status Settings Data Management Help -_)
 summary B4 storage ©= network Console M testbox1 R =i
testboxl This appliance Appliance Group: abc

Primary IP/name is
dezllinsrelis 192.168.37.129/testbox2
Property Value
Name abc
Add  Create new appliance's group Description
Creation Thu Apr 24 14:48:12 2008

Consists of appliances:

Property Value Property Value

Host Name testboxl Host Name testbox2

Domain Name mydomain Domain Name mydomain

Primary Interface ae0 Primary Interface e1000g0

Primary MAC 0:c:29:69:84:a3 Primary MAC 0:c:28:18:ae:ad

Server Time Thu Apr 24 14:48:16 2008 Server Time Thu Apr 24 14:47:18 2008
NMS Version unknown NMS Version unknown

05 Version 0.99.9b85 0S Version 1.0.0b85

Total Memory 511MB Total Memory S511MB

Free Memory 47MB Free Memory 19MB

Found a bug? Feature Request? Reguest Technical Support

For more information, please refer to Section "Command Reference — switch”. NexentaStor

management suite is designed from ground up to provide administrators with global access
management.

The various services, such as auto-tier and auto-sync, make use of binding of trusts between

appliances when using certain protocols. The NexentaStor management layer makes use of this
strong authentication, and its further used for data path discovery and the above “switch”

command. Basic discovery of source or destination volumes and paths are available today in the

command line interface. The appliance's web interface (Section "“Management GUI - Quick
Introduction”) takes this further to make creation of a multi-tier architecture as easy as possible.

Storage Appliance API

All client management applications (including management console and management GUI, fault
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triggers and storage services, etc.) use Storage Appliance API (SA-API) to communicate to the
Nexenta Management Server. This ensures consistent view of the appliance from all clients,
transactional behavior of all management administrative and monitoring operations, and also
opens possibilities for third-party integrations.

SA-API is public, documented, and available. Please see [2] for details and downloads.

The following diagram illustrates the common-API-connectivity concept: it shows two
management consoles running on two different appliance “boxes” #1 and #2 simultaneously
connected to two management servers, local and remote®. The console clients, as well as all the
rest NexentaStor management clients, use the same networked public API, with bindings provided
for a variety of programming languages including C, C++, Perl, Python, and Ruby.

 — —

( #1 > #0 \

~ NMS NMS 7

NexentaStor API reference documentation is currently provided along with NexentaStor Software
Development Kit (SDK, see [2]). The NexentaStor Software Development Kit (SDK) is intended for
software developers and users of the NexentaStor appliance. The SDK can be used to take a full
advantage of the NexentaStor capabilities, which include unlimited including unlimited incremental
backups or 'snapshots', snapshot mirroring (replication), block level mirroring ('CDP'), integrated
search, and the inherent virtualization, performance, thin provisioning and ease of use of the ZFS
file system. The entire suite of appliance's capabilities is available via Nexenta API (SA-API).

Access to the appliance via SA-API is secure (Section “"Secure Access” below).
For the latest releases, updates, and documentation, please visit http://www.nexenta.com

Management Software

NexentaStor management suite provides intuitive graphical and management console interfaces
for centralized management of Nexenta storage solutions. Designed from ground up for ease-of-
use, NexentaStor management software places the cutting edge NAS functionality at your
fingertips. With NexentaStor management software you can:

* create, grow, and destroy, export and import storage volumes

* share data folders and files via NFS, CIFS, RSYNC, FTP, and WebDAV?*

23. The connectivity between two management consoles (shown in a different color) is a separate NexentaStor feature called
“fast switch”. See “Command Reference” for details.

24. Web-based Distributed Authoring and Versioning (WebDAV) allows users to collaboratively edit and manage files on
remote servers. WebDAV is yet another file/directory sharing option, in addition to provided (and somewhat more
conventional) NFS, CIFS, RSYNC, and FTP. For a background on WebDAY, please see
http://en.wikipedia.org/wiki/WebDAV. WebDAV community and resources can be located at http://www.webdav.org/
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* take snapshots, custom and automated, periodic and on-demand, and implement a user-
defined snapshot retention policies

* automatically and periodically generate storage and service reports
®* run a variety of storage services, periodically and on-demand

* discover, configure, and create iSCSI sessions, deploy iSCSI-attached LUNs?®
and much more

In the end, this reduces the overall storage management burden, maximizes storage utilization
and optimizes IT resources and accessibility.

The management suite consists of the following components:
* Nexenta Management Server (NMS)
* Nexenta Management Console (NMC)
* Nexenta Management View (NMV)
* Storage Services

* NexentaStor Runners: Fault Triggers, Statistic Collectors, and Reporters.

For management software architecture and API, please see [3] (Section “References”).

Appliance Software Upgrade

NexentaStor provides advanced software upgrade and system checkpointing functionality. The
feature is designed from bottom up to allow uninterrupted, safe, and timely delivery of security
fixes, new features and extensions. Once/if upgrades are available, users get notified via Nexenta
management interfaces, for instance:

Notice the little “you've got mail” icon on the top right of the NMV screen. After the appliance get
upgraded, this icon disappears (and will not show up until new upgrades become available).

Two types of upgrades are supported:

v safe upgrade, via cloning a system folder (see Section “Upgrading appliance software —
Safe”)

v in-place (live) upgrades (see Section “"Upgrading appliance software - Live”)

Unless the “safe” option is explicitly specified, the system will automatically detect whether the
upgrade will require reboot, and if so, it will clone the active system folder and safely perform the
software upgrade within this clone. A user then has two options: reboot into the new (upgraded)
system folder or continue working (and possibly activate the upgrade and reboot into it later).

The live upgrading, as the name implies, happens in-place on the running system, and without
reboot. NexentaStor upgrades are transactional — each upgrade has a start (atomic creation of a
unique system checkpoint), and an end (activation of upgraded system folder). Being a complex
transaction, an upgrade can be totally rolled back, thus resetting appliance to an exact atomically
saved system state (checkpoint) in the past. The appliance supports multiple system checkpoints
- the number of checkpoints is configurable. The upgrades are fast and easy to manage. And
most importantly, the upgrades are safe.

25. See http://en.wikipedia.org/wiki/Logical Unit Number. Often, the terms “LUN”, “hard drive” and “disk” are used
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The philosophy behind this functionality is simple: provide 24/7/365 service. The appliance
upgrade functionality preserves the running (active) system at all times. For more information
and usage examples, please see Section “4. Tutorial”.

Indexing NexentaStor Archives

NexentaStor built-in Search Engine (beta®®) is realized via a a special kind of a "runner" called
“indexer” (Section “Terminology”). To create an indexer simply means associating the latter with a
storage folder — for the subsequent indexing of this folder snapshots and the most recent content.
Symmetrically, to destroy an indexer means to disassociate it from the corresponding folder, and
in addition, to remove from storage all the corresponding indexing data.

Once a folder and possibly some/all of its snapshots get indexed, the corresponding data can be
searched. Indexing a large amount of storage takes time, which is why indexer works offline,
according to the specified schedule. However, the search on an indexed folder is almost
immediate. Search results integrated both into NMV GUI and management console (although
Nexenta Management View is definitely a preferable way to view the results).

Features

v Supports Unicode (including code-points beyond the BMP), and stores indexed data in
UTF-8.

v anked probabilistic search - important words get more weight than unimportant words, so
the most relevant documents are more likely to come near the top of the results list.

v Relevance feedback - given one or more documents, Indexer can suggest the most
relevant index terms to expand a query, suggest related documents, categorize
documents, etc.

v Phrase and proximity searching - users can search for words occurring in an exact phrase
or within a specified number of words, either in a specified order, or in any order.

v Full range of structured boolean search operators (for instance: "stock NOT market", "title
AND virtualization", "NexentaOS OR NexentaStor", etc.). The results of the boolean search
are ranked by the probabilistic weights. Boolean filters can also be applied to restrict a
probabilistic search.

The following screenshot illustrates expression power of the appliance's built-in search
engine. This performs a query “CIFS AND MAYBE snapshot AND NOT upgrade” on
yesterday's content (note Searchable Snapshot field below) of a given folder.

26. This development is in progress and will be finalized in the upcoming near-future releases.
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Status Seftings Data Management Help
Data Sets  Services  Runners

Show
Create
Import

Show
Create
Search

Show
Create

Summary Information
Create New Volume
Import Existing Volume

Summary Information
Create New Folder
Probabilistic Search

Summary Information
Create New Snapshot

L)

Console ™ | nexenta-vm v |

Probabilistic Search

[CIFS AND MAYBE snapshot AND NOT upgrade |
Specify search query. Search operators: AND - documents returned by both subqueries: OR - documents returned by either subquery; AND NOT - documents refurned by

Search the left subquery but not the right subquery; FILTER - same as AND but use only weights from left subquery; AND MAYBE - documents returned by the left subquery, but

Query adding document weights from both subqueries; XOR - documents returned by one subquery only; NEAR - documents where the terms are with the specified distance of
each other, PHRASE - documents where the terms are with the specified distance of each other and in the given order; ELITE SET - select an elite set of terms from the
subqueries, and perform a query with all those terms combined as an OR query

Searchable |voll/ajbfc [+
Folder Select specific folder for search (content addressing)

Searchable | voll/a/b/c@yesterday v
Snapshot Select specific snapshot for search (time addressing)

Search

5 results found. 13 document(s) searched

U]

[21% application/pdf 70.9KB] - zfs:/ival/a/b/c/NZA-Roadmap pdf

Snapshots Provide hourly, daily, monthly snapshot scheduling Establish specific retention policies per type of snapshot Establish expiration policies for snapshots per filesystem Enforce
read-only aspects of snapshots Snapshois are currently at the head of a volume. Redirected exposure per user via CIFS needed for Windows shares Tiering Provide various

terms: cifs, snapshot

[21% text/rtf 43.3KB] - zfs://vol1/a/b/c/NZA-Roadmap. rif
--Snapshots Provide hourly, daily, monthly snapshot scheduling 9 100 High High Establish specific retention policies per type of snapshot 9 100 High High
terms: cifs, snapshot

[17% applicatien/msword 5§27.5KB] - zfs:fivol /a/b/c/GettingStarted doc

[pic] Getting Started A Nexenta Storage Appliance Primer Copyright 2007- Nexenta Systems, Inc. [pic] The Nexenta Storage Appliance product targets your end to end storage needs
Whether as your primary NAS for NFS or CIFS, or as secondary storage of the tiered or replicated variety. this ZFS-based product targets the full life cycle of your data, with flexible
snapshots, retention policies, tiering and synchronization between various storage systems, and optional compression per storage container. Broad .

terms: cifs, snapshot

[17% application/pdf 485.9KB] - zfs /ivol1/a/blc/GettingStarted pdf

CIFS, or as secondary storage of the tiered or replicated variety, this ZFS-based product targets the full life cycle of your data, with flexible snapshots, retention policies, tiering and
synchronization between various storage systems, and optional compression per storage container. Broad Foundation The product is based on a controlled Opensolaris-based ...
terms: cifs, snapshot

[17% application/pdf 211.8KE] - zfs /ivol1/a/bic/NZA-GettingStarted par

CIFS, or as secondary storage of the tiered or replicated variety, this ZFS-based product targets the full life cycle of your data, with flexible snapshots, retention policies, tiering and
synchronization between various storage systems, and optional compression per storage container. Broad Foundation The product is based on a controlled OpenSolaris-based ..
terms: cifs, snapshot

Found abug? Feature Request? Request Technical Support

Stemming of search terms (e.g., a search for "football" would match documents which
mention "footballs" or "footballer"). This helps to find relevant documents which might
otherwise be missed. Stemmers are currently included for Danish, Dutch, English, Finnish,
French, German, Hungarian, Italian, Norwegian, Portuguese, Romanian, Russian, Spanish,
Swedish, and Turkish.

Wildcard search is supported (e.g. "nexen*").

Synonyms are supported, both explicitly (e.g. "~cash") and as an automatic form of query
expansion.

Suggest spelling corrections for user supplied queries. This is based on words which occur
in the data being indexed, and will work even if a word cannot be be found in a dictionary
(e.g., "nexenta" would be suggested as a correct for "nexnenta").

Supports database files > 2GB - essential for scaling to large document collections

Allows simultaneous update and searching. New documents become searchable right away.

Formats

Supports the following "raw" data formats:
HTML, PHP, PDF, OpenOffice/StarOffice, Microsoft Word/Excel/Powerpoint/Works
Word Perfect, AbiWord, RTF, Perl POD documentation, and certainly, plain text.

Supports the following "structured" data formats:
MySQL, PostgreSQL, SQLite, Oracle, DB2, MS SQL, ODBC, LDAP
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Operations

Here is how indexer works. The indexer runs in a background, i.e., offline, at a scheduled
intervals. Similar to other periodic services and runners (see Section “"Terminology”), the intervals
can be specified in multiple units of minutes, hours, days, weeks, or months. Each time the
indexer runs, it "notices" new snapshots - that is, snapshots created since its last run on a given
folder. It is expected that those new snapshots are created in accordance with the auto-sync,
auto-tier, auto-snap policies provisioned for the appliance - for more information on the
appliance's 2" tier services see Sections “Data Replication” and “Multi-Tier Storage”.

The indexer then proceeds to indexed those new snapshots into space-optimized index database.
Snapshots are indexed only once. Every scheduled pass may index up to a configurable number
snapshots. If an indexed folder gets destroyed, the corresponding index get destroyed as well. If
a snapshot get destroyed, the corresponding part of the index database is cleaned up too.

Note that a folder without any snapshots can be indexed as well. The feature is called "continuous
indexing" and is enabled by default.
The rest of this section is provided in a form of questions and answers.

Question: How much space will index take?

Answer: This is an estimate: it usually takes from 0.001% to 0.1% of the size of the
original source. Note that the indexing database is stored in a NexentaStor folder with enabled
compression, which should provide for even better space utilization.

Question: Where the indexing database is located?

Answer: Indexing database root is global and configurable through NMS option 'indexroot'.
The default value is: syspool/.index

Question: How can I manage (enable, disable, tuneup) an individual index in NMC?

Answer: In the management console, run:

nmc:/$ setup indexer <name> [enable|disable|property]
In NMV, simply point your Internet browser to /data/runners?selected_runner=<name>

Question: Any guidelines to make the indexer run faster?

Answer: Use option "recursion_limit". It will limit the depth of source scanning. Default is 0
(unlimited). For instance, set it to 3 and see if it helps. In addition, limit a number of snapshots to
index during a single indexer run - the corresponding option is called "snaps_per_schedule". The
default is value 3, that is, by default the indexer, when scheduled, will work on up to 3 new
snapshots.

Question: How to perform a search?

Answer: The built-in search engine supports full range of structured boolean search
operators. The following NMV screenshot illustrates a search for documents that contain the word
'CIFS' and possibly 'snapshot' but not 'upgrade’.

Notice the discovered document URLs - each of those can be opened in your Internet browser for
further research. For detailed usage guide with more illustrated examples, please see the
corresponding sections under "NMC - Management Console” and “*Management GUI - Quick
Introduction”.
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Status Settings  Data Management | Help. "Logout |
Data Sets  Services  Runners Console ™ | nexenta-vm ~| 3

Show  Summary Information Probabilistic Search

Create Create New Volume

[CIFS AND MAYSE snapshot AND NOT upgrade |

Import  Import Existing Volume Specify search query. Search operators: AND - documents refurned by both subgueries; OR - documents returned by either subguery; AND NOT - documents refurned by
Search the left subquery but not the right subquery; FILTER - same as AND but use only weights from left subquery; AND MAYBE - documents returned by the left subquery, but
Query adding document weights from both subqueries; XOR - documents returned by one subquery only; NEAR - documents where the terms are with the specified distance of

Show  Summary Information each other; PHRASE - documents where the terms are with the specified distance of each other and in the given order; ELITE SET - select an elite sef of terms from the

Create Create New Folder subqueries, and perform a query with all those terms combined as an OR query

Search Probabilistic Search Searchable |voll/a/bfc |»
Folder Select specific folder for search (content addressing)

Searchable | voll/a/bjc@yesterday
G S0 Snapshot  Select specific snapshot for search (time addressing)

Create Create New Snapshot
Search
5 results found. 13 document(s) searched

U]

[21% application/pdf 70.9KE] - 2fs: /ol /a/b/c/NZA-Roadmap.pdf

Snapshots Provide hourly, daily, monthly snapshot scheduling Establish specific retention policies per type of snapshot Establish expiration policies for snapshots per filesystem Enforce
reac-only aspects of snapshots Snapshots are currently at the head of a volume. Redirected exposure per user via CIFS needed for Windows shares Tiering Provide various

terms: cifs, snapshot

[21% textirtf 43.3KB] - zfs_/ivol/a/bic/NZA-Roadmap. rif
—Snapshots Provide hourly, daily, monthly snapshet scheduling .9 100 High High Establish specific retention policies per type of snapshot .9 100 High High
terms: cifs, snapshot

[17% application/msword 527.5KB] - zfs:/vol1/a/b/c/GettingStarted.doc

[pic] Getting Started A Nexenta Storage Appliance Primer Copyright 2007- Nexenta Systems, Inc. [pic] The Nexenta Storage Appliance product targets your end to end storage needs.
‘Whether as your primary NAS for NFS or CIFS. or as secondary storage of the tiered or replicated variety, this ZFS-based product targets the full life cycle of your data, with flexible
snapshots, retention policies, tiering and synchronization between various storage systems, and optional compression per storage container. Broad .

terms: ¢ifs, snapshot

[17% application/pdf 485.9KE] - zfs-/ivol1/a/b/c/GettingStarted pdf

CIFS, or as secondary storage of the tiered or replicated variety, this ZFS-based product targets the full life cycle of your data, with flexible snapshots, retention policies, tiering and
synchronization between various storage systems, and optional compression per storage container. Broad Foundation The product is based on a controlled OpenSolaris-based ...
terms: cifs. snapshot

[17% application/pdf 211.8KE] - zfs-ivol1/a/b/c/NZA-GettingStarted pdf

CIFS, or as secondary storage of the tiered or replicated variety, this ZFS-based product targets the full life cycle of your data, with flexible snapshots, retention policies, tiering and
synchronization between various storage systems, and optional compression per storage container. Broad Foundation The product is based on a controlled OpenSolaris-based .
terms: cifs, snapshot

Found a bug? Feature Request? Request Technical Support

LDAP integration

The Lightweight Directory Access Protocol (LDAP) is a common protocol interface to Network
Directory Services. Widely deployed directory services are Domain Name Service (DNS), NIS
(Network Information Service), etc. They provide the clients with information such as host IP
addresses, usernames, passwords and home directories. LDAP is a widely-deployed, simple and
efficient network protocol for accessing information directories. LDAP typically runs over TCP; it
has the potential to consolidate existing Network Directory Services into a single global directory.

NexentaStor provides easy to use LDAP integration, specifically for usage in the mixed CIFS/NFS
environments. In addition, LDAP user and group management can be deployed with NFSv4 - the
default NFS version provided by the appliance. In general, LDAP based user and group
management is required to consistently utilize ZFS extended Access Control List (ACLs) across
heterogeneous file services instead of POSIX permissions and attributes.

To use NexentaStor with LDAP server, make sure the server is available.. You will need your base
DN, with either anonymous or authenticated SASL binds (the latter requiring account DN and
password), and netgroup, user, and group subtree DNs if known. Netgroup (a group of hosts) is
only necessary if currently supported by the LDAP server and is of interest.

For more information, please see Section “Using LDAP” of the chapter “4. Tutorial”.

Note that in addition to Unix based LDAP, NexentaStor provides Active Directory integration - an
implementation of LDAP directory services by Microsoft for use primarily in Windows environments

(Section “Using Active Directory”).

Finally, NexentaStor LDAP client provides integrated ability to authenticate itself using X.509
certificates. Management console and management UI both provide the corresponding
interfaces?.

27. For the management console, please check out 'setup network ssl-bind'and associated 'ssl-unbind'and 'show'
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User. Group and ACL. Management

NexentaStor provides native extended Access Control Lists (ACLs), capable of handling CIFS ACLs,
as well as NFSv4 ACLs, as well as POSIX permissions natively in the same filesystem.

The appliance supports full management of per-user, per-group, per-folder ACLs in its user
interface, while also populating the system with accounts and groups that you may have already
defined in Active Directory or other LDAP-based directory service.

NexentaStor User and Access Control management has the following characteristics:

v Support both local and LDAP (or AD) managed users and groups. In LDAP or Active
Directory configurations, the local users and groups can be used to override centralized

settings.

v Native extended Access Control Lists (ACLs), that are both CIFS and NFSv4 compliant.

Following are two screenshots that show, first, appliance users (most of which are retrieved from
LDAP in this case?®), and the management GUI capability to administer access control to a given
folder (and its subfolders — all operations on ACLs are recursive, to reduce the amount of

administration).

Status Seftings Data Management Help

L)

B: Appliance B2 Network . Disks & Users 3¢ Preferences Console ™ |nexenta-vm |+ | 9

Summary  Summary Information
Mew User Create New Appliance User

Summary Summary Information
Mew Group Create New Appliance User Group

LDAP Client: online
Configure Basic LDAP configuration

Reset configuration to factory defaults and
disable LDAP

View Log View Service Logs

Unconfigure

Summary Information %

User Group Display Name E-Mail Address Created Entities Delete
root root Super-User UNIX
admin staff Administrator me@me.com 2008-05-08 13:24:05 NMWV, UNIX
guest Guest 2008-05-08 13:24:05 NMV o
aly \ I|"|. mlo4 - MS LDAP
LDAP
Igos - grad ee LDAP
ph06 - mi cell LDAP
Al LDAP
LDAP
& LDAP
@ LDAP
Ig06 - 2006-7 visiting scholar LDAP
LDAP
sk06 - Butterfly LDAP
’ " LDAP -
Search Results 1 - 150f 613 [ @ > 8]

Found a bug? Feature Request? Request Technical Support

Notice that in the case below a local 'test-user' and LDAP-defined 'rfgroup' are granted a special

set of permissions:

interfaces.

28. User names on the picture are intentionally skewed to protect users' identities.
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Status Seftings Data Management Help

Wy Data Sets B Shares & Senvices

Show
Create
Import

Show
Create
Search

Show
Create

As always

Summary Information
Create New Volume
Import Existing Volume

Summary Information
Create New Folder
Probabilistic Search

Summary Information
Create New Snapshot

% Runners

Edit Folder: voll/b

Read-Only Parameters:

Name

name

creation

used

available
referenced
compressratio
mountpoint
casesensitivity

JLETE)

Console ™ | nexenta-vm + =

Value

voli/b

Thu Mar 27 11:43 2008
18K

953M

18K

1.00x

/volumes/voll/b
sensitive

Access Control List: found 4 ACL entry(s)
Entity Allow

group@

SIEELEY execute, delete_child, delete

list_directory, read_data, add_file,
write_attributes, delete, write_acl,

list_directory, read_data, add_file,

list_directory, read_data, add_file,

write_data, write_xattr, execute, delete_child,
write_owner

write_data, add_subdirectory, append_data,

Deny Delete

write_data, add_subdirectory, append_data, ®

useritest-user execute, write_attributes, write_owner

group:rfgroup list_directory, read_data, execute ®

(+) Add Permissions for User
(+) Add Permissions for Group
(+) Reset ACL to Defaults

Read-Write Parameters:

Human-readable description for this folder

Description

Quota Limits the amount of space a dataset and its descendants can consume. Default is "none”

, NexentaStor CLI management client provides the same capabilities - via command

line. The users and groups can be retrieved (that is, 'shown'), created and deleted, extended
permissions can be modified and all the rest related management operations can be executed
using either NMV or/and NMC.

NexentaStor ACLs are native across ZFS, CIFS, and NFSv4, and as such have no conflict in how
they are operated on. Generally, one accomplishes ACL management via the following tasks:

1) local user or LDAP configuration

2) definition of per-user or per-group capabilities per volume or folder

3) overall management of ACLs and ACEs system wide, allowing overriding of end user
activity via CIFS/NFS

<@

A note on NFSv3 vs. ACL

NFSv3 relies on POSIX permissions, which are a subset of ZFS extended ACLs. Thus,
NFSv3 clients will only check with the POSIX level permissions.

However, even though POSIX permissions may otherwise grant a permission to a
user, that will be nullified if the extended ACL on the server is defined and otherwise
denies that access.

Guidelines on using (or not using) extended ACLs in a mixed (NFSv4, NFSv3, CIFS)
environments are discussed elsewhere.

For more information, please see Section “"Notes on User Management and Access Control”.
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Jumbo Frames

The screenshot (below) illustrates network interface configuration, and in particular, an easy way
of using Jumbo frames. The latter boils down to setting MTU size, with a considerable complexity
of vendor-specific operations on the respective network interface drivers completely hidden from
the user. The appliance removes this complexity and recovers from any error resulting from a
misconfiguration.

Status Settings Data Management VM Management Help ~_)
B Appliance 85 Network = Disks & Users %€ Preferences Console testbox1 j 6]
Summary Basic Network Settings Edit Networking Interface: e1000g0
Create Create Metwork Interface -
. Static j
Router Setup Default Router Configuration Method

Metwark Interface configuration method: static or dynamic (via DHCP)
Name Servers Setup Mame Servers

i . . [192.168.2.2
=l Sf”d LB LI IP Address Statically assigned Pvd address in @ dot-decimal notation (# 2.8 &)
SSLIDAP-Bind ind remote hostvia LDAP &
sst Subnet Mask [255.255.255.0
Statically assigned subnet mask in a dot-decimal notation (# 2 2 #)
Using DHCP as i issi 9000
ael 1 92.1953.3?_1 281255 255 255 0 n‘:;lm“m Transmission ;osggabégggil1bo Frames, enter MTU in the following byte range
€1000g0 Configured as 1.1.1.1/255.255.255.0 ) :

ith mtu 1500
with mtu Modify| Unconfigure

Found a bug? Feature Reguest? Reguest Technical Support
As always, the same functionality is available via NMC, via 'setup network interface'
operation.

WORM

WORM (Write Once, Read Many) is attributed to data storage which is physically incapable of
being rewritten. WORM storage media includes CD-R and DVD-R.

NexentaStor provides WORM capability via pluggable module. Any data folder can be made Write
Once, Read Many, which will then effectively prevent the folder's content to be modifiable. The
latter includes the entire content, including files, directories, and existing sub-folders.

Any data folder without exception can be WORM activated; the opposite operation, however, is not
permitted: WORM cannot be deactivated. Hence, an important note:

Once activated, WORM cannot be undone. WORM folder stays WORM for its
lifetime.

WORM protects the contents and to this end, certain functionality is limited. Specifically:

* sub-folders of the WORM folder cannot be created®

29. The corresponding functionality may be added in the future
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* rollback of the WORM folder is not permitted (and will fail)
* WORM folder can be destroyed only after its entire content expires (see option keep-days
below)
In NMC, run:

nmc:/$ setup folder <name> worm

to review available WORM sub-commands,

nmc:/$ setup folder <name> worm activate
to WORM the specified folder, or:

nmc:/$ setup folder <name> worm activate -h
for details and usage examples.

At WORM activation time you can specify keep-days — the number of days to ensure read-only
access to each file in the WORM folder. The option allows to set WORM time limit on a per file
basis. If omitted, write access is never allowed (which is equivalent to saying "keep forever").

Secure Access

NexentaStor appliance provides secure access to other NexentaStor appliances as well as
administrative management client applications on the network. The picture below illustrates an
appliance (with its main functional blocks) being accessed from/by another appliance and two
management clients. The inter-appliance access is executed either via SSH, or via SA-API (Section
“Storage Appliance API"), or both. All management client applications, whether developed
internally by Nexenta Systems, Inc and/or by 3™ parties, access appliance via SA-API.

Wel;\\_ §
client :
NMC, NMV, NMS... - N
yanothcr \-——
'Qplianﬁc/) ‘ @onsml |
— clicy
—

NMV — Management View

NMC - Management Console

| NexentaStor
Runners

NMS - Management Server

2" tier Storage \ NexentaStor

Services Plugins...
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In all cases, access to appliance requires client authentication. NexentaStor supports two
authentication mechanisms:

1. via IP address of the client machine
2. via ssh-keygen generated authentication keys.

The 2", ssh-keygen based, mechanism is the preferred one. This is the mechanism used by
NexentaStor appliances to communicate between themselves. The latter is required to run storage
replication services, to execute in a group mode, to switch between appliances for the purposes
of centralized management. To enable inter-appliance communication, simply use NMC 'ssh-
bind' command (see “Note on SSH Binding”). Once the appliances are ssh-bound, all the
capabilities mentioned above are enabled automatically, and executed in a secure way. Please see
Section “Centralized Management” for more information.

To use IPv4 address based authentication, simply make sure that IP address of your management
client machine is recorded on the appliance, via NMC 'setup appliance authentication'
command, and select 'iptable' option. Administrative access to the appliance is required to
perform this command. Alternatively, to use ssh-keygen generated authentication keys with your
management application running on Windows, Linux or any other platform, use the same NMC
command 'setup appliance authentication'command, and select option 'keys'.
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3. NMC — Management Console

NMC can be used universally to view and configure every single aspect of the appliance: volumes
and folders, storage and network services, fault triggers and statistic collectors.
Nexenta Management Console (NMC) is:

* Power shell that delivers appliance's multi-tier storage services, data replication, fault
management, and reporting

* Single-point management client - all Nexenta appliances in the network can be
administered without re-login. In fact, "switching" between appliances is instantaneous...

@ With NMC you can:

4
v
v

R X < N

create, grow, and destroy, export and import storage volumes
share folders and files via NFS/CIFS/RSYNC/FTP/WebDAV ([24])

take snapshots, custom and automated, periodic and on-demand, and
implement a user-defined snapshot retention policies

automatically and periodically generate storage and service reports
run storage services, periodically and on-demand
record and non-interactively replay NMC (batch) sessions

discover, configure, and create iSCSI sessions, deploy iSCSI-attached
LUNSs,

and more.

@ NMC provides:

v

R X X |

group execution mode to manage a group of appliances as a single
entity.

enhanced batch execution mode via record/replay mechanism.
high-level context-defined command completion mechanism
numerous manual pages (a.k.a. usage guides), and summary helps
context-defined usage "cues" and hints

interactive dialogs with step-wise guided command execution,

and more.

This section is a user guide to NMC. A brief introduction with navigation guidelines and the most
basic conventions is followed by top-level commands and their subcommands, Tutorial pages®’,
numerous usage examples, collection of tips and guidelines, and more.

30. With additional playback demonstrations available on the nexenta.com website, at http://www.nexenta.com/demos
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Getting Started with NMC

Nexenta Management Console is pre-configured with administrative super-user account: root.
The default password is sent to you in email, along with the product Registration Key. Don't forget
to change this password. For more information, please see NexentaStor Quick Start Guide at
http://www.nexenta.com/docs.

To login, you could use either directly attached console, or ssh as root to the appliance's IP
address®!.

The fastest way to start with NMC is to press TAB-TAB, type the first a few letters of a selection
(a.k.a. command completion - note that the available choices are displayed just below the
cursor), and then repeat this routine until the command is complete. At which point you press
Enter.

This is similar in a way to completing the directory and executable names in a regular Unix shell.

By definition, a command is complete if either:

* TAB-TAB does not produce any new output

or

* command is executable*?

Completing NMC commands via TAB-TAB is one alternative. There is another: type a word or two
and press Enter. (For instance, type 'show' or 'setup' and press Enter). The selection, as
demonstrated by a screenshot below®, is then done in a menu-style: using arrows and Enter.

I

nmc@ahost:/$ show

all auto-snap collector group network snapshot volume
appliance auto-sync faults iscsi recording trigger
auto-scrub auto-tier folder lun reporter usage

nmc@ahost:/$ show faults
The appliance appears to be absolutely healthy: no faults.

nmc@ahost:/$ show
Option ?

all appliance auto-scrub auto-snap auto-sync auto-tier collector
EETMETllfolder group iscsi lun network recording reporter snapshot

trigger usage volume

Choose one of the options above, 'q' or Ctrl-C to quit

all outstanding faults in the system on a per-trigger basis:

In presence of multiple options, one way to selectis to press
Enter ... and then select.

This menu-based way of completing NMC commands can be disabled via the
'ask_incomplete' NMC option. See Section "Preferences" for details.

31. or hostname, if propagated via DNS

32. Which is indicated by presence of <Enter> — see Section “Navigation” and screenshots below

33. Some of the screenshots throughout this document may be outdated — captured from older versions of NexentaStor. This
may be reflected in minor differences with actual appliance screens you may notice..
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You can interchangeably use the “TAB-TAB” approach for command completion, type command
names or partial command actions to enter a menu driven mode, or add “-h" as necessary to
most secondary commands for full usage statements and examples.

Whichever way you use to enter commands, NMC will present a number of (completion) choices.
To quickly find out the meaning of all those multiple options, type '?' and press Enter. For
instance, type 'show appliance', and press TAB-TAB or Enter:

nmc@myhost:/$ show appliance

In response NMC will show a number of options - in this particular case appliance's services and
facilities that can be "shown". Note that <?> is part of the 'show appliance' completion set -
its presence indicates availability of brief per-option summary descriptions.

Next:
* type"?
* observe brief descriptions

* decide which (completion) option to use

repeat the sequence, if needed

See also:

Section "Navigation" for further general-usage discussion on how to navigate
NMC.

@ Section "Tutorial" for usage cases and commentary.

Section “"Command Reference” for NMC command reference.

Navigation

To navigate NMC, you can interchangeably use the “"TAB-TAB” approach for command completion,
type command names or partial command actions to enter a menu driven mode, or added “-h" as
necessary to most secondary commands for full usage statements and examples.

NMC is a management shell, and as such, it provides all the features typically expected of
command shells.

Management console maintains a log (a history) of executed command. The command history is
accessible via:

* 'history' (type 'history' and press Enter)
* Up and Down arrows at the prompt

® Ctrl-R to perform reverse search

NMC provides I/0 redirection, command completion, piping and background execution, and so on.
See Section "Tips and Guidelines" for more usage tips and examples.
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@

A Note On NMC Viewer

NMC employs the popular less utility as its internal Viewer. To allow
convenient paging, scrolling and searching, NMC runs the viewer automatically
- if and when when the operation produces more than a single screen of an

output.
When in 'less', you will see a short instruction at the bottom of the screen:

Up/Down/PgUp/PgDn/w/z - scroll, /- search, q - qui

In addition to 'q' (quit), you could always hit Ctrl-C to terminate the viewing
mode (as well as any other NMC operation and dialog). The viewer supports a
multitude of options, allows to search NMC operations' result set, save it in a
text file, and more. Run 'help less' for more information.

All NMC operations are accompanied with usage information and examples. While entering a
command, look for <-h> - its presence would mean that the usage text for this command is

available.

o

For instance, type 'create volume' and press TAB-TAB.

With NMC you'll never need to do much typing. For instance, in the example
with 'create volume', you could first type 'cr' and press TAB-TAB. NMC will

complete it to 'create'. Then type 'v' or 'vol', and press TAB-TAB — here's what
will show up:

nmc@myhost:/$ create volume

show <Enter> <help|-h> <?>

This effectively presents the following completion choices:

show show existing volumes
<Enter> enter a dialog, fill out the required parameters and subsequently

<help|-h> get the command's manual page, with synopsis, full description of

<?> get a few-lines short summary description.

execute the command (by pressing Enter)

all command-line options that would allow to execute the
command in a batch (non-interactive) mode, and usage examples.

Nexenta Systems, Inc. All rights reserved.
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Top-Level Commands

NMC supports 11 top-level commands®*; the exact list can be obtained at any time by pressing
TAB-TAB at a prompt. These are:

show setup
query switch help

destroy create run share unshare record

N

nmc@ahost:/$

alias date grep 1s option rmdir switch
cat destroy gzip lunsync options run tar

cd df help man query setup unshare
chmod exit history mkdir quit share

chown fastswitch index mkfile record shell

create find less mv rm show
nmc@ahost:/$ ]

Pressing TAB-TAB always displays available
options. The result depends on the current
command line context. In particular, TAB-TAB at the
bare prompt will display all top-level commands

The above example shows a “TAB-TAB” key action at NMC prompt resulting in a NMC commands*®.
Selecting, for instance, setup and another “TAB-TAB” sequence will list the available sub-

commands. At any point pressing the return key will begin a menu driven command mode that
will allow any further options or necessary arguments to be answered interactively. One can
always exit an interactive command by pressing the “Ctrl-C” key combination.

For each NMC command, to get a manual page with a complete set of its use cases, simply run
help <command>. For instance:

nmc@myhost:/$ help setup

Super Commands

Out of total 11, the first two top-level commands are somewhat notable: the majority of
administrative management actions can be performed using setup and show.

The appliance is sub-divided into components — managed services and objects —
which in turn consist of sub-components, and so on. The taxonomy, that is, the
entire management hierarchy reveals itself via setup and show “super
commands”.

As an example, type setup and press TAB-TAB or Enter. The menu of choices will include
'appliance', 'network', 'group', etc. From this point on you can traverse the tree-like

appliance's management hierarchy. For a context-sensitive summary, type or select '?' at any step
of the way. For instance, 'setup ?' will display:

34. At the time of this writing..
35. Some of the screenshots throughout this document may be outdated, which may be reflected in minor differences you
may notice. For the latest updated documentation please refer to Nexenta Systems, Inc. website
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appliance
auto-scrub
auto-snap
auto-sync
auto-tier
collector
folder

group

iscsi
network
recording
reporter
snapshot

trigger
usage

volume

nmc@ahost:/$ |

* Configure Nexenta Storage Appliance, deploy storage services,
create, configure and grow storage volumes, manage groups of appliances,
iSCSI, network,

Iy

statistic collectors, etc. - all aspects of the system.

Appliance configuration: general settings
Configure and deploy auto-scrub storage services
Configure and deploy auto-snap storage services
Configure and deploy auto-sync storage services
Configure and deploy auto-tier storage services
Enable, disable, and run appliance collectors
Create, destroy, share, unshare, snapshot, and
configure folders

Group appliances to execute commands and recorded
sessions on each appliance in the group.

For background execution use '&' at the end of the
commandline.

Setup iSCSI configuration

Administer network interfaces and services

Record and re-play NMC sessions

Enable, disable, and run appliance reporters
Create and destroy snapshots, rollback folders

to previous snapshots

Enable, disable, run, show fault triggers

Usage Guide: full collection of usage texts

for all specific 'setup' commands in the system
Administer volumes: create, destroy, import, export,
add and replace LUNs, set properties, snapshot =

NMC is a CLI, and as such it provides numerous commands. The important,
however, is that you never need to remember those commands. To configure
appliance, simply enter setup, and then keep pressing TAB-TAB and making
selection. See Section “"Navigation” (or type 'help navigation') for details.

Command Reference

show display any given object, setting or status

setup create or destroy any given object; modify any given setting

query advanced query and selection

switch manage another Nexenta Appliance or a group of appliances

destroy destroy any given object: volume, folder, snapshot, storage
service, etc.

create create any given object: volume, folder, snapshot, storage service,
etc.

run execute any given runnable object, including storage services:
auto-snap auto-scrub auto-sync auto-tier

share share (via NFS, CIFS, RSYNC, FTP and WebDAV [24]) a volume or
a folder.
Share zvol (Section “Terminology”) via iSCSI.

unshare unshare a volume or a folder

record start and stop NMC recording sessions

help NexentaStor manual pages

As a general rule of thumb, verbs such as show, create, destroy, etc. take as arguments the

service, dataset, or equivalent to act upon. Detailed NMC command reference follows below.
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show Display any given object, setting or status.
In particular:

III

* show “all” appliance at a glance: appliance's network and storage
services, interfaces, shares, volumes, and hardware

¢ display system information, versioning, memory, mailer settings,
storage services, network collectors, fault triggers

* show Nexenta Management Console (NMC) - settings and logs

* show Nexenta Management Server (NMS) - settings and logs
hostname and domainname, UUID, saved configurations

* show storage volumes, folders/filesystems, and snapshots

* show selected folders, their properties, shares, and snapshots
* show snapshots: verbose/non-verbose, recursive/non-recursive
* show auto-scrub storage services

* show auto-snap storage services

* show auto-sync storage services

* show auto-tier storage services

* show auto-cdp storage services

¢ display all outstanding faults: count, severity, description,
timestamps

* display groups of appliances
* show iSCSI initiators and iSCSI configuration

* show LUNs®*: directly and remotely attached, removable media, I0
statistics, general information

* show network interfaces, routes, and services

* show reporters: daily, weekly and custom-defined
* show fault triggers

* show statistic collectors

* show version

For complete collection of 'show' sub-commands and man pages, run:

nmc@myhost:/$ show usage

36. See http://en.wikipedia.org/wiki/Logical Unit Number. Often, the terms “LUN”, “hard drive” and “disk” are used
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setup Configure, create or destroy any given object; modify any given setting.
In particular:

setup appliance configuration (general settings)
configure and deploy auto-scrub storage services
configure and deploy auto-snap storage services
configure and deploy auto-sync storage services
configure and deploy auto-tier storage services
configure and deploy auto-cdp storage services

administer volumes and zvols: create, destroy, import, export;
add, replace, attach and detach LUNs, set properties, snapshot

create, destroy, share, unshare, snapshot, and configure folders

create and destroy snapshots, rollback folders to previous
snapshots

setup iSCSI configuration, discover iSCSI targetrs, create and
destroy iSCSI sessions

setup group appliances to execute commands and recorded
sessions on each appliance in the group

administer network interfaces and services

record and re-play NMC sessions

configure, enable, disable, run, show fault triggers
configure, enable, disable, run and show appliance collectors

configure, enable, disable, run, and show appliance reporters

Run 'setup' to set a property, enable, disable, share, unshare, import,
export, create, destroy, run a service, grow a volume - generally, to
perform any configuration management operation.

Complete collection of 'setup' sub-commands and man pages is available

nmc@myhost:/$ setup usage

interchangeably.
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query Advanced query and selection.

To quickly locate and display appliance's objects using arbitrary complex
search criteria, NMC provides a powerful 'query' command.

The syntax of the command is 'query -e <expression>', where
expression is any logical formula with names of objects' properties used
as expression's variables, e.g.:

"compression eq off" - to locate folders (for which compression is
switched off),

"quota < 1M" - to query data sets limited to 1 MB,

"type eq hourly" - to locate all hourly auto-services (including
auto-sync, auto-scrub, auto-tier,

and auto-snap),

Use regular expression syntax (canonical symbols) such as:

eq, ne for string comparison,

<, >, ==, <=, >= for number comparison,

=~ for regular expressions,

and, or, not to combine all those elements

into one compound logical formula

NMC supports an extension of the expression syntax that allows to
disregard property values and query based on the presence of properties
with matching names. For instance,

nmc@myhost:/$ query -e size and type
will locate all objects having both 'size' and 'type' properties.

Example: check health of all volumes in the system:

nmc@myhost:/$ query -e health
or, more specifically:
nmc@myhost:/$ query volume -e health
The result may look like:
NAME PROPERTY
voll health=ONLINE
vol4 health=DEGRADED

Run 'query -h'or 'query usage' for an overview, usage, and examples.
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switch Manage another Nexenta Storage Appliance, or a group of appliances.

Nexenta Management Console supports two different switch-to-remote-
appliance mechanisms:

1. regular (non-fast), and
2. fast switch, or 'fastswitch'.

Once "switched" to the remote appliance, you can inspect its storage and
networks settings, setup services, generate reports, etc. There is no need
to run separate ssh sessions and/or open separate management
terminals - you can switch back and forth between appliances by simply
running 'switch appliance <hostname>'.

Managing a remote appliance via non-fast version of switching requires
previously defined ssh-binding (see “"Note on SSH Binding”). In that
sense the non-fast switch is similar to auto-tier and auto-sync

services

The "fast" switching is built upon the ability of management consoles to
communicate with each other via remote procedure call transport. The
'fastswitch' alias (see Sections “”, "NMC shortcuts and aliases”) could
be used as a shortcut instead of 'switch appliance -f'. The
'fastswitch' does not require appliances on the network to be ssh-
bound. The added benefit of -f 'fastswitch' option, is that, as the name
implies, the "switching" itself from an appliance to another appliance is
fast. In fact, it is instantaneous.

The 'switech' command has two variations:

* 'switch group' - switch to a group, or in other words, enter a
"group mode" to perform operations on a given group of
appliances

* 'switch appliance' - switch to a remote appliance. All NMC
operations including interactive ones, will be communicated to a
remote appliance, and the results will be transferred back.

See also: 'fastswitch' below, in Section "".

See also:

* Section “Centralized Management” - for general background and
introduction

® Section “Tutorial” - for usage examples and commentary

* Section "Management GUI - Quick Introduction” - for similar NMV

functionality
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destroy destroy any given object: volume, folder, snapshot, storage
service, etc.

For the complete collection of 'destroy' man pages, run:

nmc@myhost:/$ destroy usage

create Create any given object: volume, folder, snapshot, storage service,
group of appliances, network interface.

See also: Section “”

For a quick list of objects that can be created, type 'create' and
press TAB-TAB. For the full list of 'create' man pages, run:

nmc@myhost:/$ create usage

This will list all 'create' subcommands, with their corresponding
manual pages.

nmc@ahost:/$ create
auto-scrub auto-sync folder network usage
auto-snap auto-tier group snapshot volume
nmc@ahost:/$ create

vl

nmc@ahost:/$

alias date grep 1s option rmdir switch
cat destroy gzip lunsync options run tar

cd df help man query setup unshare
chmod exit history mkdir quit share

chown fastswitch index mkfile record shell

find less mv rm show

nmc@ahost:/$ create

auto-scrub auto-sync folder network usage

auto-snap auto-tier group snapshot volume

nmc@ahost:/$ create usage

The 'usage’ option consolidates all
manual pages for the corresponding
command - ‘create’, in this case. This
information can be searched for
keywords, etc.
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run

Execute any given runnable object, including storage services:
auto-snap, auto-scrub, auto-sync, auto-tier

and NexentaStor runners:

fault triggers, statistic collectors, reporters

The command facilitates on-demand execution.

For an overview and usage of any one of the listed services, run

nmc@myhost:/$ create <service-name> -h

Complete collection of 'run' manual pages is available via:

nmc@myhost:/$ run usage

See also: Section “Tutorial”.
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share Share a volume or a folder via NFS, CIFS, RSYNC, or FTP.
Share zvol (see Section “Terminology”) via iSCSI.

Makes local volume or (folders) pathname available for mounting by
remote systems.

Makes local zvol available for iSCSI Initiators for using it as iSCSI-
attached block device.

For NFS, the command supports 'rw', 'ro', and 'root' options - each
option contain zero or more colon-delimited netgroups and/or hosts.

Example - share 'voll/a/b' folder via NFS:

nmc@myhost:/$ share voll/a/b nfs

rw : group-engineering:10.16.16.92
ro : group-marketing
root : admin

extra-options:

Any existing share(s) can be listed, for instance:

nmc@myhost:/$ share voll/a/b nfs show

See also: Section “Tutorial”

Or run:

nmc@myhost:/$ share usage

This will list all 'share' subcommands and corresponding manual pages.

unshare Unshare volume, folder, or zvol.

For more information, run:

nmc@myhost:/$ unshare usage

This will list all 'unshare' manual pages.
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record Record NMC session. Make the “recording”, start, stop, and view NMC

recording sessions.

With NMC, management operations often require specification of multiple
options. A combination of NMC recording facility and NMC multiple-
selection and other dialogs gives the best of both:

* interactive (guided) filling-out of the required parameters
* ability to execute the "recorded" command many times, on
many different Nexenta appliances.
Usage: <name> | stop | view-current
Once recorded, the NMC session can be re-played any number of times.

The recording facility enhances capability of the Nexenta Management
Console to execute batch (non-interactive) jobs. While recording is active,
all commands are stored in their "final" form, even though you may be
entering some (or all) of the options interactively.

For instance, run:
* record abc

®* create auto-tier

At this point NMC will prompt you to start filling out all required
parameters. Once completed, run:

®* record view-current

You will see a complete command populated, with all the right options.
This command, and the entire recorded session, can now run without user
interaction.

To start a new session, simply state the (new) name in the command line,
for instance: 'record new-batch'. To stop recording, simply type
'record stop'.

While the recording is active all commands are stored with the session. An
active recording is denoted by (xr) in the prompt, for instance:

nmc@myhost:/$ record aaa

Started recording, session name: 'aaa'. To stop
recording, type 'record stop'.
(r) nmc@myhost:/$

A recording session may be closed (stopped) and re-opened multiple

times. Each next time new records are appended to the session file.
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4. Tutorial

This Tutorial demonstrates only a small part of appliance's functionality. Please use NMC and NMV
to discover its full power and flexibility.

Additional tutorial is available on the website, in a form of playback movies, at
http://www.nexenta.com/tutorials

Here are the specific URLs:

Initial Configuration Wizard will guide you through the first steps of setting up
the appliance. Just point your Internet browser to the Wizard's URL (see Quick
Start Guide for details on that), and follow online instructions.

¢ Initial Configuration Wizard

Nexenta Management View (NMV) provides appliance's web management
interface. NMV combines intuitive graphical interface with ease of use, ability to
monitor all appliances on the network with ability to easily execute the most
essential administrative operations.

¢ Nexenta Management View

Nexenta Management Console (NMC) can be used universally to view and
configure every single aspect of the appliance: volumes and folders, storage and
network services, any given appliance on the network and groups of appliances.
The following 5 tutorials introduce NMC and demonstrate very basic operations.
Please use NMC to discover its full power!

* Nexenta Management Console: Introduction

* Nexenta Management Console: Volumes and Folders

* Nexenta Management Console: Automated Snapshots

* Nexenta Management Console: Replication (Tiering) Basics

* Nexenta Management Console: Continuous Data Protection (remote
mirroring)
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The first 10 sub-sections of this section demonstrate how to:

5 Lo u ks wnN R

©

Create a volume

Create folders

Share a folder

Take periodic snapshots

Set up a tiering service (a) over NFS and (b) over SSH
Upgrade appliance software

Setup auto-cdp service (see “Terminology”)

Re-register the appliance with a new license key.

All operations are accompanied by many examples, are screenshot-illustrated and heavily
commented, with comments being generally applicable to all the rest NMC operations..

Creating a volume

NexentaStor utilizes the ZFS filesystem for flexible, unlimited storage growth. Volume

management has been made simple,

with only a basic knowledge of performance versus

redundancy useful to best utilize your raw storage. A good way to start is to attempt “dry-run”
volume creation. NMC dry-run is one of many supported options that one can find, along with
examples, but trying out the “create volume -h"” command. In almost all cases, you will want

to set up either mirrored volume pool or parity based RAID pool*’.
The following NMV screenshot demonstrates functionality similar to NMC's 'create volume':

Status Settings Data Management | Help

Data Sets Services Runners

Mifdgaut)

Console ™ | nexenta-vm =

Create New Volume

Show  Summary Information
Create Create New Volume
Import Import Existing Volume

Show Summary Information Volume Type
Create Create New Folder

Search Probabilistic Search
Available

Disks
Show Summary Information
Create Create New Snapshot Volume
Name

Volume
Description

Found a bug? Feature Request?

For advanced options, please consider using Nexenta Management Console (NMC). With NMC you
will be able to create multiple redundant configurations within a data volume, specify multiple spare
drives, automatically create storage services, get an extended help information.

Pool of Disks N

Data redundancy configuration: Pool, Mirror, RAID, etc
c3t0*BADdO : iSCSl(scsi) : 1.0GB

c2t1d0 : DAS(scsi) : 4.1GB

c0d1 : DAS(ide) : 4.1GB

c1d0 : DAS(ide) : 4.1GB
Available physical disks. Mounted/Slices/Partitions not allowed

Volume name as specified by ZFS pool name description

Optional volume description. Maximum length is 255 characters

Create Volume

Copyright 2005-2008 Nexenta Systems, Inc.

Notice an “advanced option” comment on top of this picture.

37. For details and discussion regarding ZFS setup please refer to

http://www.solarisinternals.com/wiki/index.php/ZFS_Best_Practices_Guide which serves as an

excellent source of in-depth information for both beginners and storage experts.
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@ A Note On Redundant Configurations

A mirrored volume pool consists of matched drives or drive groups, where by
data always has a redundant copy on the mirrored set of disks. Mirroring can
make use of other pooled technologies such as parity, allowing multiple groups
of disks to be setup each with one primary array and one secondary, mirrored
array. In most cases, for best reliability and performances, administrators
would setup a combined or striped set of mirrored devices (sometimes
referred to as RAID 10). In the case of two-way mirrors RAID 10 will halve
your overall storage capacity, but will provide the best read/write performance,
as reads are striped across all of the primary disks, and writes only require a
single duplication of each write to a secondary drive. At any time, any number
of failed drives are permitted, as long as no two drives in a paired set fail at
the same time.

Parity based RAID volumes make use of one or two dedicated drives to
maximize capacity without reducing redundancy of stored data. Each write is
committed across all drives in a group, including the parity devices, and they
further take some penalty in calculating the parity. The reverse is equally true,
as reads must combine data and parity across all devices in a group. To
improve performance, it is generally recommended to also stripe multiple
parity based RAID groups together to allow parallel reads/writes to the disk.
This is commonly referred to as RAID 50. Up to one drive in a RAIDZ1 group,
or two drives in a RAIDZ2 group can fail at a time without losing data. In the
RAID50 setup, you both allow for future expansion with new parity groups, as
well as allow for more drive failures, limited still to at most two per group.

In both mirrored and parity based RAID volumes, you should establish multiple
spare devices equal to the size of each member drive. Redundant, striped
arrays of either variety, with sufficient spare disks, allow one to achieve the
greatest level of reliability on commodity disks. As disk capacity grows and
gets ever cheaper, you can expand on these striped volumes. The ZFS based
filesystem allows for continuous volume growth, but consistent disk group
sizing across a striped array is recommended. Therefore, as disk sizes
increase, it is considered a good practice to create disk sub-groups of as close
to an equal size as possible.

Redundant configurations improve not only reliability of your NexentaStor
system but performance as well. For mirrored configurations:

* Random reads scale linearly with the number of disks; writes scale
linearly with the number of mirror sets.

* Read throughput scales linearly with the number of disks; write
throughput scales linearly with the number of mirror sets.
For parity (RAID-Z, RAID-Z2) configurations:

* Random I/O reads and writes scale linearly with the nhumber of RAID
sets.

* Sequential I/O throughput scales linearly with the number of data (non-
parity) disks.

All of the above may sound a bit complicated but in fact it is not.. NexentaStor
hides the complexity and makes the volume configuration management
simple and intuitive. So, read on.
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To create a new Nexenta Appliance volume, you need spare drives a. k. a. LUNs (*Terminology”,

see also footnote on page #35 of this document).

@ To see all appliance's disks:

nmc@myhost:/$ show lun

As always, detailed manual page for this command (as well as all the rest NMC
commands) is available via -h (help) option:

nmc@myhost:/$ show lun -h

If there are no spare LUNSs, you could still go through the steps below, but a

volume obviously won't be created..

For more information on LUN management, see Section "Managing LUNs".

The corresponding NMV function is located under Settings/Disks, example:

Status  Settings Data Management Help

Appliance Network Disks Users Preferences

Disks Summary Information

All Disks
Discover Discover Targets and Attach Disks

Initiator  Configure iSCSI Initiator Disk
Target Configure ISCSI Target c3todo
c3t1do
c4t0d0
c4t1do

c2t0do

Summary Information: Disks

Size
1187.3GB
1187.3GB
1187.3GB
1187.3GB
0.0MB

Model

Promise, Rev. V0.0
Promise, Rev. V0.0
Promise, Rev. V0.0
Promise, Rev. V0.0
TSSTcorp, Rev. TS04

Disks Statistics (updates every minute)

Disk

To create a volume, run:

r/s w/fs

nmc@myhost:/$ create volume

or, the same:

kw/s wait actv

nmc@myhost:/$ setup volume create

scsi
scsi
scsi
scsi

cdrom

asvc_t

Console

Attach
DAS
DAS
DAS
DAS
DAS

SYow

edu v

Volume
tier2
tier2
tier2
tier2

%b ar

and press TAB-TAB. This will display a list of completion options explained in detail in
Section "Navigation” ('help navigation'). Notice the <-h> and <help> options -

their presence indicates the availability of extended usage information. Thus, for the

man page run:

nmc@myhost:/$ create volume -h

One of the supported options allows to try (or "dry-run") volume creation without actually
creating the volume and making any changes. You could try this option to play with various

redundancy configurations: mirror, raid, etc.
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N

-n Dry-run. Display the resulting configuration without
actually performing the operation.

Please consider your data redundancy and IO performance
requirements carefully. For instance, a simple mirror
configuration provides both the benefits of data redundancy

and read performance. If you need even better data protection,
3-way has significantly greater MTTDL (Mean Time To Data Loss)
than a 2-way mirror, while going to a 4-way mirror offers only
marginal improvement. More guidelines can be found at
www.solarisinternals.com/wiki/index.php/ZFS_Best_Practices_Guide

* A raidzl configuration maximizes disk space and generally
performs well when data is written and read in large chunks
nmc@ahost:/$ create volume -n

Volume : vdemo
Group of devices : c2t0do, c2tlde
Group redundancy type : mirror

would create 'vdemo' with the following layout:

vdemo
mirror
c2tode
c2tlde
nmc@ahost:/$ show volume all
no volumes available =
nmc@ahost:/$

Run:

nmc@myhost:/$ create volume

and press Enter. NMC will guide you through the interactive process of creating a new
volume.

[v]

nmc@ahost: /% create volume
Volume : vdemo
Group of devices : (Use SPACEBAR for multiple selection)

cldl Eeradclslcilc2t1do

Select one or more LUNs to form a new group of devices in the volume vdemo.
(Note that next you'll be able to specify type of the device configuration:
mirror, raidz, etc.). Navigate with arrow keys (or hjkl) or Ctrl-C to exit.
lun id: c2t@dO@, device: sdO, size: 2047MB, SCSI

At any step of the way you can break without making any changes by pressing Ctrl-C.
Note helpful hints at the bottom of all dialogs. To create a volume non-interactively, supply
the volume name and configuration in the command line, e.g.:

nmc@myhost:/$ setup volume create voll mirror c2t0d0 c2tld0 -y

This will create a two-way mirror 'voll' based on two SCSI drives. If unsatisfied, you can
destroy the newly created volume and repeat the steps above. To destroy the volume,
run:

nmc@myhost:/$ destroy volume

or even, skipping the confirmation dialogs:

nmc@myhost:/$ destroy volume voll -y
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Creating a folder

This and the following subsections assumes that we have a volume 'voll' in the system.

nmc@myhost:/$ create folder voll/a/b

This will create a folder voll/a and its subfolder voll/a/b - in one shot. See 'create
folder -h'for detailed discussion and examples.

nmc@ahost:/$
clear-errors
destroy

nmc@ahost:/$
clear-errors
destroy

nmc@ahost:/$
create show
nmc@ahost:/$
create show

NAME

chmod exit history mkdir quit share
chown fastswitch index mkfile record shell
create find less mv rm show

nmc@ahost:/$ destroy folder vdemo/tmp

Destroy folder 'vdemo/tmp' and its subfolders ? Yes
folder 'vdemo/tmp' destroyed.

setup volume vdemo

export replace-lun show folder snapshot
grow share unshare property <?7>
setup volume vdemo

export replace-lun show snapshot
grow share unshare property <?7>

setup volume vdemo folder

<?7>

setup volume vdemo folder

<?7=>

nmc@ahost:/$ setup volume vdemo folder create
<Enter> <help|-h> <?>
nmc@ahost:/$ setup volume vdemo folder create tmp

TYPE USED AVAIL MOUNTED QUOTA COMPRESS

vl

vdemo/tmp filesystem 18K 1.95G yes none off

nmc@ahost:/$ create folder vdemo/other-folder/subfolder

NAME TYPE USED AVAIL MOUNTED QUOTA COMPRESS
vdemo/other-folder filesystem 36K 1.95G yes none off
vdemo/other-folder/subfolder filesystem 18K 1.95G yes none off

nmc@ahost:/$ |

In NMV, similar functionality is provided via Data Management tab: click on Data Sets under this

tab, and then Create under Folders:

Status Settings Data Management | Help

Data Sets Services Runners

Show
Create
Import

Show
Create
Search

Show
Create

Summary Information
Create New Volume
Import Existing Volume

Summary Information
Create New Folder
Probabilistic Search

Summary Information
Create New Snapshot

L)

Console ™ nexenta-vm v A

Create New Folder

Folder Name
Description
Record Size

Compression

Number of
Copies

For advanced options, please consider using Nexenta Management Console (NMC). With NMC
you will be able to share folders for accessing via NFS/CIFS/RSYNC/FTP

Unigue path within the ZFS namespace. Maximum length of a dataset name is 256

\vol1/a/blc/d |

Human-readable description for this folder

128K ~
Specifies a suggested block size for files in the folder. Default is 128K

off b

Controls the compression algorithm used for this dataset. Default is "off"

1 v

Conirols the number of copies of data stored for this dataset. Default is "1"

Add Folder

Similar to NMC, here you can create several nested folders in one shot.

Obviously, the volume and folder names are given just as an example, here and throughout the
rest of this section.
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Use:
nmc@myhost:/$ setup volume voll folder a

nmc@myhost:/$ show volume voll folder a/b

to view and change folder properties.

The following screenshot illustrates folder-property-update operation®:

vdemo/tmp setuid on default =
vdemo/tmp readonly off default
vdemo/tmp zoned off default
vdemo/tmp snapdir hidden default
vdemo/tmp aclmode groupmask default
vdemo/tmp aclinherit secure default
vdemo/tmp canmount on default
vdemo/tmp shareiscsi off default
vdemo/tmp xattr on default
vdemo/tmp copies 1 default
vdemo/tmp nms:description inherited from vdemo
nmc@ahost:/$ setup folder
create
show
<7>
nmc@ahost:/$ setup folder vdemo/tmp
destroy share show
nmc@ahost:/$ setup folde :Lnlﬂgie a space usage quota on the new
destroy share show -
nmc@ahost:/$ setup folde R
show compression reservation <Enter>
atime devices readonly setuid <help]| -h>
checksum nms :description recordsize sharenfs

nmc@ahost:/$ setup folder vdemo/tmp property quota

quota : 10MBJ}
View or modify folder's quota, valid values: <size> | none. Press Ctrl-C to =
exit.

Most NMC operations that deal with folders and volumes can be typed in a
shorter form, by omitting 'volume' and 'folder' keywords.

For instance:

nmc@myhost:/$ setup volume voll folder a

is equivalent to:

nmc@myhost:/$ setup voll/a
and:

nmc@myhost:/$ show volume voll folder a snapshot

is the same as:

nmc@myhost:/$ show voll/a snapshot
and the latter in turn is the same as:

nmc@myhost:/$ show snapshot voll/a
For more information, please refer to Section "Tips and Guidelines".

38. For similar NMV functionality, please see Section “NMV Configuration and Fault Management”
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Sharing a folder via NFS

Any network attached file server on the market today is expected to service both UNIX and
Windows clients with the NFS and CIFS protocols respectively. Where they generally differ is in
their levels of robustness, scalability, and ability to join the various authentication domains
available for the two protocols.

NexentaStor provides one of the best existing NFS stacks. NFSv4 is used by default; optionally
you could change the default (to NFSv3 for instance) via NMS configuration. Its multi-threaded
design allows for great scalability, with users of both v3 and v4 able to access file system
snapshots through the protocol.

First, make sure NFS is up and running:

nmc@myhost:/$ show network service nfs-server

Notice that 'show network service' and 'setup network service' can be used to display and
configure network services, as the names imply..

The corresponding NMV function is located under Settings/Network. For instance, to configure
NFS, go to Settings => Network => NFS server and click on Configure. A sample screenshot
follows:

Status Settings Data Management Help "Logout .

Appliance Network Disks Users Preferences Console ™ | nexenta-vm v

Manage NFS Server Settings: online

Summary Basic Network Settings
Create Create Network Interface Service State Service is currently enabled
Router Setup Default Router Uncheck it fo disable service
Name Servers Setup Name Servers NFSD queue 32
SSH-Bind Bind remote host via SSH Iength Connection queue length for the NFSD over a connection-oriented transport
LOCKD queue
Iength Connection queue length for the LOCKD over a connection-oriented transport
ael Configured as 192.168.236.100/255.255.255.0 .
ae0 Configured as 171.64.101.179/255.255.254.0 Server Version Sets the maximum version of the NFS protocol that will be registered and offered by the NexentaStor NFS

server. The defaultis 4

Concurrent NFSD 32

Servers Maximum number of concurrent NFS requesis
CIFS Server: online
. . . Concurrent
Configure Basic CIFS configuration LOCKD Servers Maxmum number of concurrent LOCKD requests
Join Workgroup  Join Windows Workgroup
Unconfigure Reset configuration to factory defaults = ¢jient version Sets the maximum version of the NFS protocol that will be used by the NFS client. Can be overridden by the
. . . "vers=" NFS mount option. If "vers=" s not specified for an NFS mount. this is the version that will be
View Log View Service Logs attempted first. The default is 4
NFS Server: online Change Settings
Configure Basic NFS configuration
Unconfigure Reset configuration to factory defaults
View Log View Service Logs

RSYNC Server: online
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In NMC, type:

nmc@myhost:/$ share

and press TAB-TAB or Enter. The completion choices will include 'folder', 'usage’,
'volume', and 'voll/' - that is, assuming 'voll' is the only volume in the system.

Let's now share the entire volume 'voll':

nmc@myhost:/$ setup volume voll share nfs -o
rw=primary,root=primary

Alternatively, since 'share' is one of the top-level commands (see Section 'Top-Level
Commands' or run 'help commands'), you could use a shorter variant:

nmc@myhost:/$ share voll/ nfs -o rw=primary,root=primary

Here we are also using the fact that 'volume' and 'folder' keywords can be omitted,
as explained in the previous subsection.

This will share the entire 'voll', with all its subfolders. More exactly, by default the subfolders

inherit the "sharing" property from their parent. It is possibly to override this default behavior -
see 'setup volume voll share nfs -h'

So, the above would be mounted as myhost://volumes/voll if our hostname was myhost.

As always with NMC, you could create a share interactively, by running:

nmc@myhost:/$ share voll/ nfs

NMC will then prompt you to specify read-write access and other share qualifiers, and will guide
you through the process.
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It is important to note that all shares for NFS are relative to /volumes, or
whatever the 'volroot' property is set to.

Run 'show volume <name> share nfs'to show the actual mountpoint of any
given shared folder.

To see the current settings:
®* run 'show appliance nms config',
* and/or refer to Section "Preferences",

* and/or run 'help options'.

To see all shares in the appliance, simply type 'show share', for instance:

nmc@ahost:/$ show share

FOLDER CIFS NFS RSYNC FTP SAMBA
vdemo/a/b/c - Yes - - -
vdemo/new - Yes - - -

Here's another 'show share' example, that will display NFS shares a verbose form:

nmc@myhost:/$ show voll/ share nfs -v

This will display all 'voll' shares recursively, including subfolders. See the
corresponding man page for details:

nmc@myhost:/$ show voll/ share nfs -h

All NexentaStor shares for NFS are relative to /volumes, or whatever the NMS
'volroot' property is set to.

NexentaStor uses NFSv4 by default. To force the server to use NFSv3, set
NFS_SERVER_MAX variable to 3 in the server configuration file.

Edit the server configuration via:

nmc@myhost:/$ setup network service nfs-server edit-settings

This is particularly useful if only NFSv3 clients are used with the NexentaStor
NFS server.

However, if you have a mix of v3 and v4 clients, it would then make sense not to
change the default on NexentaStor side. Instead, to force NFSv4 clients to use
v3, mount using the following syntax:

server:/share /localmount bg,intr,vers=3,noacl

NFS shares can be easily created and administered using NexentaStor's GUI: NMV. Go to Data
Management => Data Sets => Folders, and click on Show. The corresponding summary screen
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will list all existing folders in the appliance, and allow you to share the folders via variety of access

methods. For instance:

Status Seftings = Data Management | Help

Data Sets Services Runners

Show
Create
Import

Show
Create
Search

Show
Create

Summary Information
Create New Volume
Import Existing Velume

Summary Information
Create New Folder
Prebabilistic Search

Summary Information
Create New Snapshot

Summary Information: Folders

Folder

voll

voll/a

voll/b

vollle
voli/e/primary

voli/c/primary/a

(Logout
Console ™  nexenta-vm v A
Refer Used Avail CIFS NFS FTP RSYNC Index Delete
22K 7.02M 3.96G ] Edit ] Edit ] Edit Edit O »®
6.48M 6.51M 2.90G Edit [ Edit Edit [ Edit ] 3
20K 20K 2.90G [ Edit [ Edit [ Edit [ Edit O 3
21K 58K 2.90G ] Edit Edit [ Edit Edit ] 3
19K 37K 2.90G ] Edit ] Edit ] Edit [ Edit O »®
18K 18K 2.90G ] Edit ] Edit ] Edit [ Edit [ x®

Found a bug? Feature Request? Request Technical Support

Copyright 2005-2008 Nexenta Systems, Inc.

To share a folder, simply check the corresponding checkbox. In this example, we are NFS-sharing
folder 'voll/c'. The operation is recursive - it'll share the folder and its sub-folders.

Note also that anonymous read/write access is enabled by default. The anonymous username is:

nfs (user id = 60001).

The anonymous NFS username is: nfs (user id = 60001). For anonymous
access, the client must have the same user ID defined. NexentaStor client will
have this ID defined.

To view or change the default settings, click on the Edit link to the right of the corresponding
checkbox. The following screen will show up:

Status Settings Data Management | Help

Data Sets  Services Runners

Show
Create
Import

Show
Create
Search

Show
Create

Summary Information
Create New Volume
Import Existing Volume

Summary Information
Create New Folder
Probabilistic Search

Summary Information
Create New Snapshot

L)

Console ™  nexenta-vm ¥ A

Edit NFS share for folder: vol1/c

Read-Write

Read-Only

Extra Options

Root

Anonymous
Read-Write

Recursive

Specify Read-Write access list. Overrides the 'Read-Only' suboption for the clients specified. The list contains zero or more
colon-delimited netgroups and/or hosts, for instance: netgroup-engineering:10.16.16.92

Specify Read-Only access list. This list has no effect if'Read-Write' field is set to ™. The list contains zero or more colon-delimited
netgroups and/or hosts, for instance: netgroup-engineering:10.16.16.92

Comma-delimited list of options to control access to the shared resource. The general fomat of extra options is
option1,option2,.._optionN - for instance: nu=netgroup-engineering:10.16.16.92 ro=netgroup-marketing root=admin. Notice the usage of
colon ("'} in this example. See usage (-h) for details

Only root users from the hosts specified in this list have root access. For this option to work. appliance domain name MUST match
client's domain name. By default, no host has root access, so root users are mapped to an anonymous user 'nfs:nobody'. The list
contains zero or more colon-delimited netgroups and/or hosts, for instance: netgroup-engineering:10.16.16.92

=
Allow anonymous access to this share. Shared top-level directory will be granted with read-write access for anonymous user 'nfs'
Default is 'true'

Recursive sharing mode; do share nested folders. Default is 'true'

Change Settings

Found a bug? Feature Request? Request Technical Support

Here you can change the defaults.

For more information, please refer to Section *"Management GUI — Quick Introduction”.
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Unless you are an experienced NFS user or system administrator, here are a few
important guidelines:

1. Make sure that domain name on the client and the server are the same. This is
particularly critical for NFSv4 only environments. Different domain names is one
common reason for getting 'Permission denied' when accessing a shared location
from NFS client. Run 'show appliance domainname' to find out.

2. If the client and server domain names are not matching (and cannot be changed to
match), try using 'anon=0' setting via Extra-Options.

3. Do not leave the 'Root' field empty. The safest option is to explicitly set Root to
client's hostname. Note: specify not the client's IP address but the actual hosthame
in a form <host.domain> that can be resolved. Use colon (':") delimiter to specify
more that one client host and/or netgroup.

4. Otherwise, if you want to open root permissions for all NFSv4 and NFSv3 clients
without explicitly specifying the client hostnames in the 'Root' field, use 'anon=0'

setting via Extra-Options.

NexentaStor and MAC OS X

Here's yet another example that demonstrates mounting NexentaStor shares from Mac OS X
version 10.5 ("Leopard"). The following assumes that nstor.mydomain. com is the appliance's
hostname, and machost.mydomain.com is 10.5 client. The example includes NMC output and
commentary.
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nstor:/$ share tier2/test nfs

Read-Write : machost.mydomain.com
Read-Only

Root : machost.mydomain.com
Extra Options : root

Anonymous Read-Write : false

Recursive : false

Modifed NFS share for folder 'tier2/test’

On machost, the 10.5 client:
machost:/$ sudo vi /etc/auto_home

(adding the following line to /etc/home)

test nstor.mydomain.com: /volumes/tier2/test

(note that the above left is makes it /home/test and the above right is the source
volume.)

machost:/$ sudo automount -vc
automount: /net updated
automount: /home updated

automount: no unmounts
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Sharing a folder via CIFS

NexentaStor provides one of the best existing kernel and ZFS integrated CIFS stacks. CIFS

support in NexentaStor is a new addition. The underlying system allows for defining flexible share

points ('setup network service cifs'). NexentaStor management UI provides a similar

functionality. This section includes both NMC and NMV based examples to illustrate

NexentaStor/CIFS operation.

The first step is to configure CIFS server. Or, at least, review the built-in defaults.

NMV provides Network page under its Settings tab, to configure all network services, including

CIFS:

Status Settings Data Management Help

Appliance Network Disks Users Preferences

Summary Basic Network Settings
Create Create Network Interface
Router Setup Default Router

Name Servers  Setup Name Servers
$SH-Bind Bind remote host via SSH

ae0d Using DHCP as 192 168.102.128/255 255 2550

CIFS Server: online
Configure

Join Workgroup
Unconfigure

Basic CIFS configuration

Join Windows Workgroup

Reset configuration to factory defaults
View Log View Service Logs

NFS Server: disabled
Configure Basic NFS configuration
Unconfigure
View Log View Service Logs

Reset configuration to factory defaults

RSYNC Server: disabled

Configure Basic RSYNC configuration
Unconfigure Reset configuration to factory defautts
View Log View Senvice Logs

FTP Server: online
Configure Basic FTP configuration
Unconfigure Reset configuration to factory defaults

View Log View Senice Lags

Basic Network Settings

Network Interfaces

Interface Type Configuration

ae0 single Using DHCP as 192.168.102.128/255.255.255.0
$8H Bound Hosts

Host Pingable SSH-Accessible Is-Appliance

Foundabug? Feature Request? Request Technical Support

Copyright 2005-2008 Nexenta Systems, Inc

In NMC, network services are configured via 'setup network service'.

Console ™ | ahost v | .

Primary

‘Login

Delete

®

Unbind

In NMV, you will find a number of links to configure, join workgroup, unconfigure, and view the log
file (see above). The following screenshot illustrates viewing CIFS lodfile:
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%) Nexenta Management View : Settings for Network - Mozilla Firefox

Fle Edt Vew Hstory Bookmarks Took Help

« - -@ g https://192.168.102.128:2000

k/?this_forr

:_server &l~[ B G-

Status Settings Data Management Help

Appliance Network Disks Users Preferences

Summary Basic Network Settings
Create Create Network Interface
Router Setup Default Router
Name Servers  Setup Name Servers
SSH-Bind Bind remote host via SSH

ae0d Using DHGP as 192 168 102 128/255 255 255.0

CIFS Server: online

NFS Server: disabled

RSYNC Server: disabled

FTP Server: online

Configure Basic CIFS configuration
Join Workgroup Join Windows Workgroup
Unconfigure Reset configuration to factory defaults
View Log View Service Logs

Configure Basic NFS configuration
Unconfigure Reset configuration to factory defaults
View Log View Service Logs

Configure Basic RSYNC configuration
Unconfigure Reset configuration to factory defaults
View Log View Service Logs

Configure Basic FTP configuration
Unconfigure Reset configuration to factory defaults
View Log View Service Logs

Done

View Service Logs

Log File

Line Count

Found a bug?

Console ™ |ahost v | .9

[varjsve/loginetwork-smb-serverdefaultiog | v
Select service log file you want to view

[ Feb 28 18:53:24 Enabled. ] ~
[ Feb 28 18:53:24 Executing start method (", usr-libsembsrv/smbd start"
Smbd: NetBIOS services started

[ Feb 28 18:53:29 Method "start" exited with status 0. ]

[ Feb 28 18:56:25 Rereading configuration. ]

[ Feb 28 18:56:25 Executing refresh method (:kill). ]

[ Feb 20 19:15:49 Stopping because service disabled. ]

[ Feb 28 19:15:49 Executing stop method (:kill). ]

[ Feb 28 19:16:28 Enabled. ]

[ Feb 28 19:16:28 Executing start method (" usr-lib/smbsrv-/smbd start"
smbd: NetBIOS services started

[ Feb 28 19:16:32 Method "start" exited with status 0. ]
[ Feb 29 14:49:43 Stopping because service disabled. ]

[ Feb 29 14:49:43 Executing stop method (:kill). ]
[
[
=
[
[
[
[
[

Feb 29 14:50:00 Enabled. ]
Feb 29 14:50:00 Executing start method (" usr/lib/smbsrv/smbd start"
mbd: NetBIOS services started

Feb 29 14:50:04 Method "start" exited with status 0. ]

Feb 29 14:54:11 Stopping because service disabled. ]

Feb 29 14:54:11 Executing stop method (:kill). ]

Feb 29 14:54:21 Enabled. ]

Feb 29 14:54:21 Executing start method (" usz~1ib/smhsry smbd start"
smbd: NetBIOS services started

[ Feb 29 14:54:25 Method "start" exited with status 0. ]

[ Feb 29 14:57:13 Rereading configuration. | -

Browse log file using horizontal and vertical scrollbars

Select how many lines from the end of the logfile to show
Show

Feature Request? Request Technical Support

192.168.102.128:2000 &

The corresponding NMC command would be 'show network service cifs-server log'.

The important screen, however, is CIFS Server Settings, which you get by clicking on the link
denoted as Configure. In NMC, the corresponding command would be 'setup network
service cifs-server configure' (see footnote™®).

Status Settings Data Management Help

Appliance Metwork Disks Users Preferences

Summary
Create
Router

Name Servers
S$SH-Bind

Basic Network Settings
Create Network Interface
Setup Default Router
Setup Name Servers
Bind remote host via SSH

aed Using DHCP as 192.168.102.128/255.2565.2565.0

CIFS Server: online

Configure

Join Workgroup
Uncenfigure
View Log

Basic CIFS configuration

Join Windows Workgroup

Reset configuration to factory defaults
View Service Logs

NFS Server: online

Configure

Basic NFS configuration

Manage CIF
Service State
Server String

Anonymous
Password

L)

Console ™ [zhost ~ | .4

S Server Settings: online

Service is currently enabled
Uncheck it to disable service

MNexentaStor CIFS
Specifies an optional description for the system, which is a text string. This property value might appear in various
places, such as Network Neighborhood or Network Places on Windows clients. By default, no value is set

Password for Anonymous/Default user "smb". By default new files and directories will be created with user permission
set to "smb" and group set fo "other"

Change Settings

Here, make sure that the server is enabled, and specify a password*® for anonymous access.

At this point you may create CIFS shares. In NMV, click on the Data Management tab, go to Data
Sets, and list all existing folders by clicking on the Show link under Folders:

39. As always, there is no need to remember this command. Simply enter setup, and then keep pressing TAB-TAB and
making selection.

40. The default password is sent to you in email, along with the product Registration Key. For more information please see
NexentaStor Quick Start Guide at http://www.nexenta.com/docs.

Nexenta Systems, Inc. All rights reserved. 57


http://www.nexenta.com/docs

‘5‘ Data Management Welcome Administrator  Logout
Data Sefs ~ Services Runners Console = =

T e Summary Information: Folders

Create Create New Volume Folder Refer Used Avail CIFS NFS FTP RSYNC Index Delete
Import  Import Existing Volume vdemo 21K 429M 579M [ Edit [ Edit [ Edit ] Edit O 3
_ vdemola 19K 428M 547M [ Edit [ Edit [ Edit [ Edit |d] ®
Ty Summary Information vdemo/a/b 428M 428M 547M [] Edit Edit [ Edit [] Edit O »®
Create Create New Folder vdemolalblc 22K 39K 547M [ Edit Edit [ Edit ] Edit ] ®
G B R Sl vdemo/new 21.5K 38.5K 547M [J Edit [J Edit [ Edit [J Edit O x®

Show Summary Information
Create Create New Snapshot

Found a bug? Feature Request? Request Technical Support

Copyright 2005-2008 Nexenta Systems, Inc.

In NMC, the corresponding commands are 'show share' and 'show folder' (or 'df'), for
instance:

nmc@ahost:/$ show share

FOLDER CIFS NFS RSYNC FTP SAMBA
vdemo/a/b/c - Yes - - -
vdemo/new - Yes - - -

To share a folder, use 'share' command (NMC) or simply check the corresponding checkbox
(NMV). In this example, we are sharing folder 'vdemo/a/b':

‘_.'\ Data Management Welcome Administrator  Logout
Dafa Sets  Services  Runners Console = =3

For | SomEyTETETD Summary Information: Folders

Create Create New Volume Folder Refer Used Avail CIFs NFS FTP RSYNC Index Delete
Import  Import Existing Volume vdemo 21K 429M 579M [ Edit [ Edit [ Edit [ Edit [m] b 4
_ vdemoia 19K 428M 547M [ Edit [ Edit [ Edit [ Edit (] ®
Show  Summary Information vdemo/alb 428M 428M 547M Edit Edit [ Edit ] Edit 0 ®
Create Create New Folder vdemo/albic 22K 39K 547M Edit Edit [ Edit [ Edit (] x
Search Probabilistic Search vdemoinew 21.5K 38.5K 547M [ Edit [ Edit [ Edit [ Edit O *®

Show Summary Information
Create Create New Snapshot

Found a bug? Feature Request? Request Technical Support

Copyright 2005-2008 Nexenta Systems, Inc.

The operation is recursive - it'll share the folder and its sub-folders. Note that in the example
above 'vdemo/a/b/c' got shared as well.
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Status
Data Sets

Show
Create
Import

Show
Create
Search

Show
Create

Summary Information

Seftings

Services

Data Management | Help /Logout |
Runners Console ™ [ahost ~ | .

Edit CIFS share for folder: vdemo/a/b

Create New Volume Share N fvdemo_a_b ]
are Name et

Import Existing Volume This must be unique

v

Anonymo_us Allow anonymous access fo this share. Shared top-level directory will be granted with read-write access for anonymous user 'smp'
N Read-Write Default is 'frue'. The default password for anonymous user is 'nexenta’

Summary Information
Create New Folder Recursive Recursive share mode; do share nested folders. Default is 'true’
Probabilistic Search Change Settings

Summary Information
Create New Snapshot

Found a bug? Feature Request? Request Technical Support
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This screenshot (see above) contains several important pieces of information:

@

2)

3)

Anonymous username

The built-in anonymous username is: smb. Unless you are using Active
Directory (Section “Using Active Directory”), this is the nhame you will need to
specify to access the share.

Note that anonymous read/write access is enabled by default. To view or
change the default settings, click on the Edit link to the right of the
corresponding checkbox (see picture above).

Default group of CIFS users

By convention, the pre-configured group of CIFS users is: WORKGROUP. To
change the default, go to Setting => Network and click on Join Workgroup
link.

Share name

By convention, a folder named 'volume-name/folder-name' becomes a
CIFS share named 'volume-name folder-name'.

That fact is reflected on the previous screenshot: 'vdemo/a/b' will be visible
on CIFS clients under name 'vdemo_a_b' (see above).

Next, we simply point Windows Explorer to the appliance's hostname or IP address. The very first
time, Login will be required:
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Connect to zhost

A

4]

Connecting to 192.168.102.132

User name: ‘ﬂ Emb N ‘

Password: ‘ ssssses ‘

[ |rRemember my password

[ o [ coneal ]

If you forgot the password, please go to CIFS Server Settings (under Settings => Network), click
on Configure, and re-enter the password. In NMC, the corresponding command would be 'setup

network service cifs-server configure'

After successful authentication, the shared folders will show up:

¥ NexentaStor CIFS (192.168.102.128)
Fle Edt View Favorites Tools Help

Qsack - O T /:7 Search || Folders [:3]~

Address | § TTEERERUIEE

4| Name Comments
. vdemo_a_b Jvolumes/vdemo/a/b
—'lZvdemo_a b c Jvolumes/vdemo/a/b/c

Network Tasks

& Add a network place

& View network
connections

% Set up a home or small

office netwark

Assuming anonymous access is enabled, we can now start using the NexentaStor folders as

Windows directories:

» vdemo_a_b on NexentaStor CIFS (192.168.102.128)
Fle Edt View Favorites Tools Help

Qsack - O T /:7 Search || Folders [:3]~

L OX
Fo

Address | 1192.168.102.128\vdemo_a_b

V‘GO

# | Name Size Type Date Modffied

Flle and Folder (Lot - File Folder 2/28/2008 6:42 PM
) Rename this folder | () nexenta-core-platform_1.0... 417,354 KB ISO File 1/9/2008 9:56 AM

g @ QuickTimelnstaller.exe 20,822 KB Application 12/6/2007 2:43 PM
¥ Move this folder E) test.txt LKB Text Document 2/28/2008 7:11 PM

) Copy this folder

&) Publish this folder to the
Web

Note on the picture above that NexentaStor folder 'vdemo/a/b/c' shows up here as a directory
named 'c'. Since 'vdemo/a/b' was shared recursively, you can access 'vdemo/a/b/c' via its own
share named 'vdemo_a b _c'. Accessing it from 'vdemo_a_b' requires setting up ACL on the CIFS

server side that by default NexentaStor currently does not provide.
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Sharing a folder via WebDAV

NexentaStor provides an easy way to access (read, write, create, delete) its files and directories
via Web-based Distributed Authoring and Versioning (WebDAV).

WebDAV is a popular set of extensions to the HTTP protocol allowing users to collaboratively edit
and manage files on remote web servers. NexentaStor certainly includes web server functionality,
which you do not have to manage. The web server is managed behind the scenes by the appliance
itself. This section explains how to share a NexentaStor folder in a few easy steps.

Actually, there are only two (easy) steps.

Similarly to “"Sharing a folder via NFS"” and “Sharing a folder via CIFS”, go to NMV's Data
Management => Shares, select a folder to share, and check the corresponding checkbox:

£ Nexenta Management View : Shares - Mozilla Firefox Eg
Fle Edit View History Bookmarks Tools Help
@-o-¢ % [%5 https://192.168.19.79:2000/datashares/ s[~[ k] G-

Nexenta Management Vie... L4 || Index of /voll/a

Status Settings Data Management Help "Logout

&3 Data Sets W Shares & Senices % Runners Console ™ |thost | .9

Show  Summary Information Summary Information: Folders

Create Create New Folder Folder Refer Used Avail CIFS NFS FTP RSYNC WebDAV Index Delete

vol1 18K 7.39M 1001M [ Edit ] Edit [ Edit [ Edit ] Edit 0 »®

voll/a 7.10M 7.12M 965M [ Edit ] Edit [ Edit [ Edit Edit (] x®
CIF$ Server: online volilaib 18K 18K 969M [ Edit [ Edit [ Edit [ Edit [ Edit [m] *
Configure Basic CIFS configuration
Identity Configure Windows to UNIX M Rt -3 E]
Mapping identity mapping
Join AD/DNS Become a member of W

Done 192.168.19.79:2000 &

To edit share settings, click on the Edit link to the right of the corresponding checkbox. As always,
you can do the same via management CLI. For instance, to show existing shares in NMC, the
corresponding commands are 'show share' and 'show share -v' (for verbose), for instance:

nmc@thost:/$ show share
FOLDER CIFS NFS RSYNC FTP WEBDAV SAMBA
voll/a - - - - Yes -

nmc@thost:/$ show share -v

PROPERTY VALUE

folder voll/a

share name /volumes/voll/a
comment "

auth type Basic
anonymous_rw true

deny hosts

allow hosts
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At this point, the share is already accessible via Internet Browser. For anonymous access, use the
the default (anonymous) username:

@ The built-in anonymous username is: webdav. To change it, in NMV go to
Data Management => Shares. In NMC, run 'setup network service
webdav-server', or simply 'setup network service'and press TAB-TAB

%) Index of /vol1/a - Mozilla Firefox Q@g|
Fle Edit View History Bookmarks Tools Help

E&-o-& 4% [0 https://192.168.19.79/vol1/a/ &)~ B [ICl- “
7 Nexenta Management View : ... [} Index of /vollfa (%]

Index of /voll/a

Name Last modified size Description

; Parent Directory
: 1.txt 23-Apr-2008 16:34 8
% NexentaStor-MamtArch..> 23-Apr-2008 17:03 314K
: NexentaStor-QuickSta..= 23-Apr-2008 17:01 768K
%_ NexentaStor-UserGuid..> 23-Apr-2008 16:51 4.4M

NexentaStor-wp.pdf 23-Apr-2008 16:36 1.1M
(S 23-Apr-2008 16:29
Done 192.168.19.79 &

Notice the WebDAV URL, with the following outline: https://<hostname> /folder

At this point you can already read-access the WebDAV shared folder, via Internet Browser. For
easy access from Windows, you will also need to Map Network Drive.

During our experiments with WebDAV we've found that Windows ability to use
WebDAV depends both on the OS version (Windows 2003, XP, Vista), and
installed Service Pack. Some of the issues are documented by Microsoft, e. g.:

http://support.microsoft.com/?kbid=841215

The easiest option seems to be: using webdrive, as demonstrated below.

To map appliance's folder onto Windows network drive, run webdrive application*!, and connect:

41. Downloadable from http://www.webdrive.com/, with trial version available at the time of this writing
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™ WebDrive Version 8.01 R|

File Utiities Help
Marme
|nexenta51ur H Connect ]
Site Address/LIRL
DCDnnect
|htps://192.168.19.78/val o/ | Offline
Ei ftigs...
Server Type Drive
[wehDav v | [we v
Help
[Jconnect at lagin/ startup
[Janonymous {Public Logon
Usernarme
|Webdav ‘
Fassward
[ 1 \
[ MNew Site ] [NEWFDldEr] [ Delete ] [Ch:ll’]ESiiE] Sa\;epasswgrd

Use the same URL to map the Windows drive letter as used for the Internet Browser (see above).

Once the Windows drive letter (W: in the example above) is created, you have a full native access
to appliance's folder(s) from Windows file Explorer, as shown below:

™ nexentastor on "Webdrive’ (W:)
‘ Fle Edit View Favorites Tools Help

O (] J: /'._\J Search [(~ Folders [ZZ%]v
Agdress|f_] W\

| Name Size Type Date Modified
File and Folder Tasks b File Folder 4/23/2008 4:30 PM
3 Make a new falder [£] 1.txt 1 KB Text Document 4/23/2008 4:34 PM
T NexentaStor-QuickStart. pdf 768 KB Adobe Acrobat Docu...  4/22/2008 11:59 AM
€ Publish this folder to the = NexentaStor-UserGuide.pdf 4,527 KB Adobe Acrobat Docu...  4/22/2008 7:27 PM
— T NexentaStor-wp.pdf 1,158 KB Adobe Acrobat Docu...  4/23/2008 4:36 PM
T NexentaStor-MgmtArch.pdf 314 KB Adobe Acrobat Docu...  1/8/2008 6:48 PM

Other Places

Similarly to “Sharing a folder via NFS” and “Sharing a folder via CIFS” (above), you can limit
access to read-only, remove or allow the “anonymous” access option.

With WebDAV, you can use secure connection (the appliance's default, via HTTPS), or unsecured
access via plain HTTP. To change these settings, in NMV go to Data Management => Shares. In
NMC, run 'setup network service webdav-server', or simply 'setup network service'
and press TAB-TAB
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Taking snapshots

A major feature of this appliance is virtually unlimited point in time snapshots of the filesystem.
The underlying filesystem is of the copy-on-write variety, that further uses transactions with
checksums to ensure that all data on disk is uncorrupted. At the same time, a reference to the
filesystem state can be made at any time to serve as a checkpoint that can be either referenced
or reverted to. These are snapshots, and provide the most efficient online backup solution to date.

Naturally, one can manually create snapshots per volume, such as “setup volume voll
snapshot create mysnap” which would create a point-in-time snapshot for “voll” named
“mysnap”. More examples follow below:

1) nmc@myhost:/$ create snapshot voll/a@today
Take snapshot of voll/a folder and name it 'voll/a@today'

2) nmc@myhost:/$ create volume voll folder a snapshot today
Same as above.

3) nmc@myhost:/$ create voll/a snapshot today
Same as above.

4) nmc@myhost:/$ setup voll/a snapshot create today

Same as above.

One can view snapshots relative to that volume (but not subfolders) using "show volume data
snapshot”. One can also use the query command (Section "Command Reference - query”) to
find snapshots based on a qualifier, such as all snapshots with “*data” in its name: query
snapshot -e “name=~voll/a” - see the query command man page (‘query -h') for details.

Appliance's auto-snap service enables easy management of snapshots, providing regular
multiple period scheduling of any filesystem, as well as retention policy enforcement. You can
selectively choose per snapshot type to keep as little or as many snapshots as you wish, always
deleting older snapshots to make way for new ones. Snapshots can be kept for years, and can be
generated frequently throughout the day.

You can create snapshot services on a per volume or per folder basis. In many cases a global per-
appliance definition for snapshots will do.

For instance, to snapshot all filesystems daily, at 12am:

nmc@myhost:/$ create auto-snap

Prompted by NMC, select 'daily' and then choose 12am time. Select some reasonable
number of snapshots to keep (a.k.a. retention policy), for instance 30 (this will provide
one month of history).

The same requirements can be executed in one shot, non-interactively:

nmc@myhost:/$ create auto-snap -r -p 1 -T 12am -k 30 -i daily
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A “show auto-snap” would then list this enabled service. As always, the “-h" flag will give full
explanation of command-line options and further examples.

The corresponding NMV example follows below:

9

Data Management Welcome Administrator Logout

Data Sets Services Runners Console ™ | nexenta-vm v
a

Summary Information: Snapshots

Show  Summary Informaticn

Create Create New Volume Snapshot Creation Refer Used Rollback Delete
|mle‘t Impnrt Existing Volume voll/a@today Sat Feb 23 21:43 2008 6.48M 31K [ 2 »®
vol1/c/primary/a@snap-hourly-1-latest Tue Feb 26 12:23 2008 18K 0O » b ¢
_ volt/c/primary/a@sync-hourly-1 1 Af. Tue Feb 26 17:12 2008 18K 0O | 2 b4
Show Summary Information voll/c/primary@sync-hourly-1:a8a8cb29e61bdef52c09d54f31dfSbda Tue Feb 26 17:12 2008 19K O | 2 b ¢
Create Create New Folder vollizvoli@today Sat Feb 23 22:18 2008 16K 0 P »
Search Probabilistic Search vol1/zvol1@tomorrow Sat Feb 23 22:19 2008 leKk 0 » b ¢
voli@456 Tue Feb 26 10:27 2008 22K 19K L& b4

~ Snapshots
Show  Summary Information
Create Create New Snapshot

Found a bug? Feature Request? Request Technical Support

Copyright 2005-2008 Nexenta Systems, Inc.

Setting up a tiering service

First, to show existing storage services, use NMC's 'show' command, or NMV's Data Management/
Services pages (below):

[ — . Management [JEEIEN Welcome Administrator / Logout
Data Sefs  Services  Runners Console &
Show All  Summary Information ‘Summary Information
E:‘:abbllea‘::l Sg:ziﬂ:lzxiz Instance Service Frequency Started Status Enabled State  Delete
. tier2-pease-000 auto-tier daily Feb_25 online ‘true idle x
tier2-packard-eemail-000 auto-tier daily Feb_25 online true idle *
Create Create New Snapping Service tier2-packard-scien-000 auto-tier daily Feb_25 online true idle x*
tier2-backups-smirc-export1-002 auto-tier daily Feb_25 online true idle b 4
Show  Show Tiering Services tier2-backups-gnusolaris-000 auto-tier weekly Feb_25 online true idle b 4
Ll CEER D IR EENES tier2-backups-smirc-export2-000 ‘auto-tier daily Feb_25 online true idle b ¢
tier2-backups-smirc-export0-000 auto-tier daily Feb_25 online true idle ®
g‘::::e gﬂ:ﬁg"gy:;:;;wke tier2-wooley-000 auto-tier daily Feb_25 online true idle x
tier2-backups-smirc-export1-001 auto-tier daily Feb_25 online true idle *
Show  Show Scrubbing Services tier2-sysadm-000 auto-tier daily Feb_25 online true idle »
Create Create New Scrubbing Service tier2-packard-ee-000 auto-tier daily Feb_25 online true idle ®
tier2-packard-capacitor-000 auto-tier daily Feb_25 online true idle *
tier2-local-000 auto-tier daily Feb_25 online true idle x
tier2-backups-eeadmit-000 ‘auto-tier daily Feb_25 online true idle »
tier2-backups-smirc-export1-000 auto-tier daily Feb_25 online ‘true idle x
tier2-cis-000 auto-tier daily Feb_25 online true idle *
tier2-wooleycad-000 auto-tier daily Feb_25 online true idle »
tier2-wong-000 auto-tier daily Feb_25 online true idle ®
tier2-backups-murmann-000 auto-tier daily Feb_25 online ‘true idle x
tier2-saraswat-000 auto-tier daily Feb_25 online true idle *
tier2-lee-000 auto-tier daily Feb_25 online true idle »
tier2-backups-murmann-001 auto-tier daily Feb_25 online true idle b 4
tier2-backups-murmann-002 auto-tier daily Feb_25 online true idle b 4
tier2-backups-smirc-mail-000 auto-tier daily Feb_25 online true idle ¥
tier2-plummer-000 auto-tier daily Feb_25 online true idle ®
tier2-harris-000 auto-tier daily Feb_25 online true idle ®
tier2-backups-gnusolaris-000 auto-snap weekly Feb_25 online true idle *
Done nexenta-vm.stanford.edu:2000

The appliance supports a number of storage services, including tiering service a.k.a. auto-tier
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- for the basics and terminology please refer to Section "Terminology", or run 'help terms'. In
large arrays where the appliance encompasses both first tier and second tier storage, you'll often
see local-to-local tiering. Tiering is accomplished by taking a given filesystem or share, breaking
into smaller manageable chunks, and replicating that data at that point in time to another volume.
Using snapshots at the target end, one can maintain a full efficient backup of the primary storage
at unique intervals typical of backups. For more background please refer to Section *”.

A simple example of tiering data from an NFS file server to our example volume would be to first
create a filesystem to tier to, such as:

nmc@myhost:/$ create folder voll/cad

and then to setup an auto-tier from our source NFS server (for our CAD tools in this case)*?:

nmc@myhost:/$ create auto-tier -s rsync+nfs://hd/cad/* -d
/voll/cad -T 3am -i daily -p 1

The auto-tier creation command above will pull data via NFS, breaking up the synchronization
into chunks determined by the number of subdirectories found in cad. The -i flag determines the
type of periodic interval ('minute', 'hourly',6 'daily', 'weekly', 'monthly'), the -T
details the time of day, etc.

@ As always, the options are documented and available via -h:

nmc@myhost:/$ create auto-tier -h

The corresponding man page provides extensive details and more tiering
examples.

Irrespectively of the man pages, it is fair to assume that the first-time and
maybe even second-time users will never want to type a complete command in
its entirety... As always, for the an interactive, dialog-driven way, run:

nmc@myhost:/$ create auto-tier

or, the same:

nmc@myhost:/$ setup auto-tier create

And follow the prompts.

Tiering over ssh would be another often-used example (see screenshot below).

42. For similar web GUI functionality, please see Section “NMV Configuration and Fault Management”
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D

nmc@ahost:/$ setup auto-tier
create destroy disable enable run show volume <?>
nmc@ahost:/$ setup auto-tier create

nmc@ahost:/$ create auto-tier

Frequency : hourly
Period 01
Enable auto-snap
Protocol : rsync+ssh
Source host : morioka.stanford.edu
Tiering snapshot
Source directory : data/tmp/*
Destination directory : vdemo/tmp
../ IR

Choose existing local auto-tier destination to where to replicate. Select
directory by pressing ENTER on './'. Navigate with arrow keys (or hjkl). Press
Ctrl-C to exit.

Any auto-tier that use ssh as a transport also needs to have the source and destination hosts

pre-authorized through “"ssh-bind” . To tier over ssh, the local and remote hosts must be ssh-

bound.

The auto-tier service is not limited just to the first two tiers, as tertiary tiering for more critical
data is also common. As legal and business drivers dictate, tiering will also include access policy

enforcement, limiting data access to restricted personnel to over longer periods of time. The
service addresses Disaster Recovery, Continuous Data Protection, and other emerging technology
solutions as every aspect of business goes digital, and must be protected, preserved, or
potentially expired as required.

o

A Note on SSH Binding

Tiering over SSH, syncing (that is, running NexentaStor auto-sync service - see
Section “Terminology”) over SSH, and managing remote appliance over SSH - these
are the features in use by the appliance that rely on pre-existing trusts being
established between multiple devices, whether source or destination data volumes,
or other appliances. SSH binding allows for remote management as well as strong
cryptographic verification of multi-host trusts, forming a network of ssh-bound
hosts.

One binds and unbinds hosts via:
* ‘“setup network ssh-bind”

and

¢ "“setup network ssh-unbind”.
To view currently bound hosts, type "show network ssh-bindings”.

A simple example to bind to server2 is "setup network ssh-bind server2”
resulting in a prompt for that server’s root password. You’ll be prompted in a similar
fashion to unbind a host. If the host is no longer up, one can force an unbind with a
flag, as in "setup network ssh-unbind server2 -f”.

For more information, run “setup network ssh-bind -h”
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Auto-sync: the service that replicates both data and metadata

Designed from ground up for consistency and ease of use, NexentaStor provides the same general
interfaces to manage all storage services. All NMC commands, NMV UI pages, and all general
principles discussed in the previous section with regard to auto-tier service apply to auto-
sync as well.

Yet, there are important differences between the appliance's replication storage services.
One size does not in fact fits all - if it weren't true a single replication service would
suffice.

When deciding which replication service to deploy in your environment, please consider
the discussion presented above, in Section “Data Replication”, or the following FAQ entry
on the website support page:

What is the difference between 'auto-sync' and 'auto-tier' storage services?

Both auto-sync and auto-tier can be monitored in real time, in terms of bytes transferred and
bandwidth. Here's an example that effectively shows auto-sync generated traffic at one-second
interval:

nmc:/$ show auto-sync :voll-a-000 stats -i 1

TCP CONNECTION SNEXT RNEXT TRANSFERED
192.168.37.128.39305=>192.168.37.134.22 2176247586 4217818800 -
192.168.37.128.39305=>192.168.37.134.22 2176255378 4217819152 8.14 KB
192.168.37.128.39305=>192.168.37.134.22 2176266306 4217819632 11.41 KB
192.168.37.128.39305=>192.168.37.134.22 2176273922 4217819952 7.94 KB

Upgrading appliance software — Live

NexentaStor software upgrades and rollbacks are managed using the following easy-to-use NMC
commands:

1) show appliance syspool
2) show appliance upgrade
and, symmetrically:

3) setup appliance syspool

4) setup appliance upgrade

This section demonstrates live-upgrading appliance software, and then rolling back the system to
the pre-upgrade checkpoint. (For a quick introduction and background, please refer to Section
“Appliance Software Upgrade”).

Note that some of the screenshots in this section may be outdated - see footnote on page #30.

The first screenshot below results from running 'show appliance syspool'. The particular
example shows an active system folder 'rootfs-nmu-002' and a single system checkpoint
'rootfs-nmu-001":
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ce sys -

yepo CHECKPOINT TYPE CURRENT DEFAULT -
root fs-nmu-002 @:39 2007 active-upgrade-checkpoint Yes Ye
rootfs-nmu-801 ©:33 2007 rollback-checkpoint No No

nmc@myhost : /%

Notice a few things:

The current system folder rootfs-nmu-002 appears to be active, which
means that the next reboot will “bring” us into this same system folder. At any
point in time there can be only one current folder and only one active folder.

“Activating” a system folder simply means that the next reboot will make it
current.

@ NexentaStor supports two types of checkpoints:

1. 'rollback-checkpoint' - as the name implies, can be used to rollback the
changes and restore the system to its pre-upgrade state.

2. 'upgrade-checkpoint' — a system folder that contains upgrades.

To demonstrate the usage, we will first try to upgrade.

Command 'setup appliance upgrade' does it:

= nmc -olx
nmc@®myhost: /% show appliance syspool -
ROOTE CREATION CHECKPOINT TYPE CURRENT DEFAULT =
rootfs-nmu-Q82 Sep 14 ©:39 2007 active-upgrade-checkpoint Yes Yes
rootfs-nmu-0a1 Sep 14 ©:33 2007 rollback-checkpoint No No

nmc@®myhost: % setup appliance upgrade

This operation could potentially break client connections. Proceed? Yes
Checking reposLtorz sources. Please wait...

Found new upgrades

Verifying upgrades,

Trying to gain exclusive access to the appliance.

his operation might take up to 30 seconds. Please wait...
Exclusive access grante

Downloading upgrades and checking if Peboot will be required.
This may take a few minutes. Please wai

Verifvying free space.

Success. Upgrade requires ~22.73MB

Upgrade is in progress. Please DO NOT interrupt...

Creating Rollback Checkpoint...

Rollback Checkpoint has been created: rootfs-nmu-0@3

Use NMC's ’show appliance syspool’ command to list all awvailable
upgaradesrol lback cﬁeckpoint5

(Reading database ... 28093 files and leECtOFIES currently 1n5talled )
Preparing to replace nms ©.98 (using .../nms_B.98 _solaris-i386.deb)
Stopping NMS service... done

Waiting for NMS to shutdown... done

Clearing from maintenance. done

Unpacking replacement nms _.

Preparing to replace nmc @. 98 (using .../nmc_B@.98_solaris-i386.deb)
Unpacking replacement nmc

Preparing to replace nmv 2.98 (using .../nmv_B.98_solaris-i386.deb)

Unpacking replacement nmv ...
Setting up nms

Starting NMS service... done
Waiting for NMS to come up... done

Setting up nmec (B.98) ...
Re-starting NMCD serwvice... done

Setting up nmv (@.98)

Appliance was successfully upgraded. Press any key to re-login...
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The upgrade is done: Nexenta management software has got upgraded.
come up* with its familiar Welcome screen:

xxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxxx
Nexenta Management Console
Version

press TAB-TAB to list andsor complete available options

type help for comprehensive guide to NMC
exit to exit local NMC, remote NMC, or group mode
qfLuit] or Ctrl-C to exit NMC dialogs
qluitl] or Ctrl-C to exit NMC Viewer
option bg=dark to set dark background

use command history, command usage guides (-h option)
command completions, output redirection, | pipes
reverse search (Ctri-R), background execution (&),
and more.

type help and press TAB-TAB

Management GUI: https://10.16.16.64:2000

EEKKKKRERRK KRB RRRARERRKRRRERRKRERRKER KRR R RRRERRRRERRRRRRRERR KRR
nmc@myhost: /% show appliance syspool
ROOTF% CREATI

roctfs-nmu-203 Sep 28 12:02 2007 rollback-checkpoint
rootfs-nmu-002 Sep 14 0:39 2007 active-upgrade-checkpoint Yes
rootfs-nmu-001 Sep 14 0:33 2007 rollback-checkpoint No
nmc@myhost: /% _

Post-upgrade NMC will

CHECKPOINT TYPE CURRENT DEFAULT
No No

Yes
No

|

As a result of this particular upgrade transaction the system created a new checkpoint ' rootfs-
nmu-003' - which is the pre-upgrade snapshot of the system (picture below). To demonstrate
NexentaStor rollback capability, let us roll the changes back. This is achieved simply by activating
the corresponding rollback checkpoint - the ' rootfs-nmu-003' checkpoint in the case.

Notice the usage of 'setup appliance syspool' command (below):

nmc@méhost /% show aEpl1ance syspool

rootfs-nmu-003 Sep 28 12:902 2007 rollback-checkpoint
rootfs-nmu-Q02 Sep 14 ©:39 2007 act ive-upgrade-checkpoint Yes
rootfs-nmu-001 Sep 14 0:33 2007 rollback-checkpoint No
nmc®myhost: /% setup appliance syspool rootfs-nmu-203

activate destroy property

nmc@myhost: /$ setup appliance syspool rootfs-nmu-0803 activate
Activate rol back checEp01n 'rootfs-nmu-a@3’ 7?7 es

nnc@®myhost: % show appliance syspool
ROOTES CRERTI

rootfs-nmu-003 Sep 28 12:92 2007 active-rollback-checkpoint No
root fs-nmu-0Q02 Sep 14 B:39 2007 up?rade-check oint Yes
rootfs-nmu-001 Sep 14 0:33 2007 rollback-checkpoint No
nmc@®myhost: % setup appliance reboot

Reboot appliance ’myhost’ 7 Yes

Rebooting now. ..

CHECKPOINT TYPE CURRENT

CHECKPOINT TYPE CURRENT DEFAULT
No No

Yes
o

Checkpoint ’rootfs-nmu-@@3' has been activated. You can reboot now.

No
No

DEFAULT
Yes

Upon reboot, the activated system folder shows up as current (see below). This system folder is
the exact pre-upgrade snapshot of the system. The '002' checkpoint is preserved, which makes it

possible to boot into it at any point in the future to take advantage of the new (upgraded)
functionality. Notice also the SYSTEM NOTICE below - it tells us that upgrades are available, which

makes sense because we just now rolled them back..

Last login: Fri Sep 28 12:36:37 2007
X K %
SYSTEM NOTICE

New upgrades available!
Run ’setup appliance upgrade’ to upgrade your system.
Use ’option’ not to display this message again.

nmc@®myhost : 7% show appliance syspool
ROOTES cRER

root fs-nmu-003 Sep 28 12:92 2007 active-rollback-checkpoint Yes
rootfs-nmu-0@2 Sep 14 9:39 2007 upgrade-checkpoint No
rootfs-nmu-001 Sep 14 0:33 2007 rollback-checkpoint No
nmc@mnyhost: /7% _

TION CHECKPOINT TYPE CURRENT DEFAULT

No
No

43. Only the very first login. To configure NMC to always display its Welcome screen on startup, see Section “Preferences”
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On the picture above, notice the 'rootfs-nmu-001' checkpoint that was present at the beginning
of this section. Activating the '001' checkpoint instead of the currently active '003' would reset the
system even further back in time, in this example - to September 14 0:33 2007.

NexentaStor supports a configurable number of system checkpoints, with full flexibility to go back
and forth in time.

On the off-chance that live-upgraded appliance does not boot, you can always
use GRUB boot menu to explicitly select one of the available checkpoints. Note
that rollback checkpoints are always created prior to live upgrades, which
makes iit ultimately safe to upgrade even a live running system.

For safe upgrade, please see the next section.
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Upgrading appliance software — Safe

Safe upgrading means updating not a live-and-running system (see previous Section), but its

exact clone. This section demonstrates the safe-upgrading facility. For a quick introduction and a

background, please refer to Section “Appliance Software Upgrade”.

First, initiate safe upgrade by explicitly specifying -s (safe) option in the command line. Note that
upgrades that require reboot are automatically detected by the system and performed with the -s

(safe) option enabled. For demonstration purposes, we will first safe-upgrade a single selected
package, and later in this section upgrade the rest packages.

= nmc !I:JX:
X K % =
SYSTEM NOTICE

New upgrades available?

Run ’setup appliance upgrade’ to upgrade your system.
Use ’option’ not to display this message again.

[ |

nmc@myhost: /% show a pliance syspool
ROOTES cRERT

CHECKPOINT TYPE CURRENT DEFAULT
root f s -nmu-803 Sep 28 12: 02 2007 active-rollback-checkpoint Yes
root f s -nmu-002 Sep 14 9:39 2007 up?rade -checkpoint No No
root fs-nmu-0@1 Sep 14 0:33 2007 rollback-checkpoint No No

nmc®myhost: /% setup appliance upgrade -s nmc

This operation could potentially break client connections. Proceed? Yes
Checking repositor¥ sources. Please wait...

Found new upgrades!

Verifying upgrades...

Trying to gain exclusive access to the appliance.

This operation might take up to 30 seconds. Please wait.
Exclusive access gran ed

Downloading upgrades and checking if reboot will be required.
This may take a few minutes. Please wait.

Verifying free space.

Success. Upgrade requires ~2.42MB

Upgrade is in progress. Please DO NOT interrupt...

Creating Upgrade Checkpoint...

Upgrade Checkpoint has been created: rootfs-nmu-004

Use NMC's ’show appliance syspool’ command to list all available
upgrade-srollback cﬁeckpoints

(Reading database ... 28093 files and dlrectorles currently 1nstalled )
Preparing to replace nmc ©.98 (using .../nmc_©0.98_solaris-i386.deb) .
Unpacking replacement nmc ...

Setting up nmc (@

Re-starting NMCD service. .. done

The first phase of upgrade has completed successfully.

Upgrade Checkpoint ’rootfs-nmu-0@4’' needs to be activated after reboot.

Use NMC's ’'setup appliance syspool rootfs-nmu-204 activate’
command to promote this upgrade, i.e. activate the changes

nmc@®myhost : /% id
Notice the 'setup appliance upgrade' command and creation of a new ('004') checkpoint.

Similar to live upgrade (previous section), the safe upgrade transaction creates a checkpoint -
'rootfs-nmu-004' in this case (see above).

This particular checkpoint is the upgraded system - the current root filesystem
has remained intact, and the appliance can continue operating (all services
running, all users connected, etc.) until administrator finds it
convenient/feasible/necessary to switch to the upgraded state.

More exactly, at this point there are 3 (three) options:

1. You can reboot now, make sure that system is healthy and then activate the current (i. e.,

newly created) checkpoint;

2. You can activate the newly created (upgraded) checkpoint right now, and then reboot;
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3. Or, you can simply continue using the appliance as is and do (1) or (2) later.

The safest option is certainly the (1), and the argument here is two-fold. First, your current
working system folder is not modified by the upgrade and therefore available for usage after we

reboot into the new checkpoint. Second, on the off-chance that the the newly created (upgraded)

checkpoint is not good, the next subsequent reboot will automatically bring you into the current
(unmodified) system folder, which would be ('003") in this particular case.

The same 3 available options are displayed on the management console:

X X ¥
SYSTEM NOTICE

The first phase of upﬁrade has completed successfully
- created Upgrade Checkpoint ’'rootfs-nmu-_
- the appliance is ready to reboot into the new checkpoint

At this point you have three options:

1. You can reboot now, make sure that sistem is healthy and
then activate the current newly created) checkpoint;

2. You can actlvate the newly created (upgraded) checkpoint
right now, and then reboot;

3. Or, vyou can _simply cont inue using the appliance as is and
do’ (1) or (2) later.

See also: ’setup appliance syspool’
See also: ’show appliance syspool’
See also: 'setup appliance reboot'’

Hould vou like to follow the option (1) above and reboot now ? (y/n) _

The default option is (1) - reboot into the upgraded system. To take the default, simply answer
'Yes' to the posted question (above).

Rebooting at this point simply means making use of the safely upgraded system
bits - which typically brings us new features, security fixes, bug fixes, and new
functionality. Note that the reboot into upgrade-checkpoint is 100% safe in a
sense that it is always possible to go back to the pre-upgraded state - the '003'
in this case.

In this tutorial for demonstration purposes we'll say 'No' to the question posted on the console
above, and use the 2™ option - activate the new checkpoint ('004') right away:

The first phase of upgrade has completed successfully.
Upgrade Checkpoint ’'rootfs-nmu-824’' needs to be activated after reboot.

Use NMC’s ’setup appliance syspool rootfs-nmu-0@4 activate’
command to promote this upgrade, i.e. activate the changes

nmc®myhost: /% show appliance syspool
ROOTF% CREA

CHECKPOINT TYPE CURRENT DEFAULT
root f s -nmu-08@4 Sep 28 12:45 2007 upgrade-checkpoint No No
root f s -nmu-003 Sep 28 12:02 2007 active-rollback-checkpoint Yes Yes
rootfs-nmu-B@2 Sep 14 ©:39 2007 upgrade-checkpoint o o
rootfs-nmu-801 Sep 14 8:33 2087 rollback-checkpoint No No
nmc@myhost: /% setu Epliance syspool rootfs-nmu-0B4 activate
Act ivate upgrade checkpoint 'rootfs-nmu-004' ? Yes

Checkpoint "rootfs-nmu-0@4’' has been activated. You can reboot now.
nmc®myhost: /% show appliance syspool
ROOTF% CREATIO

CHECKPOINT TYPE CURRENT DEFAULT
root f s -nmu-004 Sep 28 12:45 2007 active-upgrade-checkpoint No Yes
root fs-nmu-023 Sep 28 12:82 2007 rollback-checkpoint Yes No
rootfs-nmu-802 Sep 14 8:39 2007 upgrade-checkpoint No No
rootfs-nmu-001 Sep 14 0:33 20807 rollback-checkpoint No No
nmc@myhost : #$ ~|

And then reboot. Upon reboot, notice the new ('004') entry in GRUB menu:
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Use the t and | keys to select which entry is highlighted.
Press enter to boot the selected 0S5, 'e’ to edit the

comnands before booting,

The highlighted entry will be booted automatically in 7 seconds.

... and the familiar NMC Welcome (see also

or 'c’ for a conmand-line.

footnote on page #70):

(2333333222222 3833323823223ttt ittt itiiiii L

Nexenta Managem

Version
press TAB-TAB to list and/or
type help for comprehensiv

exit to exit local

qluit] or Ctrl-C to ex
qluit] or Ctrl-C to ex

option bg=dark to s

use command history, comman
command completions, ou

and more.
type help and press TAB-TA
Management GUI: https:- r10.16.16

EEEEREEREEREEEREREREEESEERESEEHE]

* XK XK
SYSTEM NOTICE

New upgrades available!
Run ’setup appliance upgrade’
Use 'option’ not to display th

root f s -nmu-8i4 Sep 28 12:45 2p@07
rootfs-nmu-0@3 Sep 28 12:92 2007
root f s -nmu-802 ep 14 ©:39 2007
root f s -nmu-081 Sep 14 0:33 2007
nmc@myhost : /%

reverse search (Ctrl—R),

nmc@myhost: % show appliance syspool
ROOTES cRERTION

ent Console

complete available options

E guide to NMC

remote NMC, or group mode

it NMC dialogs
it NMC Viewer

et dark background

d usage guides (-h option)
tput redirection, | pipes

B
. 66: 2000

to upgrade your system.
is message again.

CHECKPOINT TYPE

act ive-upgrade-checkpoint
rollback-checkpoint
upgrade-checkpoint
rollback-checkpoint

background execution (&),

EEEEREEREEREEEREREREEEREERESEEE]

CURRENT DEFAULT
Yes

Yes

No No
No No
No No
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Safe upgrade — another example

Next, we'll safe-upgrade the appliance without specifying a particular package. This is the default

(and recommended) operation - in general, updating only parts of appliance's software is not

recommended.

= nmc

New upgrades available!
Run ’setup appliance upgrade’ to upgrade your system.
Use ’option’ not to display this message again.

nmc@méhost:/$ show aEpliance syspool

ROOTF CREATION CHECKPOINT TYPE

root f s -nmu-224 Sep 28 12:45 2007 act ive-upgrade-checkpoint
root fs-nmu-0@3 Sep 28 12:82 2@@7 rollback-checkpoint

root fs—-nmu-002 Sep 14 ©:39 2007 up?rade—check oint
root f s -nmu-0a1 Sep 14 @:33 28@7 rollback-checkpoint
nmc@myhost: 7% setup appliance upgrade -s

Checking rep051tor¥ sources. Please wait...
Found new upgrades

Verifying upgrades.

Trying to gain exclusive access to the appliance.

his operation might take up to 30 seconds. Please wait...
Exclusive access grante

Downloading upgra es and checking if reboot will be required.
This may take a few minutes. Please wai

Verifying free space.

Success. Upgrade requ1res ~2Z23.15MB

Upgrade is in progress. Please DO NOT interrupt...

Creating Upgrade Checkpoint...

Upgrade Checkpoint has been created: rootfs-nmu-285
upgrade/rollback eckpoints

Preparing to replace nms ©.98 (using .../nms_0.98 _solaris-i38
Stopplng NMS service... done

for NMS to shutdown... done

Bnpacklng replacement nms

Setting up nmv (0.98)

The first phase of upgrade has completed successfully.

Use NMC's ’'setup appliance syspool rootfs-nmu-@05 activate’
command to promote this upgrade, i.e. activate the changes

nmc@myhost: 7% _

This operation could potentially break client connections. Proceed?

Preparing to replace nmv 0.98 (using .../nmv_B.98_solaris-i386.
Unpacking replacement nmv ...

Setting up nms ) ...

Starting NMS service... done

Waiting for NMS to come up... done

CURRENT
Yes
No

No
No

Use NMC's ’show apﬁllance syspool’ command to list all available
c

(Reading database ... 28093 files and leECtOFlES currently LnSEaé%ed )

deb)

Upgrade Checkpoint ’rootfs-nmu-0@05’' needs to be activated after reboot.

H=IEY

DEFAULT

No
No
No

Yes

tin
svcs sould not bind to repository server: repository server unavailable. Exitin

Done. And another ('005") system checkpoint created:

nmc@méhost /% show aEplxance syspool
CHECKPOINT TYPE

root f s -nmu-895 Sep 28 15:83 2007 upgrade-checkpoint

root f s —-nmu-204 Sep 28 12:45 2007 act ive-upgrade-checkpoint

root fs-nmu-203 Sep 28 12:02 2007 rollback- checkpoint

root f s -nmu-892 Sep 14 @:39 2007 up Pade checkpoint

rootfs-nmu-001 Sep 14 ©:33 2007 rollback- checﬁpoint

nmc@myhost : /% setuE aﬁpllance syspool rooth nmu-BES act ivate

Act ivate upgrade checkpoint ’rootfs-nmu-085' 7 Yes

Checkpoint "rootfs-nmu-B05°’ has been activated. You can reboot

nmc@myhost: /% show aEpllance syspool

ROOTE CHECKPOINT TYPE

root f s —-nmu-005 Sep 28 15:03 2007 actlve upgrade-checkpoint

root f s —-nmu-204 Sep 28 12: 45 2007 u ?ra -checkpoint

root fs-nmu-203 Sep 28 12:@ 2@@7 back-checkpoint

root f s -nmu-892 Sep 14 @:39 p?rade-check oint

rootfs-nmu-001  Sep 14 ©:33 2@@7_ro lback-checkpoint
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No
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now.

CURRENT
No
Yes
No
No
No

DEFAULT
No

Yes
o

No

No
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Rebooting at this point simply means making use of the safely upgraded system
bits - which brings new features, security fixes, bug fixes, and new upgraded
functionality. Note that the reboot into upgrade-checkpoint is 100% safe in a
sense that it is always possible to go back to the pre-upgraded state - the '004'
in this case.

Note that there is no limitation on a humber of upgrade checkpoints — each upgrade transaction
automatically adds another unique checkpoint; only one of those checkpoints can be active at any
given time.

And the final picture (below). Upon reboot into the '005' the latter shows up as current
(because we are effectively in it) and default (because it has been activated - see above),
while all the previous system checkpoints still remain available for possible usage. The
checkpoints retention policy works similar to retention policy associated with 'auto-sync' and
'auto-snap' generated snapshots - the appliance keeps only so many** most recent checkpoints
(for NMS properties, their default values and descriptions see for instance Section “Server
Options”).

Asking for upgrades at this point will result in "No new upgrades available” (see below). The
appliance is safely upgraded.

nmc@myhost: % show appliance syspool

ROOTFé CREATION CHECKPOINT TYPE CURRENT DEFAULT
rootfs-nmu-205 Sep 28 15:0223 2007 active-upﬁrade—checkpoint Yes Yes
rootfs-nmu-204 Sep 28 12:45 2007 upgrade-checkpoint o No
rootfs-nmu-203 Sep 28 12:9@2 2007 rollback-checkpoint No No
rootfs-nmu-0@2 Sep 14 ©:39 2007 up?rade—check oint No Ne
rootfs-nmu-0@1 Sep 14 0©:33 2007 rollback-checkpoint No No

nmc@mnyhost: % setup appliance upgrade

his operation could potentially break client connections. Proceed? Yes

Checking repository sources. Please wait...

Mo new upgrades available.

nmc@®myhost : 7% :J

44. The corresponding NMS property is called 'upgrade_rootfs_keep', with default value equal 16 at the time of this
writing
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Setting up remote mirroring — CDP

Setting up remote mirroring a. k. a. auto-cdp for a given local appliance's volume is easy, and
takes a single command:

nmc:/$ create auto-cdp

and the following steps:
1) selecting a local (primary) volume to replicate
2) selecting remote appliance

3) selecting disks (or LUNs) on the remote appliance to serve as block-level replicas of the
disks (LUNs) of the local volume

As always, to carry out the 1-2-3 steps, NMC provides a guided multiple-choice interactive
environment. As always, the same steps can be executed via command line, using the options
specified above.

Once initiated, auto-cdp will start initial synchronization, including transferring the local
(primary) volume's metadata, which will effectively create a secondary (remote) volume out of
the corresponding remote disks. The appliance's auto-cdp will keep both data and ZFS metadata
on the replicated disks in-sync, at all times.

@ Note that auto-cdp requires using either DNS hostname for the local and
remote appliances, or their "replacements” via local host tables.

See 'setup appliance hosts -h'for more information.

@ It is recommended not to use the primary (active) volume during the initial CDP
synchronization. Any updates on the primary during this period of time may
considerably delay the initial synchronization.

You can disable (stop) any auto-cdp instance at any time, and re-enable it at any time. One
possible scenario of usage would be:

a) Disable a given auto-cdp instance, for instance:

nmc@myhost:/$ setup auto-cdp :voll disable

Note that 'voll' here is a name of the volume that is being auto-cdp replicated. By convention,
auto-cdp instance is named after the corresponding primary volume.

b) Import secondary volume on the remote appliance, and start using it:

nmc@rem host:/$ setup volume import voll
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It is recommended to export the primary 'voll' out of the myhost appliance prior
to importing its duplicate on the remote (rem_host) appliance.

c) Use the volume on the remote appliance. After some period of usage - re-enable the
service and make sure that the changes are synchronized back to the myhost appliance
from rem host appliance:

nmc@myhost:/$ setup auto-cdp :voll enable -r
Note the -r (reverse) option. See 'setup auto-cdp <name> enable -h' for details.

d) To monitor auto-cdp progress, use either one of the following commands:
nmc:/$ show auto-cdp :voll stats
or

nmc:/$ show auto-cdp :voll iostat

@ To troubleshoot, execute either one of the following two commands:
1) 'setup auto-cdp <name> enable' - to re-enable the service

2) 'setup auto-cdp <name> lun <LUN> enable' - to re-enable
specific <LUN> pair.

The latter is especially useful when one specific pair of syncing LUNs appears to
be in a so called "logging" mode, and will not change states for the rest of LUN
pairs in the selected syncing <service> group.

In all cases use the traffic monitoring commands:
'show auto-cdp <name> stats'

and

'show auto-cdp <name> iostat'

to see the state and progress of the service. The former shows service-
generated network traffic, the latter shows I/O statistics.

Creating auto-cdp — example

In the following example appliance 'testboxl'is a primary, 'testbox2' is a secondary. This
example includes all NMC prompts - it is a complete demonstration of auto-cdp creation:
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nmc@testboxl:/$ create auto-cdp
192.168.37.128
c2tl1do
c2t0d0
Creating new Auto CDP service 'auto-cdp:voll', please wait...
Successfully created service 'auto-cdp:voll'

Remote appliance
Remote for c2tl1ld0
Remote for c2t0d0

Enable it now?

PROPERTY

name
max _q fbas
autosync

max_gq writes
async_threads
state

to_host

from host

type

TESTBOX1
c2t1d0 =>
c2t0d0 =>

The local host is

Yes
Enabling service, please wait...

VALUE
:voll
16384
off
4096

2
syncing

testbox2
testboxl

active

TESTBOX2
c2t1d0
c2t0d0

'active' auto-cdp node.

Once the initial synchronization between a pair of active (primary) and passive (secondary)
volumes commences, you can monitor it either via 'show auto-cdp <name> stats' or 'show

auto-cdp <name> iostat' NMC commands.

In fact, these two commands are always useful, in terms of monitoring the data replication traffic,
whether this is auto-cdp, auto-sync or auto-tier service. However, auto-cdp traffic
monitoring is particularly useful at the time of the initial block-level syncing:

It is recommended not to use the primary (active) volume during the very first
(the initial) CDP synchronization. Any updates on the primary during this period
of time may considerably delay the initial synchronization. Note also that during
this phase a major part of the available I/O bandwidth is used by the auto-cdp

service, which is yet another reason to let it run through as soon as possible.

See 'show auto-cdp <name> stats' for more information.

Following is an example of 'show auto-cdp <name> stats' output:

nmc@testboxl:/$ show auto-cdp :voll stats -i 1

TCP

192.
192.
192.
192.
192.
192.
192.
192.
192.
192.
192.

CONNECTIONS
168.37.128.
168.37.128.
168.37.128
168.37.128.
168.37.128.
168.37.128.
168.37.128.
168.37.128
168.37.128.
168.37.128.
168.37.128.

1022-192.
1022-192.
.1022-192.
1022-192.
1022-192.
1022-192.
1022-192
.1022-192.
1022-192.
1022-192.
1022-192

1e68.
168.
168.
1e68.
1e68.
168.
.168.
1e68.
1e68.
1e68.
.168.

37.134.
37.134.
37.134.
37.134.
37.134.
37.134.
37.134.
37.134.
37.134.
37.134.
37.134.

121
121
121
121
121
121
121
121
121
121
121

SNEXT

1313611534
1314180374
1314838374
1316976874
1321352574
1322109274
1322536974
1323030474
1323820074
1327471974
1328722174

RNEXT

3140553278
3140554114
3140554994
3140557854
3140563706
3140564718
3140565290
3140565950
3140567006
3140571890
3140573562
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TRANSFER
1.60 MB
569.68 KB
658.88 KB
2.14 MB
1.25 MB
757.71
331.77
494 .16
790.66
955.38
1.25 MB
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Once the traffic stops, you'll be able to see the block-level replicated volume on the remote side:

nmc@testbox2:/$ show auto-cdp :voll -v

PROPERTY VALUE
name :voll
max _q fbas 16384
autosync off

max g writes 4096
async_threads 2

state logging
to_host testbox2
from host testbox1l
type passive
TESTBOX1 TESTBOX2

c2tl1do0 => c2tl1do0

c2t0d0 => c2t0d0

The local host is 'passive' auto-cdp node.

Reverse mirroring — example

In the following 6-steps example appliance 'testbox1' is again a primary, and 'testbox2' is a
secondary. The reverse mirroring starts from exporting a volume from the primary appliance
(Step #1)... In short, several preparation steps need to be performed before actually enabling
reverse mirroring from 'testbox2' to 'testboxl' (Step #5 below):
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Step #1. testboxl (primary): first, export voll

nmc@testboxl:/$ setup volume voll export
Export volume 'voll' and destroy all associated shares ? Yes

Step #2. testbox2 (secondary): import voll

nmc@testbox2:/$ setup volume import voll
volume: voll

state: ONLINE

scrub: none requested

config:
NAME STATE READ WRITE CKSUM
voll ONLINE 0 0 0
mirror ONLINE 0 0 0
c2t0d0 ONLINE 0 0 0
c2t1d0 ONLINE 0 0 0

errors: No known data errors
Step #3. Use volume till problem with primary is resolved...

Step #4. testbox2 (secondary): export voll

nmc@testbox2:/$ setup volume voll export
Export volume 'voll' and destroy all associated shares ? Yes

Step #5. testboxl (primary): reverse syncing

nmc@testboxl:/$ setup auto-cdp :voll enable -r

Enable reverse synchronization for auto CDP servce 'voll'? Yes
Enabling service, please wait...

Auto CDP service ':voll' enabled.

Step #6. testboxl (primary): import voll

nmc@testboxl:/$ setup volume import voll
volume: voll

state: ONLINE

scrub: none requested

config:
NAME STATE READ WRITE CKSUM
voll ONLINE 0 0 0
mirror ONLINE 0 0 0
c2t0d0 ONLINE 0 0 0
c2t1ld0 ONLINE 0 0 0

errors: No known data errors
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Upgrading evaluation license

You can start using NexentaStor Evaluation Product, and some time later decide to upgrade it to a
commercial version, with better support options, extra features, and fewer (or none at all) usage
restrictions. The following assumes that the appliance is already registered with Evaluation
License key, as described in the Quick Start Guide document. Upgrading existing appliance's
Evaluation license is definitely possible.

The steps are:

1) Find out your appliance's Machine Signature. To find out your appliance's Machine
Signature, in Nexenta Management View, go to Help => About, for instance:

Status Settings Data Management Help “Login |
© About [# Register  Tech Support Console ™ [dhost +

About Information

Property Value
Nexenta Model Unified Storage Appliance (Developer Edition)
UUID 564da94c-0386-433d-e0el1-a9b78905eab3
Management Machine Signature 17HEGS
V | ew Registration Key EVAL-85AA513354-17HEGS-EFFNEL
License Type EVAL
Ver. 1.0.0 ) o

(Beta Release) License Verification Software license verified OK
Host Name dhost
Domain Name ddomain
Primary Interface ae0
Primary MAC 0:c:29:5:ea:b3
Last System Boot Wed Dec 31 16:02:00 1969
Load Average 0.41, 0.33, 0.14
Server Time Mon Apr 28 13:50:58 2008
Time Zone USs/Pacific
NMS Version 1.0.0
0OS Version 1.0.0b85
Total Memory 511MB
Free Memory 104MB

Found a bug? Feature Reauest? Reauest Technical Support

Alternatively, use NMC command:

nmc:/$ show appliance license

2) Contact Nexenta Systems, Inc. sales at sales@nexenta.com. Make sure to include your
Machine Signature in the correspondence.

3) In response, Nexenta Systems will send you a pair of a new license key and a new
licensing module. Copy the latter onto the appliance.

4) Finally, in the Nexenta Management Console, run:

nmc:/$ setup appliance register -u <licensing module>
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For more information on registering (and re-registering) appliance, see 'setup appliance
register -h'manual page.

nmc:/$ setup appliance register -h
The process of upgrading product's license is safe — it is protected by NexentaStor's system
checkpoints/transactional upgrades functionality. If anything goes wrong during the process (e. g.,

bad network connection, invalid license key) - the appliance will automatically rollback to the
previous known good state.

Following is a detailed example:

nmc:/$ scp user@remotehost:~/nlm-com.deb

nmc:/$ setup appliance register -u ./nlm-com.deb

Created rollback checkpoint 'rootfs-nmu-002'

New licensing module successfully installed!

Trying to gain exclusive access to the appliance.

This operation might take up to 30 seconds. Please wait...
Exclusive access granted.

This operation will make Nexenta Management Server temporarily unavailable.
Proceed? Yes

Restarting NMS. Please wait...
NMS was successfully restarted

nmc:/$ show appliance license

Model : Unified Storage Appliance (Enterprise Edition)
Machine Signature : 1G9I3C

License : ENS4-845E2F1819-1G9I3C-CKBHKQ

Key Type : ENS4

Days Left : 365
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Pluggable Modules — Runners

For a background on NexentaStor Fault and Performance Management, Reporting and Indexing

facilities, see Sections “Terminology”, “Indexing NexentaStor Archives”, “Fault Management”.

To show the existing “runners”, run:

nmc:/$ show appliance runners

or, with more man pages:

nmc:/$ show appliance runners -h

Here's a sample output:

nmc:/$ show appliance runners

RUNNER
memory-check
runners-check

cpu-utilization-check

nms-check
services-check
volume-check
hosts-check
nms-fmacheck
network-collector
nfs-collector
volume-collector
volume-reporter
services-reporter
nfs-reporter
network-reporter
indexer:vtest/a
indexer:vtest/b

This shows:

STATUS

enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled

STATE
ready
ready
ready
ready
ready
ready
running
ready
ready
ready
ready
ready
ready
ready
ready
ready
ready

SCHEDULED

every 12 minutes
every 12 hours

every 15 minutes

not schedulable

every 15 minutes
every 10 minutes
hourly

not schedulable
hourly

hourly

hourly

weekly on Sat 04:00am
daily at 05:00am
weekly on Sat 03:00am
weekly on Sat 02:00am
daily at 01:00am
daily at 01:00am

a) several fault triggers (all with extension “check”, Section “Fault Management”), followed by
b) statistic collectors, followed by
c) storage and network service reporters, followed by
d) two specific indexers with their associated folders (Section “Indexing NexentaStor

Archives™).

The corresponding NMV function is located under Data Management/Runners, and is illustrated

below:
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Status Settings Data Management Help

Data Sets Services  Runners

Summary  All runners
Enable Enable all runners
Disable Disable all runners
Clear Clear all faults

All runners

Runner
hosts-check
memory-check
runners-check
nms-zfscheck
cpu-utilization-check
nms-check
services-check
volume-check
nms-fmacheck
network-collecter
nfs-collector
volume-collector
volume-reporter
services-reporter
nfs-reporter
network-reporter

Found a bug? Feature Reguest? Request Technical Support

Copyright 2005-2008 Nexenta Systems. Inc.

Wgin))

Console ™ | ghost (v | .

The appliance appears to be absolutely healthy: no faults

Type
trigger
trigger
trigger
trigger
trigger
trigger
trigger
trigger
trigger
collector
collector
collector
reporter
reporter
reporter
reporter

Status

enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled
enabled

State
running
ready
ready
ready
ready
ready
ready
ready
ready
ready
ready
ready
ready
ready
ready
ready

Scheduled

hourly

every 12 minutes
every 12 hours

every 45 minutes

every 15 minutes

not schedulable

every 15 minutes
every 10 minutes

not schedulable

hourly

hourly

hourly

weekly on Sat 04:00am
daily at 05:00am
weekly on Sat 03:00am
weekly on Sat 02:00am

The appliance's framework allows to quickly deploy additional runners. NexentaStor runners have
the advantage of exercising the entire NMS-provided SA-API (Section "Terminology"; see also [3],
Section “References”), execute periodically, and/or on event, and/or run constantly in the

background.

NexentaStor runners rely on the appliance's mailing facility — please do not forget to configure the

mailing:

nmc:/$ setup appliance mailer

To show the mailer configuration:

nmc:/$ show appliance mailer

All appliance's runners are runtime-configurable. Runners' times-to-run and other properties can

be changed via:

nmc:/$ setup trigger

nmc:/$ setup collector

nmc:/$ setup reporter

nmc:/$ setup indexer

As always, each of the setup commands listed above has its show “counterpart”, to show the
existing configuration and runtime status:
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nmc@myhost:/$ show trigger
nmc@myhost:/$ show collector
nmc@myhost:/$ show reporter

nmc@myhost:/$ show indexer

For instance:

nmc:/$ setup trigger cpu-utilization

This can be used to disable, enable, run, and configure standard fault trigger that monitors CPU
utilization. For instance, press TAB-TAB or Enter, type or select 'property’, and view all 'cpu-

utilization' properties available for tuning. You could change the alarm-generating thresholds (in
this case - low and critically low idle CPU), make it run more or less frequent, etc.

nmc:/$ show trigger cpu-utilization -v

This will show the trigger's current runtime state, status and existing configuration in detail
(notice the verbose -v option).

4
Fault Management®

Part of the NexentaStor Fault Management facility is realized through Fault Triggers. A fault

trigger, or simply, a trigger, is a special kind of a pluggable runner module ('help runners')

that performs a certain fault management and monitoring operation(s). Each trigger monitors

one, or a few related conditions.

If any of the monitored conditions are violated, a fault trigger raises an alarm, which manifests
itself in several ways:

1) email notification to the administrator, with detailed description of the fault, including:

severity, time, scope, suggested troubleshooting action, and often an excerpt of a related

log with details.

2) red color showing up via of the following NMC 'show' operations:
(a) show trigger all-faults
(b) show trigger <name>
(c) show appliance runners
(d) show faults all-appliances

Notifications of hardware faults are immediate. Unlike many other potentially
faulty conditions that are getting periodically "polled", any hardware fault itself
triggers the appliance's fault management logic, that in turn includes email
notification.

45. For the fault management functionality provided by the NexentaStor web GUI, see Section “NMV Configuration and

Fault Management”.
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To see all available fault triggers, run:
nmc:/$ show trigger all

or simply run 'show trigger' and select one of the available completion options.

In all cases a trigger that "carries" the alarm will be shown in red, assuming NMC colors are
enabled.

In addition, the faulted trigger will try to notify system administrator via appliance's mailing
facility. Therefore, as already noted elsewhere, it is important to setup the appliance's mailer:

nmc:/$ setup appliance mailer

Trigger counts the fault conditions every time it runs. Typically, the trigger will send email once
the faulty condition is observed a certain configurable number of times. Typically, after that the
trigger itself goes into 'maintenance’ state - it will still run and count the faulty conditions but it
will not send email notification anymore - that is, until system administrator clears it from its
maintenance state:

nmc:/$ setup trigger <name> clear-faults

Similar to the rest appliance's runners, triggers are flexible, in terms of their runtime behavior
and trigger-specific conditions they monitor. For details on any specific fault trigger, run:

nmc:/$ show trigger <name> -v

where <name> stands for the trigger's name, and -v (verbose) is used to display
details

The appliance includes one special fault trigger — 'nms-check'. This trigger
performs fault management/monitoring function for the Fault Management
facility itself. Nms-check tracks NMS connectivity failures and internal errors.

nmc:/$ show trigger nms-check -v

In presence of network failures, this will show all alarms (in detail) that the
appliance failed to report.

@ nmc:/$ show faults all-applinaces

This generates Fault Management summary report that includes all known
(explicitly ssh-bound and dynamically discovered) Nexenta appliances.

Upon generating the summary, use a combination of NMC 'switch' operation ()
(Section "Command Reference - switch”) and 'show faults'- to "zoom-in" into
a particular ("faulted") appliance for details.
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The next section describes an uncorrectable I/O error scenario and provides troubleshooting tips.

Recovering from uncorrectable 1/O errors

Hardware failures are statistically inevitable; it is only prudent to have a plan. Part of such plan
could be: prevention. It is always better (and much less expensive!) to prevent uncorrectable
hardware failures in the first place. The appliance's underlying filesystem - ZFS - implements
state of the art protection and self-healing mechanism. In particular, the system is capable of
utilizing disk redundancy — at runtime, and without loosing serviceability.

However, the redundancy on the volume level must be administratively provided. Quoting “ZFS
Best Practices Guide”:

For all production environments, configure ZFS so that it can repair data
inconsistencies. Use ZFS redundancy such as raidz, raidz2, mirror, or copies > 1,
regardless of the RAID level implemented on the underlying storage device.

To that end, see also A Note On Redundant Configurations, Section “Creating a volume”. Rest of
this Section presents a case of an unrecoverable I/0O error*®, with commentary and

troubleshooting tips. Here's an example:

46. which certainly has a “better” chance to occur with non-redundant configurations..
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FMA EVENT: ======= START =======

FMA EVENT: SOURCE: zfs-diagnosis

FMA EVENT: PROBLEM-IN: zfs://pool=iscsidisk/vdev=56£1d7932d4c039d
FMA EVENT: AFFECTS: zfs://pool=iscsidisk/vdev=56£1d7932d4c039d
FMA EVENT: ======== END ========

fault trigger 'nms-fmacheck (El)' reached the configured maximum
of 1 failure

FAULT:
khkkhkkkkhkkkhkkkkhkkkhkkkhkkkkkkkhkkkkkkkhkkkhkkkkkkkhkkkkkkkkkkkkkkkkkkkkk
FAULT: Appliance : ups-nxstorl (OS v0.99.5b82, NMS v0.99.5)

FAULT: Machine SIG : 1CG5KI
FAULT: Primary MAC : 0:15:17:a:dl:fc

FAULT: Time : Tue Mar 11 14:10:47 2008

FAULT: Trigger : nms-fmacheck

FAULT: Fault Type : ALARM

FAULT: Fault ID 01

FAULT: Fault Count : 1

FAULT: Severity : CRITICAL

FAULT: Description : FMA Module: zfs-diagnosis, UUID:
FAULT: : 5bbb38fb-£518-4aa2-9018-8c2fe7e70360
FAULT:

khkkhkkkkhkkkhkkkkhkkkkkhkkkkkkhkkhkkhkkhkkkkkkhkkkhkkkhkhkkkkkkkkkkkkkkkkkkkkkkkk

Fault class : fault.fs.zfs.vdev.io

Description : The number of I/O errors associated with a ZFS
device exceeded acceptable levels. Refer to
http://sun.com/msg/ZFS-8000-FD for more information.

Printout above is an example of a fault notification delivered by the appliance's mailer - if the
mailer is configured (see Sections “5. Initial Configuration Wizard”, “Fault Management and
Reporting”).

An unrecoverable I/O error scenario presents only two options:

(1) Manually recover the faulted device. As specified in the fault report, it make sense to
review the posted URL (http://sun.com/msg/ZFS-8000-FD in this case) for the latest tips
and guidelines.

In case of FC/iSCSI/USB attached drives, please verify connectivity to the corresponding
target(s).

Next, ssh into the appliance as root. At this point NMC will automatically determine the
presence of faulted condition and will prompt you to execute correcting action (you will
simply need to press Enter).

(2) The second option is simple: power cycle the appliance. This may cause an unrecoverable
loss of data: the in-flight data that was not committed to stable storage at the time of the
hardware failure will be lost. However, the existing data on the affected volume will not be
corrupted.

After power cycle the entire faulted volume (that is, the volume that contains the faulted
drive) will be marked 'offline' and unaccessible.
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Search Engine and NexentaStor Indexers

NexentaStor provides built-in Search Engine capability, realized via a special kind of NexentaStor
runners - indexers*’. For an introduction, background, features and overview of this facility,
please see Section “Indexing NexentaStor Archives”.

Being specialized NexentaStor runners, indexers do support all the generic conventions applicable
to other runners. That is, as far as management console is concerned, the descriptions and
guidelines outlines in the Section “Pluggable Modules — Runners” above do apply.

For details on any specific indexer, run:
nmc:/$ show indexer <name>

As always, you can simply type 'show indexer', press TAB-TAB, and make a selection.

Unlike all the rest NexentaStor runners, indexers are dynamically “created” and “destroyed”. To
create an indexer means to associate the latter with a storage folder (for the subsequent indexing
of this folder snapshots and the most recent content). Symmetrically, to destroy an indexer
means to disassociate it from the corresponding folder, and in addition, to remove from storage all
the corresponding indexing data.

nmc:/$ create indexer

Similar to the rest appliance's runners, indexers are flexible and fully customizable, at runtime. To
configure a specific indexer, run:

nmc:/$ setup indexer <name> property

Finally, it is possible to use any given indexer to perform a search — via NMC. This capability
cannot be considered very user-friendly and is provided only as a quick “backup” for the
corresponding Nexenta Management View capability (Sections “Indexing NexentaStor Archives”,
“"). To search an archive, run:

nmc:/$ setup indexer <name> search <expression>

Managing L UNs

NexentaStor provides services and tools to administer physical and logical disks, commonly called
LUNs (for the term “"LUN", see Section “Terminology”). The following NMV screenshot is an
example that shows appliance's LUNs and I/O statistics:

47. “Indexer” as a term is defined in Section “Terminology”.
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Status Settings Data Management Help

JLern)
Conmle tardis j

Appliance  Network  Disks Preferences
Summary Information: Disks
Disks  Summary Information
All Disks
Discover Discover Targets and Attach Disks Disk Size Model Bus Attach Volume
Initiator  Configure iSCS Initiator c310d0 1187.3GB Promise, Rev. V0.0 scsi DAS tier2
c3tido 1187.3GEB Fromise, Rev. V0.0 scsi DAS tier2
cHOd0 1187.3GB Promise, Rev. V0.0 scsi DAS tier2
cdido 1187.3GEB Fromise, Rev. V0.0 scsi DAS tier2
c2i0d0 0.0MB TSSTcorp, Rev. TS04 cdrom DAS
Disks Statistics (updates every minute)
Disk rs ws krs kwis wait actv wsve_t asve_t %av b ar aw
c3t0d0 00 15 00 6.8 0.0 0.0 0.0 27.9 [4] 1 00 45

Average response time of transactions,
- T - -

c3tidd 00 086 00 2.3 0.0 0.0 0.0

cHOd0 oo 141 Qo 6.9 0o [aks] 0.0 3z.2 a 1 00 B3
cdido 00 15 00 91 0.0 0.0 0.0 316 a 1 00 &1
<2100 00 00 00 0.0 0.0 [aXs] 0.0 0.0 s} s} 00 00

Founda bug? Feature Request? Request Technical Support

Copyright 2005-2008 Nexenta Systems, Inc.

From this NMV page you can also discover iSCSI targets and provision new iSCSI attachments.

Appliance's management console provides a similar functionality, and more. Most importantly,
faulted drive can be administered without losing the service. In NMC, the set of related commands

includes:

* attach-lun

Acts on an existing mirror, or creates a new mirror. Attaching to a non-
mirrored device automatically transforms the pair into a two-way
mirror. See NMC's 'setup volume <name> attach-lun -h'for
more information.

®* detach-lun

Acts on an existing mirror only: detaches device from a mirror.

* replace-lun

Can be used with redundant mirror and raidz configurations.

Effectively, is a combination of attaching a new device to a redundant
configuration, waiting for it to resilver, followed by subsequent
detaching of the specified “old” device

* offline-lun

Takes the specified LUN offline.

®* online-lun

Brings the specified LUN online.

®* remove-lun

Currently only supports removing hot spares and cache devices from a
volume. As far as spares and cache devices, the affect of remove-lun

is opposite of 'setup volume <name> grow'.
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Following are a few usage examples, with comments:

nmc:/$ setup volume voll replace-lun -o c0dl -n cld0

This will replace IDE drive cOd1 with a new IDE drive c1d0 in the volume 'vol1l'.

nmc:/$ setup volume voll replace-lun -o c2t0dl -n c2t0dl

Notice that the old and the new drives have the same name. This will replace a
faulted drive c2d0d1 with a new drive. The scenario here is that, after c2t0d1 had
faulted, it was removed and another drive was attached to the same controller (c2, in
the case) and placed into the same slot.

nmc:/$ setup volume syspool replace-lun -o c0t0dl -n cO0t0dl

Same as above, performed on a system volume. As any other volume, syspool may fail. It
is generally advised to always provision system volumes with mirrored or RAIDZ
configurations. You could do this at installation time (the NexentaStor Installer provides
an option to create syspool out of two mirrored drives), or later, using 'attach-1lun'
command (see next). And then, you could always use 'replace-1lun' operation to handle
disk faults, with the appliance remaining online and operational.

nmc:/$ setup volume voll attach-lun -o c0dl -n c1d0

This will attach a new drive c1d0 to an existing drive cOd1 in the volume 'voll'. If the
existing drive c0d1 was used as a standalone (non-mirrored) drive, this command will
automatically create a mirrored configuration out of (cOd1, c1d0). Alternatively, if the old
drive c0d1 was already a part of the mirror, the command will simply add another drive to
the existing mirror, thus converting, say, two-way mirror into three-way mirror, three-way
into four-way, etc.

As always, you could simply enter 'setup volume voll attach-lun'or 'setup volume',
and then use NMC dialog mode to enter the required parameters. NMC will let you select the
drives, with the selection process simplified by NMC-displayed tips and prompts.

For additional information, please refer to Sections “iSCSI”, “Lunsync — rediscovering devices”,
and “Using ZVOLs".

Using LDAP

The Lightweight Directory Access Protocol (LDAP) is a common protocol interface to Network
Directory Services. For a quick introduction and background, please see Section “LDAP

integration” above.

To make use of Unix based LDAP service, use the following NMC commands:
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¢ show network service ldap-client

* setup network service ldap client

For instance:

nmc@myhost:/$ show network service ldap-client

PROPERTY VALUE

info : ldap-client

name : svc:/network/ldap/client:default
start pid : 14280

state_timestamp : 11:56:59

start method timestamp : 11:56:59

state : online

enabled : true

nmc@myhost:/$ setup network service ldap-client

Base DN : dc=cs,dc=stanford, dc=edu
LDAP Servers : 172.24.100.246
Authentication Method : none

Proxy DN

Proxy Password
Users Service Descriptor
Groups Service Descriptor

Netgroup Service Descriptor : cn=netgroup,dc=cs,dc=stanford,dc=edu

Once LDAP client is configured (the command 'setup network service ldap-client'
above), you'll be able to list LDAP-managed netgroups (groups of hosts), users, and groups (of
users). The corresponding functionality is structured under 'show network': you could simply type
'show network' and press TAB-TAB. The resulting list will include 'netgroup’' (that is, groups of
hosts), 'group' (that is, groups of users), and 'user'.

For instance:
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nmc@myhost:/$ show network netgroup
cadengineering csengineering hwengineering

pchr pccorpexec

NMC provides easy to use consistent interface to administer all network service, LDAP including.
To configure any network service, type 'setup network service'and press TAB-TAB. After
selecting 'ldap-client' from the list, press TAB-TAB again. The following list of choices will show
up:

nmc@myhost:/$ setup network service ldap-client

confcheck disable edit-settings enable restart show configure
unconfigure <?>

To unconfigure local LDAP client (and stop using Unix based LDAP service with a given appliance),
run:

nmc@myhost:/$ setup network service ldap-client unconfigure

NexentaStor GUI manager provides a similar functionality. The following NMV screen (under
Settings => Network) allows to configure LDAP settings. Notice the similarity with the 'setup
network service ldap-client' command, in terms of configuration parameters:
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Settings

Welcome Admi

trator ' Logout

Appliance  MNetwork Disks Users Preferences
.

Console [ | nexenta-vrm hd

Manage LDAP Cli

ent Settings: online

Summary Basic Network Settings

Create Create Network Interface

Router Setup Default Router Service State
MName Servers Setup Name Servers

SSH-Bind Bind remote host via SSH Base DN

w Configured Network Interfaces

ael Configured as 192,168.236.100/255.255.255.0
Configured as 171.64,101.179/255.255.254.0

LDAP Servers

ael
Authentication

Method
¥ Network Miscellaneous Services
LDAP Client: online
Proxy DN

Configure Basic LDAP configuration

Reset configuration to factory defaults
and disable LDAP

View Service Logs

Unconfigure

. Proxy Password
View Log

Users Service
Descriptor

Groups Service
Descriptor

Netgroup Service
Descriptor

[+ Service is currently enabled
Uncheck it to disable service

[dc=ee.dc=stanford,dc=edu |
Default search base DN in format like de=company,dc=com

[172.24.100.246 |
Comma separated list of LDAP servers (IP addresses or names and alternative ports)

-

none

Authentication method the client will use. Note that some directory servers may not
support all of these authentication methods. For simple, be aware that the bind
password will be sentin the clear to the LDAP server current:

Client proxy DN in format like cn=proxvagent, ou=profile, dc=example, dc=com. Leaving
this field empty disables proxy

Client proxy password. Make sure that Proxy DN is properly specified

Search descriptor in format like ecn=users,dc=company, dc=com. Leaving this field empty
disables resolving users via LDAP

Search descriptor in format like cn=groups, dc=company,dc=com. Leaving this field
empty disables resolving users groups via LDAP

[en=netgroup.dc=ee.dc=stanford.dc=edu |
Search descriptor in format like cn=netgroup,dc=company,dc=com. Leaving this field
empty disables resolving NFS networking groups via LDAP

NexentaStor LDAP (integrated) client provides integrated ability to authenticate itself using X.509
certificates. Management console and management UI both provide the corresponding interfaces.

The corresponding NMC man page follows below:
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nmc:/$ setup network ssl-bind
Usage: [-s hostname:port] [-a alias] [-c certfile]

Create SSL-LDAP "binding" between the appliance and remote LDAP
server. This interface allows to authenticate the appliance with LDAP
server using X.509 certificates.

There are two principal ways to create SSL-LDAP "binding":
1) retrieve SSL certificate from a known LDAP server (Usage #1 below)
2) use a local certificate file (see Usage #2)
Usage #1: [-s hostname:port] [-a alias]
-s <hostname:port> LDAP server hostname and port number.
Default port: 636
-a <alias> Certificate alias. If not specified, hostname
will be used
Example #1:

nmc@thost:/$ setup network ssl-bind -s ee-odl.mycorp.com:636

Usage #2: [-c certfile] [-a alias]

-c <certfile> Trusted remote host's certificate file

-a <alias> Certificate alias. Optional - if omitted,
the alias will be retrieved from the
certificate file

Example #2:

nmc:/$ setup network ssl-bind -c 0O.cert -a abc

This example assumes that 'O.cert' certificate was previously

copied (for instance, using NMC 'scp' command) .

See also: 'setup network ssl-unbind'

See also: 'show network ssl-bindings'

This NMC interface allows to authenticate the appliance (or more exactly, the appliance's LDAP
client) with a remote LDAP server using X.509 certificates.

As always, both NMC and NMV provide the corresponding interfaces - to retrieve, use and display
X.509 certificates. The following screenshot is an example that shows LDAP client - its NMV
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summary page. Notice X.509 certificate details below:

Settings

& Appliance E Network =i Disks & Users % Preferences
.

Welcome Admi

t

Summary Basic Network Settings
Create Create Network Interface
Router Setup Default Router
Name Servers Setup Name Servers
SSH-Bind Bind remate host via S5H

SSL/LDAP-Bind Bind remote host via LDAP & SSL

w Configured Network Interfaces

ae0 Using DHCP as 192.168.37.128/255.255.255.0

P HNetwork Storage Services

¥ Network Miscellaneous Services

LDAP Client: disabled

Configure Basic LDAP configuration

= Reset configuration te factory defaults and
dnsningTe disable LDAP
View Log View Service Logs

Basic Network Settings

Network Interfaces

Interface Type Configuration Primary Delete
ael single Using DHCP as 192.168.37.128/255.255.255.0 « ®
55H Bound Hosts

Host Pingable SSH-Accessible Is-Appliance unbind
SSL-LDAP Bound Hosts

Alias Host Issuer Starts Expires

abc.com ee-odl.stanford.edu AAA Certificate Services Oct 10 00:00:00 2007 GMT Oct 9 23:59:59 2009 GMT

Unbind

Found a bug? Feature Request? Request Technical Support

In addition to Unix based LDAP, NexentaStor provides Active Directory integration (next Section).
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Using Active Directory

Active Directory (AD*®) is an implementation of LDAP directory services (Sections “LDAP
integration”, “Using LDAP") by Microsoft for use primarily in Windows environments. AD purpose is
providing central authentication and authorization services for Windows-based computers. In
addition, Active Directory supports deploying software and assigning policies on a level of

organizations.

To start using AD, you first need to make NexentaStor appliance to become a member server. In
AD terms that particular operation is often called join or join-ads.

The second step requires identity mapping. Rest of this section illustrates both steps.

To join Active Directory, and subsequently get access to centralized authentication and
authorization information, go to NMV's Settings => Network and click on Join AD/DNS Server:

Settings Welcome Administrator | Logout

Appliance MNetwork Disks Users Preferences Console [ ﬂ
FY

Summary Basic Network Settings Manage CIFS Server Settings: online
Create Create Metwork Interface . L

Service [+ Service is currently enabled
Router Setup Default Router State Uncheck it to disable service

Name Servers Setup Name Servers

[172.24.101.71

SSH-Bind Bind remote host via SSH AD/DNS AD/DNS server IP address. The NexentaStor CIFS server tries to verify
Server IP the username and password combination by passing them to central
w Configured Network Interfaces address AD/DNS server. Provided IPv4 address in form of #.#. # # will be used
- Configured as for Windows/DNS naming resolutions
aggr 192.168.1.10/255.255.255.0

Configured as WIN NEXENTA.ORG

171.64.101.179/255.255.254.0 AD Domain Name of the NetBIF]S domain..lt is important that both NexentaStor
Name CIFS server and Windows are in the same workgroup. Please read vour

D Windows documentation on how to change your Windows pc's
9 workgroup name

} Network Miscellaneous Services

el000g0

[administrator
AD Join Joining user name. The NexentaStor CIFS server tries to verify the
User username and password combination by passing them to central
AD/DNS server

AD Join
Password

The password to be passed to central ADJDNS server for join
verification

Change Settings

Found a bug? Feature Reguest? Reguest Technical Support

NMC provides a similar functionality, via 'setup network service cifs-server join-ads':

48. http://en.wikipedia.org/wiki/Active Directory
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nmc@myhost:/$ setup network service cifs-server join-ads

AD/DNS Server IP address

AD/DNS server IP address. The NexentaStor CIFS server tries to verify the username

and password combination by passing them to central AD/DNS server. Provided IPv4
address in form of #.#.#.# will be used for Windows/DNS naming resolutions. This

field required to be filled in. Press Ctrl-C to exit.

Secondly, as stated in the beginning of this Section, we'd need to establish name-based mappings

- that is, name equivalence between Windows users and groups and their counterparts in the

UNIX. These mappings persist across reboots. To map Windows users/groups onto UNIX
users/groups, go to NMV's Settings => Network and click on the Identity Mapping link:

Status Settings Data Management Help -—)
Appliance  Metwork Disks Users Preferences Console [ | nexenta-vm j = |
Summary Basic Network Settings Manage CIFS Server Settings: online
Create Create Network Interface

Service [+ Service is currently enabled
Router Setup Default Router State Uncheck it to disable service

Name Servers Setup Name Servers
SSH-Bind Bind remote host via SSH

'wingroup:Domain Users' == ynixgroup staff

Configured as

192.168.1.10/255.255.255.0 :
Mappings

Configured as Ru|§2 9

171.64.101.179/255.255.254.0

aggrl

el000g0

Comma-delimited list of name-based mapping rules. Rule-mapping
format is as follows: windows-name[=>|<=|==]unix-name, ... Formats
of names one of [winname:|winuser:|wingroup:|unixuser:|unixgroup:].
For unidirectional mapping use [==|<=]. Use *' for pattern matching

Change Settings

Found a bug? Feature Request? Regquest Technical Support

The example above shows two identity mappings: for a group of Windows users called "Domain

Users” and for Windows administrator. The latter is mapped on appliance's pre-configured 'admin’

account.

NMC provides a similar functionality, via 'setup network service cifs-server idmap':

nmc@myhost:/$ setup network service cifs-server idmap
Mappings Rules

Comma-delimited list of name-based mapping rules. Rule-mapping format is as follows:

windows-name [=>|<=|==]unix-name, ... Formats of names one of [winname: |winuser: |
wingroup: |unixuser: |unixgroup:]. For unidirectional mapping use [=>|<=]. Use '¥*'

pattern matching. This field required to be filled in. Press Ctrl-C to exit.
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Keep-Alive
To show all appliances on the network, run:

nmc@myhost:/$ show network appliance
The list is updated in real time.

For more details, see:

nmc@myhost:/$ show network appliance -h

This particular keep-alive function is carried out by a special fault trigger called 'hosts-check'.
Along with all the rest fault triggers and other pluggable modules (see Section “Fault Management

and Reporting”), hosts-check is runtime-configurable and can be tuned for a particular
environment (unless the defaults are good - which is expected):

nmc@myhost:/$ setup trigger hosts-check

Advanced Usage — Quick Reference

This section merely names some of the “advanced” topics and gives the corresponding pointers.
This includes:

1) To manage remote appliance :
(a) switch appliance

(b) switch appliance -f
(c) setup network ssh-bind

(d) show network appliance
2) To manage a group of appliances:

(a) setup group

(b) switch group

(c) show group
3) To record and replay NMC sessions (Section "Command Reference”):
(a) record <name>

(b) record view-current
(c) record stop

(d) show recording

4) To upgrade or rollback appliance software, manage system checkpoints:
(a) setup appliance upgrade

(b) setup appliance syspool
5) To save/restore appliance's configuration:
(a) setup appliance configuration

(b) show appliance saved-configs
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For in-depth information and usage examples, see Sections:
* “Command Reference”
* “Centralized Management”
* “Note on SSH Binding”
* “Tutorial”

* “Appliance Software Upgrade”
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I/O Benchmark®

nmc@thost:/$ run benchmark

Usage: [-p numprocs] [-b blocksize] [-q] [-s]

-p <numprocs> Number of process to run. Default is 2.
-b <blocksize> Block size to use. Default is 32k
-s No write buffering. fsync() after every write

This benchmark is using well known Bonnie++ tool, it is based on the
Bonnie benchmark written originally by Tim Bray.

Sequential Write (SEQ-WRITE) :
1. Block. The file is created using write(2). The CPU overhead
should be just the OS file space allocation.
2. Rewrite. Each <blocksize> of the file is read with read(2),
dirtied, and rewritten with write(2), requiring an lseek (2).
Sequential Read (SEQ-READ) :
Block. The file is read using read(2). This should be a very pure
test of sequential input performance.
Random Seeks (RND-SEEKS) :
This test runs SeekProcCount processes (default 3) in parallel,
doing a total of 8000 lseek()s to locations in the file specified
by random(). In each case, the block is read with read(2).
In 10% of cases, it is dirtied and written back with write(2).
Example:
nmc@thost:/$ run volume voll benchmark -p 2 -b 8192

Testing 'vol2'. Optimal mode. Using 1022MB files and 8192 blocks.

SEQ-WRITE CPU S-REWRITE CPU SEQ-READ CPU RND-SEEKS
162MB/s 8% 150MB/s 6% 188MB/s 9% 430/sec
158MB/s 7% 148MB/s 8% 184MB/s 7% 440/sec
160MB/s 8% 149MB/s 7% 186MB/s 8% 435/sec

49. Distributed as a separate plugin
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More NMC Commands and Aliases

In addition to the top-level commands (Section “Top-Level Commands”) NMC provides a few more
built-in commands, and a set of essential ubiquitous Unix commands.

The extra built-ins are:

alias cd df exit history lunsync option

For instance, run 'df [folder-name]' to display volumes and folder, or 'df -h' for usage.

The available Unix commands include:

tar rm date clear mv ls find chmod chown grep

rmdir cat less mkfile mkdir gzip

For instance: run 'find' or 'grep' to search files and directories, 'edit’' or 'less' to edit/view
files, and so on.

NMC supports a so called “expert mode” operation, one of the differences
between "NMC experts” and “non-experts” being that the former are
permitted to execute more Unix commands. To enable expert mode, run:

nmc:/$ option expert mode = 1
For more information on NMC options, see Section “Preferences”, or run:
nmc:/$ option -h

For the complete and most updated list of NMC commands, including Unix
commands, simply press TAB-TAB at NMC prompt.

The following two screenshots show NMC commands.

nmc@ahost:/$ =
alias date grep s option rmdir switch

cat destroy gzip lunsync options run tar

cd df help man query setup unshare

chmod exit history mkdir quit share

chown fastswitch index mkfile record shell

create find less mv rm show

nmc@ahost:/$ |J

Screenshot above shows NMC commands with expert_mode option switched off. Screenshot
below results from TAB-TAB at the prompt with expert mode enabled®.

50. The set of NMC commands shown above may not necessarily correspond to the latest NexentaStor release.
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nmc@ahost:/$ option exp

expansion expert mode
nmc@ahost:/$ option expert mode=1
nmc@ahost:/$

alias date grep
awk dd gzcat
cal destroy gzip
cat df help

cd du history
chmod egrep joe
chown exit less
clear fastswitch 1n
create find 1s

nmc@ahost:/$ |

The following are NMC built-in aliases:

alias quit='exit'

alias options='option'

lunsync
man
mkdir
mkfile
more

mv
netstat
option
options

ping
query
quit
record
rm
rmdir
rsync
run
sed

alias fastswitch='switch appliance -f'

setup
share
show
switch
sync

tail

tar

touch
traceroute

unshare
uptime
vi

vim

wc
xargs

[»]

As always, aliases and the commands they alias can be used interchangeably. Run 'alias' to see

the current aliases and assign new ones.

nmc@ahost:/$ option exp

expansion expert_mode
nmc@ahost:/$ option expert mode=1
nmc@ahost:/$

alias date grep
awk dd gzcat
cal destroy gzip
cat df help

cd du history
chmod egrep joe
chown exit less
clear fastswitch 1n
create find 1s

nmc@ahost:/$ ||

lunsync
man
mkdir
mkfile
more

mv
netstat
option
options

And a final note on any and all NMC commands:

@ For manual pages, simply run:

nmc:/$ help <command>

For instance:

nmc:/$ help find

ping
query
quit
record
rm
rmdir
rsync
run
sed

setup
share
show
switch
sync

tail

tar

touch
traceroute
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uptime
vi

vim

wce
xargs
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Notes on User Management and Access Control

The appliance supports full management of per-user, per-group, per-folder Access Control Lists
(ACLs) in its user interface, while also populating the system with accounts and groups that you
may have already defined in Active Directory or other LDAP-based directory service. For a
background on this integrated functionality, introduction, and screenshot examples, please see
Section “User, Group and ACL Management” above.

Following are more screenshots and examples that demonstrate, first, how to edit a folder's

extended ACL, and the management GUI capability to create new users and groups that can be
later associated with specific access permissions.

Status Seftings Data Management Help “Logout

Wi Data Sets W Shares % Services  Runners Console ™ | nexenta-vm v | .

Shoy  SUmmary Create new ACL entity: vol1/b

Information
Create Create New Volume UNIX/LDAP User

Import Existing

admin A
Select a user from existing appliance users UNDX/LDAP

Import o )
P Volume execute Permissions to execute files
More...
Show S read Permissions to read files, directories and attributes
Information
Create Create New Folder More...
Search  Probabilistic Search create Permissions to create files and directories
More...
Summa . . o . )
Show Informatirgn inherit ] Permissions to inherit ACL
Create Create New More...
Snapshot
write Permissions to write files and attributes
More...
delete [] Permissions to delete files and directories
More...

Add New User‘ Cancel |

Found a bug? Feature Request? Request Technical Support

Notice on the picture above that, for convenience, NMV groups all available extended access
permissions into the following 6 groups:

execute, read, create, inherit, write, and delete.

The 'read' group for instance, if checked, will automatically include all read permissions:
list_directory, read_data, read_acl, etc. For any of the groups of permissions, you can further click
on More and uncheck some of the corresponding individual permissions.
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The corresponding NMC interfaces are:

setup folder <name> acl
setup folder <name> ownership

show folder <name> acl

See also related NMC commands:

setup appliance user
setup appliance usergroup
show appliance user

show appliance usergroup
create appliance user

create appliance usergroup

To create a new group of local users, in NMV go to Settings => Users:

Status Settings Data Management Help "Logout
B Appliance = Network . Disks & Users # Preferences Console nexenta-vm (¥ |
e T e s Create New Appliance User Group %
New User Create New Appliance

User Available Users Group Members
admin
i root
Summary Summary Information test-user
New Create New Appliance
Group User Group
Add >> |
LDAP Client: online << Remove |
Configure Basic LDAP Add or Remove users in the
configuration group

Reset configuration
Unconfigure to factory defaults
and disable LDAP

View Log View Service Logs

|
Group Name Group name. Maximum length is 16 characters

Create New

Found a bug? Feature Request? Request Technical Support

Users, whether they are locally or centrally defined (via LDAP/AD), can be further associated with
not only per-folder access permissions but NMV permissions as well — notice "NMV GUI
Permissions” on the picture below:
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Settings

Welcome Administrator  Logout

&F Appliance E Network (= Disks & UsAers % Preferences

Console Q

Summary Summary Information
New User Create New Appliance User

Summary Summary Information

New Group Create New Appliance User Group

> LDAP Client Service

LDAP Client: online

Configure Basic LDAP configuration

Reset configuration to factory defaults and
Unconfigure disable LDAP
View Log View Service Logs
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b

Edit Existing User
User Name lguest |
User name. Maximum length is 16 characters
Password

Password Confirm

Display Name

E-Mail Address

About

UNIX User

UNIX Group

Home Folder

Can_view

User password. Maximum length is 40 characters

Password confirmation box

|Guest |
The name which will be displayed on the top of the application

Optional e-mail address for this user

Optional additional information for this user

[Jfunchecked, local UNIX user will not be created
Note: UNIX and/or LDAP users are required for integrated NFS/CIFS ACLS to work
properly

|s|aﬁ v |

The default group that this username belongs to. Groups provide a mechanism to
assign permissions to a list of users all at once. Default is "staff"

|

Optional. User's home folder pathname in the form of volume/folder. Example:
homeljoe. If specified, new ZFS folder will be created and assigned as a home folder
for new UNLX user with Read/\Write permissions

NMV GUI Permissions
Can view confidential data
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NMC Preferences

For current NMC settings, run:
nmc:/$ option

For manual page, complete description of available options, their settings, and examples:
nmc:/$ option -h

To change any option value for the current NMC session, type 'option <name>=<value>', for
instance:

nmc:/$ option bg=dark

To make this change persistent, use -s option:
nmc:/$ option bg=dark -s

This will store the new setting in NMC configuration file. Alternatively:
nmc:/$ setup appliance nmc

This will open NMC configuration file for editing. See also:

@ Section "Tips and Guidelines" below (or type 'help tips')

To configure Nexenta Management Server (NMS):
nmc:/$ setup appliance nms

Note that changes to the server configuration are global in a sense that the
server is shared by all clients, which, in addition to possibly multiple console
clients (NMCs), include storage services, fault triggers, reporters and statistic
collectors, and custom runners, and certainly, GUI-based web management
(NMV) clients.

All those clients listed above access the same universal NMS-provided public
API (Section “Storage Appliance API").

See also NMV Section “Server Options” that illustrates similar preferences-
view-and-update functionality provided via web interface.
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NMC Tips and Guidelines

NMC colors

NMC currently supports the following screen backgrounds:
none - none (no colors)
1 or 'white' - white background (default)
2 or 'gray' - gray background
3 or 'dark’ - dark or black background

@ If your screen background is dark, run:

nmc:/$ option bg=dark

To make the pallete change permanent:

nmc:/$ setup appliance nmc

This will open NMC configuration file in the internal NMC editor.

NMC man pages

The NMC manual pages (a.k.a. command usage guides) are universally available via -h command
line option. Typing '?' in the command line typically produces a short summary on the available
option. The system manual pages are also available - simply type 'help <option>'. For instance,
run 'help zfs'to display ZFS manual page. For more information and examples, see Section
"Navigation" (‘help navigation').

NMC editors
VIM is a default NMC text editor - see http://en.wikipedia.org/wiki/Vim_(text editor)
VIM supports 3 modes of operations:

* browsing/scrolling (Up, Down, PgUp, PgDn, Home, End)
* editing (press 'i', and ESC to get back to browsing)

* command mode (press ':', and ESC to exit the command mode, 'w' to save changes, 'q' to
quit)

In addition to VIM, the appliance provides an alternative text editor called 'joe' a.k.a. joe-editor.
You can enable its usage instead of the default via 'option alt_editor'. See Section
"Preferences" ('help options') for details.
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Quitting, exiting, aborting

Ctrl-C to abort any command, terminate any dialog, terminate NMC
Viewer.

Type 'exit to exit remote appliance (that is, return back to local appliance),

or 'quit' NMC, or group execution mode.
Type 'q' to quit NMC Viewer, confirmation dialogs.
‘show all’

nmc:/$ show all

This will 'show' the entire appliance®, in one shot.

NMC viewer

NMC uses a well-known 'less' utility to view the files and command output. Once in 'less’, use
cursor keys to browse, '/' to search forward, '?' to search backward, 'q' to quit. Press 'h' for help
and more options, or quit 'less' (with 'q') and run 'help less'.

Man pages

There are two ways to get manual pages, usage examples, and general information on any one of
the following commands:

show setup
query switch help

destroy create run share unshare record
These are:
a) 'help <command>'
b) <command> usage

For instance, to list the entire collection of 'show' sub-commands with their respective usage &
manual pages, run:

nmc:/$ show usage

or, same:

nmc:/$ help show

51. More exactly, not the “entire” appliance but substantial part of it anyway..
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NMC shortcuts and aliases

NMC is a power shell providing many ways to speed up manual operations - and make it easy.
This includes various shortcuts and aliases, namely:

1. All NMC operations that deal with folders and volumes can be typed in a shorter form, by
omitting 'volume' and 'folder' keywords. For instance, the following two 'setup’

operations are identical:
nmc:/$ setup volume voll folder a

nmc:/$ setup voll/a

2. The following is an example of two identical ways to run a service:
nmc:/$ run auto-tier :voll-a-000

nmc:/$ setup auto-tier :voll-a-000 run

By design, setup is a “super-command” (Section "Top-Level Commands") that can be used to
modify, create, restore, run, and preform other "active" management operations on the appliance.
However, a number of the most important "verbs" are defined explicitly, and provided largely for
convenience. The set includes: create destroy run share unshare

3. Aliasing
See section “More NMC Commands and Aliases”.

Command history

To quickly repeat a command that was already executed, press Ctrl-R and type a few first letters
(of the command). Or, simply press Up and Down arrows at the prompt. Type 'history' for the

the list of executed commands.

Batch mode

Management operations can be assembled in batches and run non-interactively. Here's an
example:

nmc:/$ record abc
nmc:/$ create volume
(guided by NMC, fill out all the volume-creation options -

see “Tutorial”, Section “Creating a volume”)

nmc:/$ record view-current
optionally, view the currently recorded content
nmc:/$ record stop

and finally, stop the recording.
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Now, at this point the entire volume-creation operation is stored in session 'abc' in a fully-
expanded form. You could destroy the volume and later re-run (that is, replay) the session:

nmc:/$ run recording abc

The result will be that the volume is created again, but this time without user interaction.

NMC recorded sessions can contain any number of valid operations and can be used to execute in
a group mode (that is, on a group of appliances), and/or on a single appliance, remote or local.

For more information, please see Section "Command Reference — record”, or run 'record -h'.

Finding NMC commands

NMC 'help keyword' instruction supports yet another way to quickly locate and execute NMC
operations.

Nexenta Management Console supports many commands... NMC supports an ever increasing
number of commands, and in that sense the 'help keyword' facility may come handy.

Simply type 'help keyword <some-keyword>'- and NMC will list all available operations that
mention the specified keyword.

For instance:

nmc:/$ help keyword checkpoint

results in the following printout:
* show appliance checkpoint
* setup appliance syspool checkpoint

* setup appliance checkpoint

You do not need to remember the exact command line option - a few letters will suffice. For
instance:

nmc:/$ help keyword checkpo

will have the same result as shown above, while

nmc:/$ help keyword chec

will print an additional command:

* show appliance checkpoint
* setup appliance syspool checkpoint
* setup appliance checkpoint

* setup network service <name> confcheck
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Force operation

The -f (force) flag is used consistently throughout NMC to force operations to proceed in spite of
certain exceptional conditions. Few examples:

Example #1:

The auto-sync service expects that its destination is not tampered with between auto-
sync runs. If prior to the next scheduled the auto-sync determines that the destination is
not in-sync anymore, it will fail to run - unless the -f (force) option is specified. See
'create auto-sync -h'for details.

Example #2:

Nexenta Management Server will not restart if any of the scheduled services or fault
triggers or statistic collectors or reporters are currently executing. More exactly, if you try
to restart NMS (via 'setup appliance nms restart') while it executes anything on
behalf of its clients, the restart operation will fail — unless the -f (force) option is specified.
See 'setup appliance nms restart -h'for details.

Locating objects and services

Use query to find objects, locate services, and optionally, display their properties. For instance,
the quickest way to list all existing objects:

nmc:/$ query -e name

The query allows to execute arbitrary logical expressions. See Section "Command Reference -
guery”, or run 'query -h'(or 'query usage') for detailed description and many examples.

iSCSI

On iSCSI initiator side, to discover iSCSI targets and attach (via iSCSI) remote disks and disk
arrays, use show iscsi and setup iscsi commands.

In addition to iSCSI initiator, NMC provides an extremely easy iSCSI target integration. A quick
check on the iSCSI target capabilities can be done via NMC 'help keyword' facility (see Section

“Finding NMC commands”). The following is an at-a-glance view of the supported iSCSI target

capabilities®. As always, each of the listed commands has its own manual page available via -h
option.

52.Needless to say, 'help keyword' can be used to find any and all NMC commands, not only those listed in this section. See
Section “Finding NMC commands” for more information and examples.
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nmc:/$ help keyword target
* create iscsi target

* show iscsi target

* setup iscsi target

* destroy iscsi target
nmc:/$ help keyword zvol
* create zvol

* create auto-snap zvol

* create volume <name> zvol

* show zvol

* show lun zvol

* show volume <name> zvol

* unshare zvol

* unshare volume <name> zvol
* setup zvol

* setup auto-snap zvol

* setup volume <name> zvol

* run auto-snap zvol

* share zvol

* share volume <name> zvol

* destroy zvol

* destroy auto-snap zvol

* destroy volume <name> zvol
nmc:/$ help keyword tpgt
* create iscsi target tpgt

* show iscsi target tpgt

* setup zvol <name> tpgt

* setup iscsi target tpgt

* setup volume <name> zvol <name> tpgt

* destroy iscsi target tpgt

You can convert the Nexenta NAS into a Target in a matter of seconds, thus combining the

flexibility and power of both file and block level access to the same storage. Simply, use setup

zvol and create zvol commands. For more information, run:
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nmc:/$ create zvol -h

For more information and use cases, please see Section “Using ZVOLs".

Lunsync - rediscovering devices

NMC command 'lunsync ' re-enumerates devices in the appliance. The command is particularly
useful in extremely rare cases when (and if) the system does not discover newly attached LUNs
(physical or logical disk drives) automatically. To troubleshoot, run:

nmc:/$ show lun

This will show all physical and logical disks, commonly called LUNs. If a disk is missing in this
output, simply run:

nmc:/$ lunsync

The process of re-enumerating devices may take some time, especially if you deploy remote
attachments via iSCSI and/or FC SAN. See also Section "“Managing LUNs".
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Status Settings Data Management )

Summary Storage Network = myhost

Detailed Status General network status Network Interface Time Graphs

Interface: Parameter: Begin: 2007/07/19 17:37
Interface Graphs Interface time graphs rtis0 Average Read in KBytes End:|2007/07/20 17:37

Average Read in KBytes br: netwark-collector
Input Etror Packets
Output Packets
Average Write in KBytes
Qutput Error Packets
Nurglokéer of Collisions

3250
@ 3000
Lo
=
- 2500
2250
2000
1750
1500
1250
1000
750
500
250
ol

Tine Interval

Found a bug? Want to see something changed? Feature Request? Your feedback is appreciated!

Copyright 2005-2007 Nexenta Systems, Inc.
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5. Initial Configuration Wizard

The very first time a URL for NexentaStor Initial Configuration Wizard shows up when you register
the appliance software:

Model ¢ Btorage Appliance (Digital Archive Edition)
Software Version @ 0.96b70

Release Date : Sat Sep 8 20:48:52 2007

UuID S~-N * 5b4df0a7?-0e34-7214-1b4b-835acOcI5b7f

Product registration
Machine Signature : DBBFCL
Regiztration Key  EVAL-CDBS5Z2Z0753-DESFCL-BINMEL

Reviewsmodify primary network interface

Interface el000g® (PRIMARY): Configured as 192.168.1.1-255.255.255.0
Default Gateway :

DNS #1

DNS #2

DNS #3

Reconf igure 7 Yes
static unconfigure

Choose one of the options above, 'g’ or Ctrl-C to quit

and configure the appliance's primary IP interface:
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DHS #3

Reconf igure 7 Yes
Option 7 dhcp
Enabling el000g0 wia DHCP ... OR.

Interface el000g0 (PRIMARY): Using DHCP as 192.168.1.138-255.255.255.0
Default Gateway via DHCP P 192.168.1.1

DNS #1 via DHCP ¢ Z06.13.28.12

DNS #2 via DHCP P Z06.13.30.12

DNS #3 via DHCP :

Reconf igure 7T HNo

Your primary interface is: el000g0

Listening on https:r/-/192.168.1.138:2000~

Pleaze use your Internet browser to connect to the URL above and follow
on—line instructions on how to configure this appliance.

Mexenta Storage Appliance (v0.96b70)

login: _

As per instruction on the screen above, you would need to point your Internet browser to the

displayed URL (in this case that would be https://192.168.1.138:2000). That will connect your
browser to the NexentaStor GUI-based Initial Configuration Wizard. The Wizard guides you
through the most essential appliance's setup, which is described and illustrated in this section.

Starting from version 1.0.3, there is an added capability to choose transport protocol for
NexentaStor Web GUI (NMV). You can select either HTTP - fast and (plain text) unsecured, or
(the default) HTTPS - secured but potentially less responsive:
Option 7 dhcp
Enabling ae®@ wia DHCP

Interface ae0®0 (PRIMARY) i Using DHCP as 192.168.102.142-255.255.255.0
Default Gateway via DHCP :

DNS #1 via DHCP i 192.168.102.2

DNS #2 via DHCP :

DNS #3 via DHCP

Reconf igure 7 HNo

Your primary interface is: ae0
eb GUI protocol ¢ HTTP

Listening on http:/-192.168.102.142:2000/

Please point your Internet browser to the URL above - NexentaStor
Initial Configuration Wizard will help you to get started.

The Quick Start Guide document is available on the website -

jhave it handy during initial configuration of the appliance.

exenta 3torage Appliance (v1.0.3b8B5)

yhost console login:

The screenshot shown above is in fact the very first NMC dialog, that can be invoked at any later
time via 'setup appliance init'
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e NMC 'setup appliance init'functionality includes:
1. setting primary IP address, as shown on the picture above
2. selecting Web GUI (NMV) transport protocol.

The latter option is available starting NexentaStor version 1.0.3. You can choose
to run NMV using HTTP unsecured, or HTTPS secured transport. The former is a
good choice if you are behind a firewall, and at the same time you feel like NMV
response time is slow. Running NMV over plain-text unsecured HTTP often
provides for much better (faster) response times.

In any case, the NMV transport setting can be always adjusted and re-adjusted
multiple times, via NMC 'setup appliance init' command.

NexentaStor Initial Configuration Wizard is subdivided into two guided stages:
* Stage I - Basic Configuration (the first screenshot below)

* Stage II - Configuring Network and Storage

It is important to to point your Internet browser to the displayed URL and
perform all Wizard-guided steps of the Basic Configuration.

Stage I — Basic Configuration

The first two screens allow you to set appliance's hostname, domain, localization settings:

and the administrative passwords:
I1.Basic 2 I Qtan #4: Dacia P anficeatine

1. Basic

5 K3

Step #2: Admin Passwords

2. Admin

Assign root and Password for root
admin users

passwords Repeatroot p

e
Change root password. Note: the default password is "nexenta”

d Re-enter root password

3. Notification

|<< Previous Step H Next Step >>|

Salill = nEyhuAs EAYYEE Default keyboard Iayo;'u':m;
Belarus
Belgium
Bosnia & Herzegovina
Britain (UK) L
Bulgaria

Croatia

Czech Republic
Denmark

Estonia

Europe - Central
Europe - Eastern
Europe - Western
Finland

This particular screen demonstrates updating the most basic appliance
configuration

It is important to setup at least a mail server and mailing address to system notifications, reports,
and faults to be reported. Configure as necessary for your site.
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2. Admin Passwords ¥

Step #3: Notification System

eles Band pou paricdic
dailytweekly status reparts for
ariaty of Subsystams inebiing
detaled reports for Storage and
Neworking LUsages

SMTP Sarver smtp corp nec ]

3. Natiflgation System 3| SMITP Usar N |
Sctup trans port channel far SMTP Password I
natfication events dokuary. During
g T —
wil 2ana

¥ smTP Plai a
leveb of eriticelty in case of :
falures. Software Applance may E-Mail Addresses  as orpnet ]

SMTP enter one or
("« = Pravious Step’ Sand Test E-mail ' Nest Step > > MMDFB COMMAa-separatad
administratve e-mail addresses

to be used by the appliance for
claily reports and Fault
notifications

ik | Dot vrow 1ot s

Part of the appliance's Fault Management and Reporting is realized via email
notifications. It is strongly recommended to configure appliance's mailer. The
appliance is designed to notify of important events - if the mailer is not
configured, it will obviously fail, and all the vitally important information will

silently end up in the log.

At this point, the current configuration should be applied. You can go back to edit.

1. Basio Sonilgsradion

‘Z Admin Pasewords

8 NiolHicabion Syatem

0 The Stage-I Basic Configuration Wizard is run only once, after the appliance is

freshly installed.

Apply Conflguratlon?
Hemimame s
Damalrnams GO Rl
Time Iere USPacihic
Feyboeed Loymuk  USEnghh
Pasewonds Kécdhied for rodl, admin
SNTP Sarmr Emip.comnol
EATTF Liasr
BWTF Paxmiard

GHTP Bend Timpout 30
SWTP Authentication Phin
E-Misl] Audedprnains s adrina oo p.net

Wosld you ko o apply this configuration™

I'_'-u F 5 !ﬂpY.Apphl C e j

The Stage-II Wizard (see next Section) can be run multiple times.
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Stage II — Network. Disks and Volumes

The second stage wizard follows, letting you edit your network settings:

Stop #1: Networking

2. Data Velumses ¥
o

Interface Type Configuration Primary Delete

single Configured as 192.166.0.40/255.255.2532.0 =] b

4. Folder and Sharac ¥
Add Interface

... view and configure available disks:

Edit Interface
Change Default Gateway
Change Name Servers

Next Step >>

Wizard: All changes has been fully itted
1. Networking '} | step #2: Disks
2. Disks D
Data volumes (step Disk Size Model Bus Attach  Volume
#3) require to have c1t0do 384.1MB TOSHIBA, Rev. 1F16 cdrom DAS
physical disks c3todo 2.5GB SEAGATE, Rev. 4.02 usb DAS
attached. In VMware c0do 76.3GB HTS721080G9ATO0 ide DAS export,syspool

environment you can

Setup iSCSI Initiator Parameters
[TATATeT Name

use physically
connected devices

and export them via Initiator Alias
VMWare wizard.
X Authorization
Alternatively, you Method
could utilize iSCSI
protocol and access Number of
Sessions

pools of disks

remotely Header Digest
3. Data Volumes ¥ Method
Data Digest

4.Folders and =

(S

iSCSl initiator node name. Maximum of 223 characters

iSCSl initiator node alias. Maximum length of 223 characters

Authentication mode: none or CHAP

The number of configured iSCSI sessions that will be created for each iSCSI target to
utilize I/O multipathing feature

Enable or disable CRC32 check for SCSI packet headers (may affect performance)

Method Enable or disable CRC32 check for SCSI data transfers (mav affect performancel

Next, we setup appliance’s network, disks (DAS or iSCSl attached), volumes and
folders. The Wizard will guide you through the steps. Status of the last operation

is always displayed on top.

... define data volumes based on that disk storage:

1. Networking >

Step #3: Data Volumes

be created from

2. Disks 9
3, Data Volumes G Volume Configuration Size Used Avaialble Capacity Status Export Delete
export no redundancy groups 63.5G 3.20G 60.3G 5% ONLINE  # *
Data volumes could
tier2 no redundancy groups 179M 270K 179M 0% ONLINE x

selecting one or Add New Volume

more physical disks
connected to the
appliance directly or
via iSCSI. Volumes
could be exported Available Disks
and imported. You
man also want to
assign volume Volume Name

Volume Type

description

4. Folders and ¥

Description |

Pool of Disks

pol, Mirror, RAID, etc
Mirrored Pools

RAID-Z1 Pool (single parity)
RAID-Z2 Pool {double parity)

Available physical disks. Mounted/Slices/Partitions not allowed

Volume name as specified by ZFS pool name description

Optional volume description. Maximum length is 255 characters

Import Volume

and finally, create folders within those new data volumes:
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1. Networking &

2. Disks £2

Step #4: Folders and Shares

= Folder Refer Used Avail Mountpeint Delete

3. Data Volumes ¥
export 3.10G 3.20G 60.3G Jexport k4
4.Foldersand I | yopp 22K 200K 179M Jvolumes/tier2 *
5 BUGEN S, 10 tier2ia 18K 18K 147M /volumes/tier2/a *
may want to create tier2/b 18K 18K 147M  fvolumes/tier2/b *
RIED E01EeN SRS vdemo 18K 118K 2.31G /volumes/vdemo x

and share them via

storage networking Create New Folder

protocols such as
NFS or CIFS

fvdemofoll
Unique path within the ZFS namespace. Maximum length of a dataset name is 256

|demo folder #1 |

Folder Name

DeSciption Human-readable description for this folder
. 32K
e Specifies a suggested block size for files in the folder. Default is 128K
9zip

ComPreSSien Controls the compression algorithm used for this dataset. Default is "on"

P

HUmBESHCeRIES Controls the number of copies of data stored for this dataset. Default is "1"

Add Folder

‘<< Previous Step H Next Step >>|

The summary of all second-stage changes can be reviewed...

1. Networking  “'R | poyiew Changes and Exit

2. Disks ¥)

3. Data Volumes ¥/ Networking

4.Folders and ¥ Interface Type Configuration
rtiso single Using DHCP as 10.16.16.100/255.255.255.0
Volumes
Volume Configuration Size Used Avaialble Capacity Status
vdeme no redundancy groups 2.31G 152K 2.31G 0% ONLINE
export no redundancy groups 63.5G 3.20G 60.3G 5% ONLINE
tier2 no redundancy groups 179M 200K 179M 0% ONLINE
Folders
Folder Refer Used Avail Mountpoint
export 3.10G 3.20G 60.3G  /fexport
tier2 22K 200K 179M /volumes/tier2
tier2/a 18K 18K 147M /volumes/tier2/a
tier2/b 18K 18K 147M /volumes/tier2/b
vdemo 18K 152K 2.31G  /volumes/vdemo
vdemo/foll 18K 18K 2.28G  /fvolumes/vdemo/foll
‘<< Previous Step H Start NMV|

We've configured host and domain names, administrative accounts and appliance's mailing facility.
We've added two volumes, destroyed two folders and added one new, with gzip compression and 2
copies of data.. This demonstrated only some and only basic wizard capabilities.

Upon exiting, the Wizard simply runs Nexenta Management View - the primary management GUI
interface (next Section).

While “walking” Wizard-guided steps, pay attention to system notices, for example:

Nexenta Systems, Inc. All rights reserved. 121



1. Networking

Step #3: Data Volumes

2. Disks

3. Data Volur ™™ 2 Yolume Configuration Size Used Avaialble Capacity Status Export Delete

Data volumes could be Add New Volume

created by selecting one

of more physical disks For advanced options, please consider using Mexenta Management Consale (NMC). With NMC yau will be able to create multiple redundant
configurations within a data volume, specify multinle spare drives, automatically create storage services, get an extended help information.

connected to the

appliance directly or via Volume Type |PD°‘ of Disks he |

Data redundancy configuration: Pool, Mirror, RAID, etc

cld?: DAS(ide) 1 131.1GB
cld1: DAS(ide) : 131.1GB

ISCSI. Vaolumes could be
exparted and impaorted.
‘You may alsowant to Available Disks

This particular notice recommends using NMC for advanced volume creation options®3. If
required, you could simply click on the provided link and invoke Nexenta Management Console
right from the Wizard.

With its last screen the Wizard invites to review all changes, for instance:

Networking
Interface Type Configuration

Review Changes and Exit

€1000g0 single Using DHCP as 192.168.1,.112/255.255,255.0

Volumes

Volume Configuration Size Used Avaialble Capacity Status
voll mirror group: 1, devices: 2 127G 198K 127G 0% OMLIMNE
Folders

Folder Refer Used Avail Mountpoint

voll 18K 198K 127G Aeolumes/voll

voll/a 18K 18K 125G Seolumes/vollfa

voll/a'b 18K 18K 125G Avolumes/vollfa/b

voll/a/b/c 18K 18K 125G Avolumes/vollfa/bfc

MNexentaStar supports system checkpoints - a unique facility designed from bottorn up to support live {in-place)
upgrades and safe upgrades, with akilities to rollback and/or boat the appliance into any one of the previous
checkpaints. At this point it is recormmended to create a systermn checkpoint - a snapshat of the freshly installed and
initially configured appliance. For detailed information on the appliance's upgrade/checkpointing functionality see
MNexentaStar User Guide.

Create a system checkpoint now'?

‘ << Previous Step || Start NMV|

The Wizard will also recommend to create a system checkpoint (see above) - “a snapshot of the
freshly installed and initially configured appliance”. Please see Sections “Appliance Software
Upgrade” and “Tutorial” for detailed information on appliance's upgrade/checkpoint functionality.

53. Some of the screenshots in this section may be outdated.
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@ The Stage-II Installation Wizard can be run multiple times. Even though NMV
(Section “6. Management GUI — Quick Introduction” below) provides a superset
of functionality, you may still find it convenient to re-run the Wizard.

To do this, point your Internet browser to a the following URL.:

<https://appliance's IP address:2000>/wizard2
or:

<https://appliance's DNS hostname>/wizard2

For instance, if the appliance's primary IP is 192.168.16.92, the actual Wizard's
URL could look like:

https://192.168.16.92:2000/wizard2
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6. Management GUI — Quick Introduction

Nexenta Management View (NMV) provides appliance's web management interface. NMV

combines intuitive graphical interface with ease of use, ability to monitor all appliances on the
network with ability to easily execute the most essential administrative operations.

‘3 Settings

Welcome Administrator. | Logout

morioka B

Appliance  Network Disks Users Preferences

SEm

Summary Storage  Network
A

(Togin
sram %)

Appliance Managment Launchpad
An easy way 1o organize day 1o day appliance

Status Information

folders, efc.

Physical Disks

Show current stafus: components versions,
Tunning services, primary interface, volumes,

List al available and confinured nhueiral

options, efc.

Networking Summary

Liet all ranfinuired nahunrki

Appliance Summa[y Information
Show general information: hostname,
domainname fimezones, mailer, maintenance

intarfaree_ratare

Detailed Storage Status

Folder Graphs
LUN Graphs

spa
Udlizaton

¥ Volumo Statistcs.
Volume Graphs  Volume time graphs.

Folder time graphs.
LUN fime grapts

Volume space
utiizztion

NFSV4 Graphs  NFSvd time graphs
NFSV3 Graphs  NFSv3 time graphs
NFS\2 Graphs  NFS2 time graphs

Aggregate by:

Bogin: 2007/07/19 15°51
End: 2007/07/20 15:51

[ - sroms -2

values

disks: their configurations
volumes, aftach methods

Found abug? Want

‘, Status

Summary Storage Metwork

sram  This appliance

Add Create new appliance’s group
Delete  Delete existing appliance’s group

No groups available

General Status and Details: sram

Property

uuiD

Host Name
Domain Name
Primary Interface
Primary MAC
Server Time
Time Zone

NMS Version
Firmware Version
Total Memory
Free Memory

Value
48384441-3852-0030-485a-0030485a2654
sram

stanford.edu

bged

0:30:48:52:26:54

Fri Jul 20 15:50:39 2007
US/Pacific

0.94.3

0.94b67

4095MB

655MB

Found abug? Want to

thing changed? Feature Request? Your feedback is

Copyright 2005-2007 Nexenta Systems, Inc.
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@ To start using NMV, point your Internet browser to a the following URL:

<https://appliance's IP address:2000>

or

<https://appliance's DNS hostname:2000>
For instance, if the appliance's primary IP is 192.168.16.92, the actual NMV URL

could look like:

https://192.168.16.92:2000
This same URL will be displayed by both NexentaStor Wizard (see Section

“Initial Configuration Wizard”) and NMC - see Quick Start Guide for details ([1]).
Note that all communications with NMV are secure and encrypted over Secure

Socket Layer (SSL).

Don't forget to specify the NMV port: 2000

NMV is a single-login management client®. On the screenshots above and in the rest of this

section, notice a little list box in the top right corner just below the Login button. That list box at
any given moment contains the current appliance's hostname. You can switch between appliances

by simply selecting another name from the list. The appliance's on the network are statically

bound (see “Note on SSH Binding”) and/or discovered dynamically - in either case the appliance
name will show up in the list box. For similar management console functionality, please see NMC's

'switch' operation in Section "Command Reference”; for general background please refer to

Section “Centralized Management”.

Status tti Data M t

g

Appliance Network Disks Users Preferences

Summary Al properties summary information

NMV Customize NMV Properties Module Property Value
NMs Customize NMS Properties
MMV global_can_view 0
NMS service_log_keep_days 60
MNMS timesync_on_start 1
NMS trace_exec_output o]
HMS client_trace_exec_output 0
NMS saved_configroot .config
MNMS lunsync_on_start 1
HMS nfsroot /net
NMS autoflush 0
HMS volroot Jvolumes
HMS import_caches_timeout 3600
NMS upgrade_proxy
MNMS disable_write_cache 1
MMS trace_level 10
HMS client_trace_level 1

All properties summary information

myhost

Type Description

bool

n/a
n/a
nfa
n/a
n/a
n/a
n/a
n/a
n/a
n/a
n/a
n/a
n/a
nfa

Any NMV page/resource
requires can_view permission
System-wide NMS property
System-wide NMS property
System-wide NMS property
System-wide NMS property
System-wide NMS property
System-wide NMS property
System-wide NMS property
System-wide NMS property
System-wide NMS property
System-wide NMS property
System-wide NMS property
System-wide NMS property
System-wide NMS property
System-wide NMS property

Found a bug? Want to see something changed? Feature Request? Your feedback is appreciated!

Copyright 2005-2007 Nexenta Systems, Inc.

Once the appliance is initially configured (Section “Initial Configuration Wizard”), one of the first

things you may want to decide is whether to allow unauthenticated read access to it. The

screenshot above shows all configurable preferences®® - the very first one called
'global_can_view' determines whether global read access to the appliance is available. Please

54. How to login the very first time? Please see next Section..

55.In your version of NMV this and other screenshots listed in this section may slightly differ, reflecting updated

functionality and new features.
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pay attention to this particular setting, especially if the appliance's IP address is visible outside
your firewall.

NMV is the second available NexentaStor management client, the first one being Nexenta
Management Console (Section "NMC - Management Console”). Use NMV for user-friendly self-
documented (easy) administration of all Nexenta appliances on the network. Note that you can

always run management console from inside the GUI, by simply clicking on a small terminal icon
in the top right corner.

NMV tutorials are available on the web, at http://www.nexenta.com/tutorials
Following is the URL:

¢ Nexenta Management View

NMV Login

Nexenta Management View is pre-configured with administrative super-user account: admin. If

not logged in, or if the current login privileges are insufficient to perform the operation, NMV will
display the following dialog:

ol must provide your
credentials before
accessing this
resource,

User
Marme:

Fassward: [=====

admin

Login

The default password is sent to you in email, along with the product Registration Key. Don't forget
to change this password! For more information, please see NexentaStor Quick Start Guide at
http://www.nexenta.com/docs.

Note that NMV uses secure SSL connection to communicate to the Internet Browser.

To use plain (non-secure!) HTTP:
1) go to raw shell and open /var/lib/nza/prod.cfg in VIM or editor of your choice
2) comment out lines starting with “server.ssl_"
3) restart nmv via 'svcadm restart nmv' or simply reboot the appliance

Note: using plain HTTP is NOT recommended.

The rest of this section is a brief screenshot based (walkthrough) introduction into Nexenta
Management View. Please use NMV to discover its full power!
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NMV Summary Page

The Summary pages show appliance at a glance, including the most important (summarized)
configuration and fault management information, for instance:

Summary Storage Network = 'myhost
Server Time Fri Jul 20 17:36:26 2007 Name Size Used Available Capacity Health
Name ehost vdemo 231G 152K 231G 0% ONLINE
Domain edomain export 63.5G 3.20G 60.3G 5% ONLINE
Version unknown tier2 179M 200K 179M 0% ONLINE
Timezone IT/Europe
Name Service Frequency Started Status Enabled State
Name tls0 export-000  auto-scrub  monthly 12:15:02 online true idle
IPv4 Address 10.16.16.100
P Lzt 10.16.16.100 Service Started Status Enabled FMRI
~ . " iscsi-initiator  10:03:37 disabled false svec:/network/iscsi_initiator:default
Volume H'sm_'y for "vdemo iscsi-target 10:04:18 online true sveifsystem/iscsitgt:default
17:34 set copies=2 .vdemo{foﬁ ftp-server 10:04:13 online true svec:/network/tp:default
17:34 set compre:_;smn=gz|p vdemofal1 Icdlap-client 10:03:38 disabled false sve:/network/Adap/client:cdefault
17:34 set recordsize=32K vdemo/fol1 A y ) .
_ PTo—, rsync-server  10:04:06 online true svec:/network/rsync:default
17:34 set nms:description=demo folder #1 . . ) B}
vdemoffoll nfs-server 10:04:20 disabled true svei/network/nfs/server:default
17:34 create vdemo/foll cifs-server 10:04:10 online true svc:fapplication/samba:default
ntp-client 10:03:38 disabled false sve:/network/ntp:default
Volume History for "export” ssh-server 10:04:15 online true svc:/network/ssh:default
07-17snapshot -r export@snap-daily-4-latest
07-17snapshot -r
export@snap-daily-4-2007-07-17-18... Runner Type Status State Scheduled
07-17snapshot -r export@snap-hourly-1-latest hosts-check trigger maintenance running hourly
07-17shapshot -r memory-check trigger maintenance ready every 12 minutes
export@snap-hourly-1-2007-07-17-1... fmstat-check trigger maintenance ready every 10 minutes

The Summary page includes the most important (summarized) configuration and fault management
information

Done

network-collector

collector

enabled

ready hourly

Graphical Statistics

Nexenta Management Server, along with pluggable “statistic collectors” (see Section
“Terminology”) collects — and NMV displays graphically - numerous statistics: network and
storage, performance, utilization, and capacity related, graphs, bars, charts and much more. The
following screenshot illustrates part of the work performed by one specific collector - 'network-
collector'. The picture shows input and output IP packets, input and output errors, and other
related counters for a specified period of time. Note that all NexentaStor collectors do collect
statistics continuously — a user can select any time interval in the past for an aggregated

graphical representation.
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Status Settings Data Management

Summary Storage Network myhost

Detailed Status General network status Detailed Network Status

Aggregate by: Begin: 2007/07/19 17:37

Interface Graphs Interface time graphs | Maximum []  End:[2007/07/20 17:37

ol

[l -ipwo [l - rtiso

Collector: network-collector

Values
I
B
2
8
=

Packets

nput Packets
Output Error

e
tou

Nexenta Management Server collects - and NMV displays graphically - numerous statistics: network and

storage, performance, utilization, and capacity related, graphs, bars, charts and much more.

The concrete screenshot above shows statistics aggregated by Maximum for an interval of 24

hours.
1.

2.
3.

What that means in this particular case is that:

divide the result by the number of sampling intervals, 24 in the case.

for each sampling interval (by default — one hour) during the 24 hours specified - take the
maximum value of a statistic counter (say “input packets” for a given network interface)

sum up all these “maximums”

NMV supports “aggregating” by Maximum, Minimum and Average, changing default sampling
interval, selecting an interval of time, and more.

NMV supports a variety of disk space utilization and network I/0 statistics (the next 2 screens):

Status ~ Settings Data Management Help "Logout |
Summary Storage Metwork Console stanford.edu E|
Detailed Status ~ General storage status Volume Space Utilization
Volume: [tier2 I+| Folders: Top5 [+]
Volume Graphs Volume time graphs
Folder Graphs Folder time graphs Volune Utilization
LUN Graphs LUM time graphs t1er2/wooli§

Space Utilization ~ Volume space utilization tlerZ/backug;

NFSv4 Graphs  NFSv4 time graphs “erz/m“'dag;
NFSv3 Graphs NFSv3 time graphs
NFSv2 Graphs NFSv2 time graphs

tierz/shenoy
=rd

Unused/Others
60%

tierz/old
13%

Found a bug? Feature Request? Request Technical Support
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Folders and Shares

A set of screens under Data Management tab (below) allows to display and administer
NexentaStor datasets: volumes, folders, and snapshots. The corresponding pages provide
functionality to facilitate an easy management of the datasets. Appliance's folders, for instance,
can be shared across different systems via a variety of access methods: CIFS, NFS, FTP, RSYNC,
WebDAV ([24]).

New folders with a given set of properties can be created. Existing folders can be deleted and
indexed (Section “Notes on Indexing and Searching”). Folders, as well as snapshots can be
filtered by named - see the Search button at the bottom of the screenshot below:

Status Seftings Data Management | Help "Login |

Data Sets Services Runners Console ™ ahost v -]

Sior ETe) e Summary Information: Folders

Create Create New Volume Folder Refer Used Avail CIFS NFS FTP RSYNC Index Delete
Import  Import Existing Volume vdemo 21K 429M 579M [ Edit [ Edit ] Edit [ Edit O »®
vdemola 19K 428M 547M [ Edit ] Edit ] Edit [ Edit [l »
vdemoialb 428M 428M 547M Edit Edit ] Edit [ Edit O »
Show Summary Information vdemoialblc 22K 39K 547M Edit Edit [ Edit [ Edit (L o
Create Create New Folder vdemo/new 21.5K 38.5K 547M [ Edit [ Edit [ Edit [ Edit O k4
Search Probabilistic Search Search Results 1 - 5 (all)

Show  Summary Information
Create Create New Snapshot

For detailed overview and illustrated examples of CIFS shares, please refer to Section “Tutorial”,
subsection “Sharing a folder via CIFS”.

To share a given folder via NFS - that is, to make a local folder available for mounting by remote
NFS clients, simply check a little checkbox in this folder's row under NFS, and then optionally click

on Edit (see above) - to change the default sharing options. The following screen (in this
example - for the folder primary/a) will show up:
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e

Data Sets  Services Runners
Y

Data Management

Welcome Administrator ' Logout

— 2

Show Summary Information

Create Creats New Volume

Import

Import Existing Volume

Show Summary Information
Create  Create New Folder
Search Probabilistic Search

w Snapshots

Show Summary Information

Create Create New Snapshot

Edit NFS share for folder: primary/a

Specify Read-Write access list. Overrides the 'Read-Only' suboption for the clients specified. The list
contains zero or more cokn-delimitsd netgroups ancior hosts, for instance:
netg rou p-enginesring: 10.16.16.92

Specify Read-Only access lst. This list has no effect if 'Read-Write' field is set to "' The list contains
zeroor more colon-delimited netgroups and'or hosts, for instance: netgroup-engineering:10.16.16.92

Comma-celimited list of options to control access to the shared rescurce. The general fomat of extra

Read-Write

Read-Only

Ext
* r“a options is: option1,option2,...optionM - for instance:

Options rw=netgroup-enginesring: 10.16.16.92, ro=netg roup-marketing, root=admin. Motice the usage of colon ()
in this example. See usage (-h) for defaik
Only roct users from the hosts specified in this list have root access. For this option to work, appliance

Root domain name MUST match client's domain name. By default, no host has root access, so root users
are mapped toan anony mous user 'nfsinobody’. The list contains zero or more colon-celimited
netgroups andior hosts, for instance: netgroup-engineering:10.16.16.92
=

Recursive

Fecursive sharing mode; do share nested folders. Default i 'true’.

Change Settings

Founda bug? Feature Request? Request Technical Support

By default, NMV will create a share with a read/write access provided to all clients. Notice that the

Root field remains empty - it is generally advisable to fill it out. For extended information and

guidelines on NFS shares, and/or to administer NexentaStor folders via NMC, please see Section

“Tutorial”.

Configuration and Fault Management

With NMV, we can list:

‘5\ Data Management Welcome Administrator. Logout
Data Sets Shares Services Runners

Add Snapping
Add Scrubbing

List Reps

Add Tiering

~ Common Services Operations

Summary Summary Information
List Snaps List Snapping Services
List Scrubbs List Scrubbing Services

Create New Snapping Service
Create New Scrubbing Service

List Replication Services
Add Syncing Create New Syncing Service
Create New Tiering Service

List Replication $Services

Instance Service Frequency Started Status Enabled State Delete

tier2-b-000 auto-sync minute 17:43:33 online true idle b 4

Found a bug? Want to see something changed? Feature Request? Your feedback is appreciated!

... Create:

Copyright 2005-2007 Nexenta Systems, Inc.
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() Data Management Welcome Administrator. iogout

Data Sets Shares Services Runners
-
~ Common Services Operations

Create New Syncing Service

Summary Summary Information

List Snaps List Snapping Services Local Source Folder  tier2/b

List Scrubbs List Scrubbing Services

Add Snapping  Create New Snapping Service Periodic Interval Frequency minute

Add Scrubbing Create New Scrubbing Service Period 30

Direction Locally

List Reps List Replication Services Direction of replication flow

Add Syncing Create New Syncing Service

Add Tiering  Create New Tiering Service Transport Protocol Lic ZFS-based transport

Local Destination \
Folder Existing remote destination folder to where to replicate

Snapshot retention policy. Number of actual days worth of
snapshots to keep at the destination

Keep at the
destination(in days)

‘Create Service ” More Options >>

Found a bug? Want to see something changed? Feature Request? Your feedback is appreciated!

Copyright 2005-2007 Nexenta Systems, Inc.

... and/or modify Nexenta storage services:

¢ Management Welcome Administrator. Logout

Data Sets Shares Services Runners
a a
~ Common Services Operations

Summary Summary Information
List Snaps List Snapping Services Local Source Folder
List Scrubbs List Scrubbing Services

Add Snapping  Create New Snapping Service

Edit Syncing Service: tier2-h-000

o Frequency minute [
Periodic Interval 4 4 .

Add Scrubbing Create New Scrubbing Service Period 30
~ Replication Services Operations . Locally
= = — - Direction L A
List Reps List Replication Services Direction of replication flow
Add Syncing Create New Syncing Service E
Add Tiering  Create New Tiering Service Transport Protocol Using generic ZFS-based transport
Local Destination fdemotfoll
Folder Existing remote destination folder to where to replicate

Keep at the

destination(in days) Snapshot retention policy. Number of actual days worth of

snapshots to keep at the destination

|Modify H More Options >> ‘

... view fault triggers, “zoom” in those that are in “red” state to get detailed reports, troubleshoot
the reported faults:
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Status Settings Data Management “Logout

Data Sets Shares Services Runners myhost

Summary Summary Information Summary Information

Enable Enable all runners $2 1 trigger fault(s) detected

Disable Disable all runners

Clear Clear all faults Trigger Fault Count Severity Description Clear
Fault Management: module

fmstat-check 9 1 CRITICAL "zfs-diagnosis”: generated 4 faults that

hosts-check require administrative intervention

Keep-alive ssh-bound hosts and Nexenta

appliances Runner Type Status State Scheduled
memory-check _ hosts-check trigger maintenance  running hourly
iononteelremoriTtneleyien memory-check trigger maintenance ready every 12 minutes
fmstat-check . ! .
fmstat-check
Check system fault management statistics trigger maintenance ready every 10 minutes
runners-check trigger enabled ready every 6 hours
runners-check o
Monitor state and status of other runners | cpu-utilization-check trigger enabled ready every 10 minutes —
cpu-utilization-check nms-check trigger maintenance ready every minute
Monitor CPU utilization volume-check trigger enabled ready hourly
nms-check services-check trigger enabled ready every 15 minutes
Track NMS connectivity failures and network-collector collector  enabled ready hourly
internal errors
nfs-collector collector  enabled ready hourly
volume-check
Chack ualumae haalth status and fran volume-collector collector enabled ready hourly

5|

s
acknowledge alarms...

...acknowledge alarms (below), and more.

Status Settings Data Management “Logout

Data Sets Shares Services Runners myhost

Summary Summary Information Runner: fmstat-check

Enable Enable all runners

Disable Disable all runners Detected Faults:

Slean (EIE] EllNEMIE Fault Count Severity Description Clear
Fault Management: module "zfs-diagnosis”: generated

hosts-check ° 1 CRITICAL 4 faults that require administrative intervention

Keep-alive ssh-bound hosts and Nexenta

appliances

Type: trigger. Description: Check system fault management statistics
memory-check

Monitor free memory in the system maintenance

Status current r s stat
fmstat-check urrent runner's status

Check system fault management statistics . logging
Tracing Level o . .
runners-=check Verbosity and debuging tracing level
Monitor state and status of other runners - =
- Frequency minute
cpu-utilization-check Periodic Interval Period 10
Monitor CPU utilization

nms-check Apply Changes

Track NMS connectivity failures and
internal errors

volume-check

Chack valiimas haalth etatiie and fraa

S|

s acknowledge alarms...
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Terminal Access — NMC

The following two screenshots show NMV + management console integration. It is possible to run
the management console from the web GUI interface, by clicking a little terminal icon on the NMV
status bar.

S pntes Ajaxterm - M

staty [ IOGIGHSN [Pastel “Logout
nmc@moriocka.stanford. edu:~$
nmc@moriocka.stanford. edu:~$
nmc@morioka.stanford. edu:~$ setup
Option ?

Summary rd.edu

ook <?> appliance auto-scrub auto-snap auto-sync auto-tier collector
data/ folder group iscsi network recording reporter snapshot | trigger I
Add Cre: Usade volume
Choose one of the options above, 'q' or Ctrl-C to quit
No grou| Enable, disable, run, show fault triggers
Done
Done

Which means, full power of the nmc (Section "NMC - Management Console”) at your fingertips..

A - €, U -
h =it - etz = el Flpafen _j \_j'
Statu & Paste "Logout |
nmc@morioka.stanford. edu:~$
SRIER nmc@morioka.stanford. edu:~$ fd.cdu

nmc@morioka.stanford.edu:~$ setup

morioka Option ? trigger
Option 7 show
TRIGGER STATUS STATE SCHEDULED

Add Cre:hosts-check enabled running hourly )
memory-check enabled ready every 12 minutes
fmstat-check maintenance ready every 10 minutes

NogrOUIrunners-check enabled ready every 6 hours
cpu-utilization-check enabled ready every 10 minutes
nms-check enabled ready
services-check enabled ready every 15 minutes
volume-check enabled ready hourly
nmc@morioka.stanford.edu:~$ i
Done
Done
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The web management interface supports viewing and setting NMS preferences (compare with

Server Options

NMC - section “Preferences”):

System-wide settings (commented below, on the screenshot), can be modified to optimize

Status  Settings

Appliance  MNetwork  Disks  Users

Summary Al preferences
Web GUI  Customize NMY Properties
Server Customize NMS Properties

System Settings

Data Management Help

Preferences

i)

Management@unso\e ahost ~ A

Customize NMS Properties

Nfsroot

Upgrade_rootfs_keep

Client_trace_level

Lunsync_on_start

Upgrade_menu_keep

Saved_configroot

Internal_broadcast_discovery

Service_log_keep_days

Autoflush

Timesync_on_start

Volroot

Import_caches_timeout

performance or engage appliance's watchdog.

Status = Settings

Appliance

Summary
Web GUI
Server
System

net
MFS's root. Location where NMS and its clients will 10ok for NFS automount
poirts

1B
How many upgrade checkpoint folders to keep on the system volume
[default is 128

Tracing levels: 0 - not tracing, 1 - enahle tracing on KMS client side

Yes ¥

Synchronize LUNS at NMS startup. If specified, NMS executes lunsync
cormmand at startup, prior to synchronizing valumes. The option comes
handy with certain types of ISCS| and SATA devices that are not discovered
property by the kernel at hoot time. Wote also that lunsync can be executed
from NMC client at any time

I

How many upgrade checkpoint entries to keep in the boot menu (default is
g

config
Location to save to, and restore from, appliance configuration (better be
outside of froot andfor protected by periodic tiering elsewhere )

MNo v

Enables internal broadcast discovery of appliances. Usually the work is
done by HA agent, hosts-check. Recommended to keep this option disabled

For how Iong to keep entries in the logdata per logging object

Mo (v
Flush log file on every trace. May slow down server when trace_level » 10

Yas |
Synchronize time using command 'ntpdate -bu pool ntp.org' at MMS startup

olumes
Wolume's root. Location where NMS and its clients will l0ok for ZFS mount
points

600
volume import caches timeout. Default is 3600 seconds

I

The following two system settings - sys_zfs nocacheflush and sys_zil disable can

be set to optimize appliance's I/O performance. These configuration variables can be

modified to disable ZFS cache flushing and ZIL (ZFS Intent Log), respectively.

While providing a considerable performance improvement in certain scenarios (in particular
those involving CIFS, NFS or iSCSI) - this settings may be unsafe, in terms of application-

level data integrity. It is strongly recommended to use this feature if and only if your
storage is NVRAM protected, and the hardware platform is connected to Uninterrupted

Power Supply (UPS). Default setting: unchecked (disabled)

Network Disks Users

All preferences

Customize NMV Properties
Customize NMS Properties
Customize System Properties

Data Management Help

Preferences

Customize System Properties

Sys_snoop_interval

Sys_snooping

Ne v
Sys_zfs_nocacheflush pisapie device cache flushes. This option might greatly improve NFS/CIFS performance. Recommended for NVRAM-based siorage

Sys_zil_disable

Software watchdog period (default is 50 seconds

Yes v

(Login .

Console & | nexenta-vm v

Enable software watchdog. Appliance will be rebooted if software error detected (default is disabled)

Not-recommended for JBODs (default is enabled)

No

Disable ZFS intent log (ZIL). This option might greatly imporve NFS/CIFS performance. Caution: Disabling the ZIL on an NFS server may lead to
client side corruption, however the ZFS pool integrity itself is not compromised by this tuning (default is enabled)

Modify

Found a bug? Feature Request? Request Technical Support
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Starting from version 1.0.5, the appliance supports setting the size of ZFS Adaptive
Replacement Cache (ARC). The corresponding NMS property is called sys_zfs arc_max.
The ZFS adaptive replacement cache (ARC) uses most of a system's available memory to
cache file system data. As memory pressure increases, the ARC relinquishes memory. It is
recommended to reduce the sys zfs_arc_max if the amount of RAM is less than 4GB**.
In addition, as per ZFS Best Practices Guide, consider limiting the maximum ARC memory
footprint in the following situations:

* A certain fixed amount of memory is always required by an application

* On platforms that support dynamic reconfiguration of memory boards

Notes on Indexing and Searching

To create an indexer® for a given folder (and then start running it periodically at configured
intervals of time), simply check the corresponding checkbox on a NMV folders page:

Status Seftings Data Management = Help

Data Sets  Services

Show
Create
Import

Show
Create
Search

Show
Create

Summary Information
Create New Volume
Import Existing Volume

Summary Information
Create New Folder
Probabilistic Search

Summary Infermation
Create New Snapshot

Runners

Summary Information: Folders

Folder Refer Used Avail Mountpoint
vtest 19K 9.47M 3.96G /volumes/vtest
vtestia 9.23M 9.25M 3.90G /volumes/vtest/a
vtestib 18K 18K 3.90G fvolumes/vtest/b

Found a bug? Feature Request? Request Technical Support

Copyright 2005-2007 Nexenta Systems, Inc.

Ler)
Console ™ nexenta-vm | &3
Index Delete
O 4
®
x®

In the example above, two folders are getting indexed. The theory of operations behind it is

specified in Section “Indexing NexentaStor Archives”, along with one example of searching in
folder vtest/a.

Unchecking an Index field of a folder table (see above) will effectively stop the corresponding
indexer instance and cleanup (that is, remove from disk) all the accumulated indexing data.

Configuring an indexer is as easily done in NMV as it is done in the management console (Section

A\Y

folder vtest/a, use the following NMV page:

Search Engine and NexentaStor Indexers”). For instance, to configure an indexer associated with

56. Note that 4GB RAM is recommended for most bare-metal deployments (see http://www.nexenta.com/products for

system requirements)

57.“Indexer” as a term is defined in Section “Terminology”.
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‘3 Data Management

Data Sefs Services Ru@ers

Welcome Administrator / Logout

Console 8 3

~ Commeon Runners Operations

Summary  All runners
Enable Enable all runners
Disable Disable all runners
Clear Clear all faults

» Registered Fault Triggers
} Registered Statistics Collectors

» Registered Reporters
+ Registered Indexers

vtestla
Content indexer for folder vtest/a

vtest/b
Content indexer for folder viest/b

Indexer: vtest/a

Description: Content indexer for folder vtest/a

Status

Tracing Level

Periodic Interval

Snaps_per_schedule

Current runner's status

disabled |+

Verbosity and debuging tracing level

Frequency cary %]

AtTime (01 (v [:[00 (v AM (v

Period 1 ¥

How many snapshots to index per run (Default - 3)

Continuous_indexing £ 2pie o niinuous indexing of source dataset. Only snapshots will be indexed if disabled. (Default - 1)

Recursion_limit

Set depth recursion limit, 0 = unlimited (Default - 0)

‘ Apply Changes ” Run Now‘

Found a bug? Feature Request? Request Technical Support

Copyright 2005-2007 Nexenta Systems, Inc.

Documentation — Registration — Support

Complete product documentation is available online — from the Help menu simply click on the
“NexentaStor User Guide” link (below):

P —

About  Register  Tech Support

Help / Login

Management Consale =9

Online Help

Comprehensive appliance documentation

+ NexentaStor User Guide - includes Getting Started and Tutorial chapters

Found a bug?

Feature Request? Reguest Technical Support

Copyright 2005-2007 Nexenta Systems, Inc.

Here you can also register the product, extend or upgrade its license.

Finally, use the Technical Support form (below) to report any technical problems and/or request

new features. From this page a simple email can be sent to support technicians. This email will
include a snapshot of your system configuration, which reduces the time spent on support and

allows technicians to begin troubleshooting immediately.
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S Help "Login
About  Register  Tech %uppor‘[ Management Console =] =9

Request for Technical Support

d * From this page a simple E-Mail can be sent to suppart technicians via configured
Sen SMTP mail server

Req uest * This E-Mail will include a snapshot of your systemn settings and configuration
® Collected information will reduce the time spent on tech support

Company [ |
Contact E-Mail | |
Subject [

Comment

Send Request

Found a bug?  Feature Request?  Request Technical Support

Copyright 2005-2007 Nexenta Systems, Inc.
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7. More Use Cases

Configuring Thumper

NexentaStor is well suited for the X4500 product, a system seemingly designed from the
beginning to exploit all the positives of a ZFS-based system. With a little guidance, this 48-drive,
24TB beast can be configured to operate in a similar fashion to a FAS3050. First, one needs to
realize the target configuration. In the case of a FAS3050, you tend to have multiple RAID groups
configured, generally covering disks spread across a disk shelf. These shelves combine, with
redundancy up to and including the system disk, to minimize total system failure scenarios. In the
case of the X4500, installation of NexentaStor is relatively straightforward to achieve this. The
first pearl of wisdom is that even though it may be labeled Disk 0 and Disk 1, the actual system
startup drives are on the 6™ controller, disks 0 and 4.

After starting up the system with the Nexenta installer, one much unselect the first pre-selected
drive and pick c6t0d0 and c6t4d0. This configuration will set aside two of the disks for the system
images and all subsequent checkpointed configurations.

The usual configuration has 8 disks each on 6 controllers, numbered 0, 1, 5, 6, 7, and 8. The PCI
bus labels the last two as 10 and 11 during the BIOS post, but software will list them as
mentioned above. To achieve the most resilient configuration, its obvious that any configuration
will need treat card 6 differently. Thinking of our goal again, it makes sense to stripe any array
across all cards, which is mostly synonymous with the disk shelves in other NAS solutions.

One hitch with ZFS is that it would be otherwise wasteful and unreliable to define 8 RAID groups
of only 5 drives each, as we’ll avoid the somewhat pre-allocated card 6. As this configuration
would be akin to a RAID 5, we’d only be able to survive one full card failure at a time for all RAID
groups. Rather, the ideal configuration is a RAID 6 whereby any two drives can fail at a time. By
configuring 4 RAID groups of 10 drives each, with 2 drives per card, we allow for both a full card
failure as well as any two drives to fail at a time. The remainder 6 drives on card 6 I allocate as
global spares for the NAS. This allows for recovery of up to 1 disk per RAID group in the case of a
card failure, putting us in a safer situation.

The NMC interface was sufficient to define a volume of this configuration:

®* run'create volume data' (see “Tutorial”, Section “Creating a volume”)

* select drives c0t0dO ... c8t1d0 (skip c6t*d* drives)

select redundancy type raidz2

repeat the last two steps to add more groups

add remaining c6 series drives as spares;

* execute. (NOTE: you can always use the -n (dry-run) option to simulate creation.)
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The resulting configuration follows below:

NAME STATE READ WRITE CKSUM
tier2 ONLINE 0 0 0
raidz2 ONLINE 0 0 0
c0t0d0 ONLINE 0 0 0
c0tld0 ONLINE 0 0 0
clt0d0 ONLINE 0 0 0
cltld0 ONLINE 0 0 0
c5t0d0 ONLINE 0 0 0
c5t1d0 ONLINE 0 0 0
c7t0d0 ONLINE 0 0 0
c7t1ld0 ONLINE 0 0 0
c8t0d0 ONLINE 0 0 0
c8tld0 ONLINE 0 0 0
raidz2 ONLINE 0 0 0
c0t2d0 ONLINE 0 0 0
c0t3d0 ONLINE 0 0 0
clt2d0 ONLINE 0 0 0
clt3d0 ONLINE 0 0 0
c5t2d0 ONLINE 0 0 0
c5t3d0 ONLINE 0 0 0
c7t2d0 ONLINE 0 0 0
c7t3d0 ONLINE 0 0 0
c8t2d0 ONLINE 0 0 0
c8t3d0 ONLINE 0 0 0
raidz2 ONLINE 0 0 0
c0t4d0 ONLINE 0 0 0
c0t5d0 ONLINE 0 0 0
clt4d0 ONLINE 0 0 0
clt5d0 ONLINE 0 0 0
c5t4d0 ONLINE 0 0 0
c5t5d0 ONLINE 0 0 0
c7t4d0 ONLINE 0 0 0
c7t5d0 ONLINE 0 0 0
c8t4d0 ONLINE 0 0 0
c8t5d0 ONLINE 0 0 0
raidz2 ONLINE 0 0 0
c0t6d0 ONLINE 0 0 0
c0t7d0 ONLINE 0 0 0
clt6d0 ONLINE 0 0 0
clt7d0 ONLINE 0 0 0
c5t6d0 ONLINE 0 0 0
c5t7d0 ONLINE 0 0 0
c7t6d0 ONLINE 0 0 0
c7t7d0 ONLINE 0 0 0
c8t6d0 ONLINE 0 0 0
c8t7d0 ONLINE 0 0 0
spares
c6tldo AVAIL
c6t2d0 AVAIL

c6t3d0 AVAIL
c6t5d0 AVAIL
c6t6d0 AVAIL
c6t7d0 AVAIL
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NexentaStor and ESX

VMware ESX (R) also works well with NexentaStor in multitude of ways. Today, you can use
Nexenta as your Data Storage pool for virtual machines, either using iSCSI or via NFS. To enable
the easiest VMotion usage, high availability, and management, it is suggested to use the NFS NAS
functionality. When defining Data Stores in the ESX management consoles Configuration tab, you
simply need to list the Nexenta store by hostname with the correct share point, such as (for
instance) /volumes/data/esx.

Prior to the above, one would need to:
* have a volume 'data’' defined,
* with 'create folder data/esx' followed by

* 'share data/esx nfs', with rw and root permissions being explicitly set to your ESX
VMKernel IP address.

Migrating a Server

Here's a scenario where you are migrating away from one server to another for your second tier
(target) storage.

If you want to copy data first to the new target, you'll need to setup auto-sync services for all
volumes to the new system. After those run and complete (this can take many hours depending
on storage capacity!), you'll also need to do some cleanup.

The cleanup is extremely simple: on the source of the syncs, destroy all the auto-syncs. The
added benefit of this operation is that the synced folders on the target will immediately become
mounted.

By default, auto-sync service keeps its destination folders/filesystems not
mounted. Mounting a destination opens a possibility of changing its data and/or
metadata, which means that the delta accumulated at the auto-sync source

since the previous auto-sync run cannot be correctly applied.
However.

The default behavior can be overridden - see NMC's 'create auto-sync -h'.
The service logic will make sure that if the sync destination has changed since
the previous service run, those changes will be reverted.

In addition, and this is relevant to the topic at hand, 'destroy auto-sync'
automatically mounts its destination.

Once the old (source) and the new (target) servers are completely in-sync, we can return to NMC
or use NMV for the auto-tier creation to continue to tier those migrated volumes from their
original sources over days and weeks to come..
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Using ZVOLs

Zvol is an emulated (virtual) block device based on a given appliance's volume. Zvol can be used
additional swap partition but the primary purpose of zvols is to provide an easy iSCSI integration.

Tight integration with the appliance's services amplifies the usability of zvols. Similar to
NexentaStor volumes and folders, you could snapshot zvols, auto-snap and auto-sync zvols
(see Sections “Terminology”, “Data Replication”), and in general, apply the full power of the

appliance's management framework.

To illustrate it, one could imagine the following use case:

1) Thinly provision a 5TB block device (zvol) based on a volume voll:

nmc:/$ create zvol voll/zvoll -S -s 5TB

This will create a new thinly provisioned block device named voll/zvoll, with
volume voll providing backend storage. As always, instead of specifying parameters
in the command line, you could simply run 'create zwvol'and follow the prompts.

The term “thin provisioning” here means that you do not need to have the entire 5TB
of storage available; the space is allocated on demand. For more information on the

command 'create zvol', see:

nmc:/$ create zvol -h

In NMV, a similar functionality is available via Settings => Disks (click on Create):

Status Settings Data Management Help

Appliance Network Disks Users Preferences

Disks Summary Information
Create Create new zvol (virtual block device)

Discover Discover Targets and Attach Disks
Initiator ~ Configure iSCSI Initiator
Target Configure iSCSI Target
Zvol Name

Description

Initial
Reservation

Size
Record Size

Compression

Number of
Copies

iSCSI Shared

-0
Console @  ahost v | .3

Create new zvol (virtual block device)

@ NexentaStor supports unlimited number of zvols - virtual block devices (LUNs) that could be shared via integrated
iSCSI Target. Zvols could be thinly provisioned - that is, you could specify a maximum size and create a block device
with no initial reservation. Thinly provisioned zvol will grow up to the specified zise; in the meantime you could add
new physical disks to its parent volume. For advanced options, please consider using Nexenta Management
Conscle (NMC). With NMC you will be able to manage zvols with greater flexibility

Unique path within the ZFS namespace. LUN pathname must start with a name of the volume, and can only contain alphanumeric characters as well as
underscore ('_'), dash ('), period (') and a single forward slash (1'). Use the '/ to separate the (existing) volume name from the (new) block device name
for instance: vol0/new_zvol. Maximum length of a dataset name is 256

Human-readable description for this zvol

Yes ¥

Say 'No' to create a "sparse"” (that is, thinly provisioned) zvol with no initial reservation. The effective used size is limited by the specified size. Default is
"Yes'

Maximum size of the LUN, e.g.- 2TB. 100GB, 500M. 100K If 'sparse' mode is not used. the entire specified size is allocated: otherwise the virtual block
device will start small and then may grow up to the specified size

8K v

Specifies a suggested block size for the LUN. Default is 8K

off o

Controls the compression algorithm used for this dataset. Default is "off"

1 v

Controls the number of copies of data stored for this dataset. Default is "1"
Yes ¥

If Yes' than newly created LUN will be automatically shared via integrated iSCSI Target. New iSCSI target object will be automatically created and
associated. Default is 'Yes'

Create zvol

Found a bug? Feature Request? Request Technical Support

Nexenta Systems, Inc. All rights reserved. 142



2) Share the new zvol via iSCSI:

nmc:/$ share zvol voll/zvoll

This step could be skipped if you use -T option with 'create zvol' command - see
'create zvol -h'for details.

3) Discover this device (or, more exactly, the corresponding iSCSI target) from your Windows
workstation or laptop. Open iSCSI connection, and effectively attach the device via iSCSI.

4) Format the device as NTFS or FAT, and start using it.

On the NexentaStor (backend) side, you could auto-snap and/or auto-sync the newly created
zvol, thus maintaining a fully synchronized history of the NTFS filesystem, for days, weeks and
months. For instance, run:

nmc:/$ create auto-snap zvol voll/zvoll

and follow NMC prompts to specify the frequency of snapshots, retention policy, and
other details. Later you could run 'setup auto-snap' to modify the parameters, etc.

As usual, NexentaStor management GUI provides a similar support. For instance, the following
screenshot shows a particular zvol attributes. The page is located under Settings => Disks:
simply click on the Show, and then on a specific zvol:

Status  Settings = Data Management Help “Login |

Appliance Network Disks Users Preferences Console ™ ahost v i

. ’ Edit/View Zvol: vdemo/zvol1
Disks  Summary Information

Create Create new zvol (virtual block device) Read-Only dataset parameters:
Name Value
. ’ ’ t Tue Mar 4 12:08 2008
Discover Discover Targets and Attach Disks Crela on l:le ar
volsize
Initiator Configure iSCSI Initiator volblocksize aK
Target Configure iSCSI Target 5= 16K
referenced 16K
available 547M
compressratio 1.00x

Read-Only iSCSI parameters:

Name Value

connections 0

iscsi_name ign.1986-03.com.sun:02:e2a985c2-a7al-cdSe-fasc-eaf4d3c29296
target vdemo/zvoll

Found a bug? Feature Request? Request Technical Support

Copyright 2005-2008 Nexenta Systems, Inc.
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8. Windows Backup and Restore

Nexenta RsyncShare is an open source implementation of rsync shares manager for Windows
servers, workstations, and laptops. RsyncShare is a GUI based, CDDL licensed, and free of charge
part of the NexentaStor product. RsyncShare makes Windows machines accessible via any rsync
client. Use RsyncShare for fast incremental Windows backup and restore. Use NexentaStor +
RsyncShare combination for cost-effective and high-performance disk-to-disk backup and
recovery, with continuous data protection and a rich variety of daily/weekly/monthly archiving
options (Section “Data Replication”).

%' Nexenta RsyncShare v0.99.2
Fie Help

Service ]shares]

Service Status Global Options
Welcome message:

(® Enable
Welcome to NexentaStor RSYNC Share Manager!
(" Disable
[ Pause
__RUNNING__ Limit /O (KB/s): Verbosity (0-3):
Import Configuration | |D |1

Send Buffer (Bytes): Receive Buffer (Bytes):

Edit Configuration | |32;=ss |32?68 Apply

2007/11/20 11:42:55 [1828] RsyncShare manager started.

Ready

RsyncShare uses the rsync algorithm which enables a fast method for synchronizing remote and
local files and directoies, by sending just the differences across the link.

Requirements:
* Windows NT/2000/2003/XP/VISTA
* 32MB of free memory

* 20MB of free disk space

RsyncShare is available for download here.
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9. References

[1] NexentaStor Virtual Appliance: Quick Start Guide at http://www.nexenta.com/docs
[2] NexentaStor API and Software Development K|t at

[3] Tutorials on the web: at http://www.nexenta.com/tutorials

[4] Frequently Asked Questions (FAQ): at http://www.nexenta.com/nexentastor-fag

[5] Downloads, at http://www.nexenta.com/products

For comments, recommendations or information contact support@nexenta.com.
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