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VIRTUALIZATION TO CLOUD CONTINUUM
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P £ L
/ \ E f E g p 4 A . \'\\
] wr=ATTITEE ] ] \_ N\
[| e/
. « o s i I § ol \ 4 \\
E 2 - ﬂ : + : : 5 \\—Mﬁ \\_Mﬁ/
d . 4
¥ . Consolidation * Flexibility & Speed * Self-Serve Agility « Capital Expense Elimination
O -« Reduce Capital Expense  * Reduce Operational Expense « Standardization sIncreased Flexibility (up and down)
E » Automation * IT as a Business
) * Less Downtime » Usage Metering
Visibility Optimization Agility Federation
Control Automation Self-Service Brokering

Derived from Gartner Roadmap: From Virtualization to Cloud Computing (reference slide)
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IT Transformation to Clouds
Clouds - Analyst Perspectives

In three years 45 % of overall IT
service delivery will be through some
form of cloud delivery model -

including public and private clouds

Source: IDC North American CloudTrack Survey,
Summer 2012, N=801, 100+ users

Forrester's Forrsights Hardware
Survey, Q3 2012 showed that 46% of
enterprises are prioritizing
iInvestments in private clouds in 2013.

Ultimately, organizations that desire to
optimize business value and solution
delivery will broker and integrate a mix of
internally and externally provided
services.

Source: Gartner Decision Point for Selecting an Application's
Cloud Migration Strategy Published: 3 July 2012 ID:G00235074
Analyst(s): Richard Watson | Anne Thomas Manes

In 2013, customer expectations will force
IT organizations to adopt a hybrid-IT
operating model that can host critical

applications in the private cloud and can
use public cloud services to increase

business and IT agility.

Source: Gartner 2013 Cloud Computing Planning
Guide: Rising Expectations - 1 November 2012

| ] ale /| 4




RED HAT'S laaS CLOUD STRATEGIE

@ Mz L) <
o emszo| N @ il B BE. T NS

EABRGILY REPORTING AUDITING/

DISCOVERY
PLANNING COMPLIANCE

ANALYTICS MONITORING ORCHESTRATION POLICY CHARGEBACK

RED HAT® RED HAT®
amazon ENTERPRISE OPENSTACK .
webservices VIRTUALIZATION (Nova) vmware

i L VMs | i § VMs i i i
E s s a s L VMs
i ! RHEV | i § RHEV § i : §
:_________:__5 Hypervisor } ; : : } Hypervisor | et : ! } Spherea :

RED HAT® RED HAT® RED HAT® RED HAT®

OPENSTACK

OPENSTACK OPENSTACK OPENSTACK

(Glance) (Cinder) (Quantum) (Keystone)




CLOUDFORMS
Modules

INFRASTRUCTURE-AS-A-SERVICE (laaS) CONSUMERS
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SUPPORT DELIVERY OPERATIONS DEV Q&A GOVERNANCE FINANCE MANAGERS
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ADAPTIVE MANAGEMENT PLATFORM

CLOUDS INFRASTRUCTURE
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CloudForms 2.0 Demo
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CloudForms 2.0 Demo

Virtual intelfgence Services inflrastructure i St age Contrel Automate Optlimize

My Servees Reguests Virtual Machines

Catalogs

W & Tempiates
W Vv A Tesgates
A ‘ -y
4l 2
J0RA T - Mol 44 35 -plDD- 918051
2987615384 70-4acc-al8 1 -3 70!
SM91105%6 €191 -41ed 800 Ma5S
TRI?0I93 - Lowll-4R5a - BACA-Cas?
87221788 ce') 4830 99N o980
90%c2eal-Tl18-4)0%-Bc i ]-22 Miw
£ eos
CFoase
nmm

u oCorgroser
L] «oe

L cvevsan
w P
dTemplate
dWehSorgt
hd o gServerDl conhgServer
Schd 2e9- 7342 -4820- 8042681 N
82 X2 3811357495 - Sadta-a37
EVM- w5005
A48 148 2c9-44 78-a%e 1 -9 7488
% foreman |
kd MarageiQrvMOl
uBuntul0
. De'aut
a4 o wimtler
4l e
Ad wojusencer contuserve:
n factory image-4c51 6402 | 0af-4c
Hl roctory mage 8aasiean celn 41
KB ractory mage sceBic76 8508 44
Kl roctory-image-s2eb1 726 908047
Kl rociory mage nee0sn0r 6031 48
n factory- image - cescO4 J4-« 180 4 L
Kl rectory mage ect18287 708 44
Kl ractory-image-«n 1mc7-4726-401
n factory mage Fletecab Jalt 4r

h - O J Configurstion = Tl’ Policy = t:l,h-,-ﬂ - - .H:-‘liu-mg - E Powe: = .

VM “foreman”
it
CPU AMnaaty W
Snapshots W | Users 4 0
Advanced Semmings A D Growps %0
Resources Available
Corfigurataon
Evs CLID 06 79dB6-5¢ ]
led -Ub54 Ladal0leéb Fachages =20
inht Processes @0
Lfecycie
Flles 20
Discovered @ Frijan 11 18:43:12 UTC 2013
Last Anadyred 9 MNever Datastone Allocarson Sumesny
¥ v
Resirement Date ) Never Number of Disks & 1
a . D ks Aligmed b T
cabonshipy
Thin Provisioning Falie
Managemaent LR Usaed
— Desks 40 CB
- = .
Cluster & clusterA N Y
Host 8 rhc-04.lad SNG4 F0ERt. com Tolal Alkscation 40 CB
Resource Pool @ Defaun for Cluster dusterA
Datastores || DATA Datastone Actwdl Usingt Sumeary

Parent VM @ Noce
Gerwalogy

Drift History & Noce
Analyvin Hintory
Devktop

. Nome

- Nore

Storage Relatwora®ipy
Filern B 0

(1T " |
Volemes o0

Fie Shares

Y™uafe

Enable falve

Normal Dperating Langes

v

Figh
Average

S$how parent and child Wil

swver 1 dayn

Disks <0 Ca
Memory 2 CA2
Snapahots 0 Byten
Total Datastore Used 40 L3
Space
Unused Overcomesited 0 Byles

Alloc ar-on

Diagmasty

Running Processes

Event Logs
Smart Marage mear

My Company Tags

Mot Awvarabie
Nt Avalable

Low st Avaiable

@ Nat Avalatie

St Avalave

¥ Parent Folder Path (Mosty & Chastery)
Datacemters
& Parent Folder Path (VM & Templates)

Datacerters /b forr




13

Open Source?

CloudForms 2.0 = ManagelQ
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Open Stack
Will be part of CloudForms




Red Hat OpenStack

Q redhat.

3 openstack

DASTRIEUTION

Project

Overview

Quota Summary
Used 5 of 10 Available Instances

Used 5 of 20 Available vCPUs

Used 10,240 MB of 51,200 MB Available RAM

Select a month to query its usage:

May [x] 2013 [x]|| Submit

Active Instances: 5 Active RAM: 10GE This Month's VCPU-Hours: 845.33 This Month's GB-Hours: 16206.54

Usage Summary

Logged in as: admin

Settings Help Sign Cut

[r=]

Download C SV Summary

Instance Name VCPUs Disk RAM Uptime
inst_rhelG.4-1 1 20 2GB 2 weeks, 4 days
vinT-1 1 20 2GB 2 weeks, 4 days
rhel6.4-2 1 20 2GB 2 weeks, 3 days
shaodong-1 1 20 2GB 2 weeks, 2 days
test? 1 20 2GB 10 hours, 2 minutes

Displaying 5 items
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Teday's Hip Hop and Pop Hits

On Today's Hip Hop and Pop Hits, you'll hear today's
biggest Hip Hop jams and the hottest Top 40 songs
all on one station. Listen for Hip Hop and Pop Hits
from the today's charts and the past couple of years.

1 . 2 P B %&?EEJEJ Sample of Artists on this Station

» | Play Station

13 million 4304

& | Like this genre station Ads by Google
on Google. Try Google ads for free.

80 NEiET = il
83T 50 GB /| ¥HiI&ERE sananngoames

* L Designed Exercises - Free Trial!

Rihanna www.lumosity.com

Word of mouth advertising
has gone online. Get your business
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Gluster RE &£&258Y ( Translator BZ0)
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PaaS vs Other Cloud Stuff

laaS (Infrastructure as a Service)

* Servers in the cloud
* You must build and manage everything
(OS, App Servers, DB, App, etc.)

“How do | use
this?”

SaaS (Software as a Service)

* Someone else’s app in the cloud (CRM, etc.)
* You are restricted to the features of the 3rd
party application

“I'm not sure this app
does what | need.”

S




Push-button Deploy and run your App
(=]

= E|

Code Deploy Enjoy

l Push-button
Deploy, and

e emmere——

i dee your app

Save Time and Money

‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘‘

8N your App is k
running in
the Cloud! _'.

S
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Paa$S Saas

laaS

YOUR APP

THE CLOUD (fb

amazon
webservices™




Best of OSS Innovation
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ONLINE

Public PaaS
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ORIGIN

Community Paa$
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Private PaaS




OpenShift User Applications Run in OpenShift Gears

OpenShift GEARS represent a
secure containers in RHEL

LN

OO0 mee | mee

/ laaS/Hypervisor/Bare Metal \




Console

OpenShift Automates Web [ —_—
Gear Config via Folinse DB /" ey
Cartridges W

OpenShift installs
Java Language Run-Time &

EMySQL Datastore CARTRIDGES
W

M RrRHEL RHEL

/ laaS/Hypervisor/Bare Metal \




OpenShift Cartridge System

Enables User-Built Cartridges [W

A8 -m

-

.“_ Developers can add custom
OpenShiit Default language, data-store, or
Cartridges middleware with DIY Cartridge.

/ laaS/Hypervisor/Bare Metal \




With Gear Configured, [==
Developers Simply 3 -
Code and Push A}

IR Developer pushes
Jav application code via

GIT source code

w management system

M RrRHEL RHEL

MySQ

/ laaS/Hypervisor/Bare Metal \




OpenShift Automates
Build, Test, Publish .
¢ Jav [ Maven }@
ySQ [ Jenkins }

-RHEL -RHEL

/ laaS/Hypervisor/Bare Metal




OpenShift Automates = =
Application Scaling! @@ ‘Bdooic
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Are You a Command-Line Fan?
OpenShift's RHC CLI Tools

Create App

rhc app create -a javasample -t jbossas-7

Add MongoDB

rhc app cartridge add -a javasample -c mongodb-2.0

Add add .war file to your deployments directory

cd javasample

cp /path/to/ear/earfilename.ear ./deployments

Add the war file to git

git add ./deployments/earfilename.ear

Push your code
git push

Done




Apps run on OpenShift online

OpenShift Live Express Application Types

Source: Nurture - Excludes Cloud9 and Nagios
Perl : 1.3 % )

EAP : 4 % —
Node.js : 6.8 % j L

Ruby : 7.3 % \

/PHP:BB%

DIY: 8.7 % ——

Pyﬂmn:g.g%/ l

\ JBoss AS7 : 29.1 %

OpenShift first 10 months

20,000 signups
6,500 live applications

850 active applications




OpenShift APAC

2 Evangelists: Beljing, Bangalore
* 12 Engineers in Beljing
* 6 Doc and Security in Brisbane

e Last three months:

— Visits: 25%

g activity: S0% 0 Signups from APAC

— Applications: 32% . Chart Area
50.00%
40.00%
30.00%
20.00%
10.00%
0.00%

] ] June July August September
.A PAC IS O pe nS h Iftls 20.34% 33.79% 45.65% 49.05%

growth market!
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Unique Visitors from APAC - Jun 2012

M india

M china
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Unique Visitors from APAC — Aug 2012

B China

B India
Australia

M Thailand

H Japan
Singapore

B [ndonesia
Malaysia

W Taiwan
Philippines




Open + Open = Open

Open + Close = Close

‘:—“ﬁ Apache ;. - m
‘i-,OpenOfﬁce MySQLL  asemas
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