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What is the Talend Cookbook?

&0 1s =

Using the Talend Real-Time Big Data The demos are built on real world Whether batch, streaming or real-
Platform, this Cookbook provides use-casees and demonstrate how time integration, you will begin to
step-by-step instructions to build and Talend, Spark, NoSQL and real-time understand how Talend can be used
run an end-to-end integration messaging can be easily integrated to address your big data challenges
scenario. into your daily business. and move your business into the

Data-Driven Age.



“»talend Talend Big Data Sandbox

Big Data Insights Cookbook

Pre-requisites Setup & Configuration Hadoop Distribution Demo (Scenario)

Hadoop

istributi Talend Real- .
Distribution 1aie d ea Ready-to-run Real-time

(hosted by Time Big Data . decisi
Docker Platform scenarios ecisions

Containers)

The Talend Real-Time Big Data See how Talend can turn data into
Sandbox is a virtual environment that real-time decisions through sandbox
combines the Talend Real-Time Big examples that integrate Apache
Data Platform with some sample Kafka, Spark, Spark Streaming,

scenarios pre-built and ready-to-run. Hadoop and NoSQL.
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Talend Platform for Big Data includes a graphical IDE (Talend Studio),
teamwork management, data quality, and advanced big data features.

You will need a Virtual Machine player such as VMWare
To see a full list of features please visit Talend’s Website: or Virtualbox, which can be downloaded here:
http://www.talend.com/products/real-time-big-data ¢ VMware Player Site
e Virtualbox Site

Follow the VM Player install instructions from the provider

The recommended host machine should have:

Disk Space

20GB (5GB is for the

image download)

Download the Sandbox Virtual Machine file
https://info.talend.com/prodevaltpbdrealtimesandbox.html



http://www.talend.com/products/real-time-big-data
http://www.vmware.com/products/player/playerpro-evaluation.html
https://www.virtualbox.org/wiki/Downloads
https://info.talend.com/prodevaltpbdrealtimesandbox.html
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Follow the steps below to install and configure your Big Data Sandbox:

» Save the downloaded Virtual Machine file to a location on your local PC that is easy to access (e.g. C:/TalendSandbox)
* Follow the instructions below based on the Virtual Machine Player and matching Sandbox file that you are using

<
‘ ' Virtualbox VMware Player

Vitwars Pleyes Bion comerarial i ) o[ 5 ]
1. Open Virtualbox. 1. Open VMware Player. r— =

Welcome to VMware Player
2. From the menu bar, select File 2. Click on “Open a Virtual = B Creota NewVimuat Mochine

achive, which vl then be
ur lbrary.

> Import Appliance... Machine”

3. Navigate to the .ova file that
you downloaded. Select it and
click Next.

3. Navigate to the .ova file
that you downloaded. M= oo to b
Select it and click Open, | imeer Vinual Machine ]

Store the new Virtual Machine

Provide a name and local storage path for the new
wirtual machine.

4. Accept the default Appliance
Settings by clicking Import.

4. Select the Storage path
for the new Vlrtual Talend60_SparkSandbox_w2
Machine (e.g. PR
C:/TalendSandbox/vmwa
re) and then click Import.

Name for the new virtual machine:

Note: The Talend Big Data Sandbox Virtual Machines come pre-configured to run with 8GB RAM and 2 CPU’s. You may need to adjust
these settings based on your PC’s capabilities. While not pre-configured, it is also recommended to enable a Sound Card/Devise before
starting the VM to take advantage of Tutorial Videos within the Virtual Environment.
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* When you start the Talend Big Data Sandbox for the first time, the virtual machine will begin a 6-step process to build the
Virtual Environment.

* This process can take 10-20 mins depending on internet connection speeds and network traffic. Popup messages will be
present on screen to keep you informed of the progress.

= Stopping Read required files in advance
= Starting Mount filesystems on boo

) H H H = Starti P late d link te fili 3
* Once the Sandbox has completed it’s build process, it will O A i
= Stopping Track if upstart is rumming in a container

H = Starti 't ilabl fils te
automatically reboot. Z Starting nount swailable yroup f11emystens

. talend

Please be patient as your Talend
Big Data Sandbox is being buit

FEEEEEEEEEEE R ]
R RRRRRRRRRRRRRRRRRRERRRRIRRRRR

Login Info

User: talend
Password: talend
Sudo Password: talend
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* Once the Virtual Machine reboots, the Docker Components that were installed during the build process will need to
initialize.

»= Stopping Read required files in advance
ppIng q
= Starting Mount filesystens on boot
o . . = Starting Populate and link to run filesystem
¢ Additional Popup messages will appear to inform you of the progress. = Stopping Fopalate ond 1ink to Jrun Hlcston
= Stopping Track if upstart is rumming in a container
= Starting mount available cgroup filesystems
»* Starting Initialize or finalize resoluconf
= Starting set console keynap
. Wh I t ” h th t th S t . R d | = Starting Signal sysuinit that virtual filesystems are mounted
x Starting Signal sysuinit that virtual filesystems are mounted
en complete, a message will show that the System is Ready! iy Simal sysvinit et virtual 11
ing Signal sysuinit that remote filesystems are mounted
ing set console keynan

Information

Login Info WG, . l
User: AL aaS/ “as = |
Password:

Sudo Password:
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¢ There are 2 methods to shut down the Virtual
Machine - Standard and Advanced

q) 652PM 3%
About This Computer ed files in aduance

ystems on boot
Ubuntu Help' - id link to srun filesystem

id link to ~run filesystem

¢ Standard Shutdown System Settings... sstart is ruming in a container
R able cgroup filesystems
* This is the standard shutdown method for 8§ Guest Session oF tinelize resolucont
Ubuntu e § talend B0 Lot Virteal i leemtons are mounted
. . '+ events into upstart
* Itis available from the system menu at the Log Out... /init that remote Filesystens are mounted

: keymap
: and kernel event manager
s from setcsmodules
evices

nreral device creation

Top-Right of the menu bar

Suspend

= Stopping load modules from setc-modules

= Starting Uncomplicated firewall

= Starting set console font

= Stopping set console font

= Starting userspace bootsplash

= Starting Send an event to indicate plymouth is up

* Advanced Shutdown B S0 o e e P

* Found on the Desktop, Double-click the
Power Icon to start a custom shutdown script
that cleanly exits all running Docker
Containers before shutting down the VM. It
will take a few minutes to execute but will
make Startup quicker.

* You can choose to either Shutdown or Reboot Reboot shutdown
your VM via the Advanced Shutdown method. ———

Power Control

Are you sure you want to proceed?
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Talend Real-time Big Data Platform

stalend

Talend Real-time Big Data Platform

Read and accept the User License Agreement:
End User

1. Start Talend Studio by double-clicking on the desktop Icon
or single clicking on the Unity Bar Icon.

2. Click I Accept the End User License
Agreement.

3. Click on Manage Connections and enter your
email address, then Click OK.

4. Select the Base_Project — java project and
click Finish.

5. Once Studio Loads, Close the Welcome

Available Featur

Big Da1 Connections

Local (]
Name Local

1
r—-
A

Additional Talend Packages

Delete Existing Project(s)

Choose the features to install

Version

Screen. e b e
6. Install Additional Talend Packages. Select e i i_
. . . . . Talend Metadata Bridge 6.2.1.20160704_1411
Required third-party libraries and click Optiona it E

Manage Connections

e . Description: Contains all optional third-party libraries that cannot be shipped with this product for licensing reasons, but which are required for certain non-core parts of _
Fl nlsh the product to run correctly project

o s to be able to

Download external modules

7. A popup will display all 3" party licenses

ool Review Licenses

. a The listed li h th ted. Only JAR d Proxy conffpuration. i
that need acceptance. Click the “/ accept The st arses bt besn acceped. Only A nder
the termS Of the Selected /I(.‘ense Licenses: License text: Importademo ploject
” . . > CATOSL-1.1 http:/fwww.talendforge.org/modules/licenses/CATOSL-1.1.k» i ¢ ist iect
agreement” radio button and click Accept e, a0 et prijes
a". > CDDL-1.1 & Always ask me at startup
P COLT S—
8. Let the downloads complete before b GPL2.0 0
continuing' > IPL1.0 @® |l accept the terms of the selected license agreement|
* LGPL-2.0 - 7
. 1121 1 do not accept the terms of the selected license agreeme

Acceptall Cancel | Finish
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Note: It is not necessary to download a Distribution to
evaluate the Sandbox. Click Here to begin now!

) o stalend
Follow the steps below to install a Hadoop Distribution

in the Talend Big Data Sandbox:

Talend Sandbox - Welcome
o0 at the botiom of .

1. Start Firefox

ported and registered your virtual machine will reboot.
Step 3: After reboot Double-click on Talend Studio to get started!

cloudera/a\ uonrouwonKs

performa

d Sandbox.2.0 -,

2. Choose the Distribution you would like to evaluate
with the Talend Platform.

3. Be patient as the Virtual Machine downloads and
installs the selected Distributions. Each distribution

is approx. 2.5GB (Notifications will indicate | P
prOgress,) Pulling Cloudera container from Docker Hub

T &
() Information ‘

Prog ess

4. The Virtual Machine will reboot when the

. ) . a9 Setup complete! @
installation is complete. @ iRt
Preparing to Reboot... |— |
5. Upon reboot, the system will initialize the installed i m
Docker containers. Once complete, you will see a ( . .
popup stating “System is Ready!!” oK e e

| cluster_mysql cluster]_cdh550

Note: Be sure to watch the available Tutorial Videos for : p—
more information on the Sandbox e
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Note: This demo is available in Local Mode and Distribution Mode. In Local Mode it utilizes Talend’s Local Spark Engine and Local File
System. In Distribution Mode, it utilizes the selected Distro’s Yarn Resource Manager and HDFS File System.

Overview:

EE NSNS SN NN NN NN NN NS NSNS NN NN NS NN NS S NN NSNS NN NS S SN NN NN NN NS SN NN NS NN NN EEEEEEER >

In this Demo you will see a simple
version of making your website an
Intelligent Application.

Customers Channels

o

Email Streaming
_
Website

A
.E Store

You will experience:

* Building a Spark Recommendation
Model

Shopping Cart
(Recommendations) -

Setting up a new Kafka topic to help NesQL

simulate live web traffic coming from
Live web users browsing a retail web
store.

Internal Systems

oS Streamin
Most important you will see first- 5

hand with Talend how you can take

| Clickstream |
streaming data and turn it into real-
time recommendations to help

improveshoppingcartSa|e5' LA R R R ERNENENNENRNERERNERNERNENRERRENRNENENRRERERERNERSENRENRNERSENRERERBSERBSERSESRHEHRBSERSERRESRSERBSERSERERRERSERNERHERSERSERHES:RH}]

IIIIIIIIIIIIIIIIllllllllllllllllllIIIIIIIIIIIII’.

@ eessEEssEEEsEEEsEEEsEEEsEEEsEEEsEEEsEEEEEmEs

The following Demo will help you see the value that using Talend can bring to your big data projects:
The Retail Recommendation Demo is designed to illustrate the simplicity and flexibility Talend brings to using Spark in your Big Data Architecture.
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This Demo highlights:

Machine Learning Spark Streaming

Create a Kafka Topic to Produce Create a Spark recommendation Stream live recommendations to a
and Consume real-time streaming model based on specific user Cassandra NoSQL database for
data actions “Fast Data” access for a WebUI

If you are familiar with the ALS model, you can update the ALS parameters to enhance the model or just leave the default values.




“»talend Talend Big Data Sandbox

Big Data Insights Cookbook

Overview Pre-requisites Setup & Configuration Hadoop Distribution

Demo Setup: £t Repository EERE H @ T @
LOCAL: Base_Porject
sI: Business Models

Before you can execute the Retail Recommendation Demo, you ¥ 5 Job Designs
. ¥ £ Standard
will need to generate the source data and pre-populate the 2 v o Realtime. Recommendations Demo

Cassandra Lookup Tables.

Tz Step_2_Recommendation_Create_KafkaTopic 0.1
& L= Step_4a_Recommendation_Push_to_Kafka 0.1 Jjj100% | v R4 & | Taintegration| & Prol

L= Step_5_Recommendation_Read_Cassandra_for_\

1. Navigate to the Job Designs folder. A - 6ig Data satch Bl
'i ¥ £5 Realtime_Recommendations_Demo

2. Click on Standard Jobs > Realtime_Recommendation_Demo " Step_3_Recommendation_Build_Model_spark 0.

' ¥ 53 Big Data Streaming
3. Double click on Step_la_Recommendation_DemoSetup 0.1 ¥ 5 Realtime_Recommendations_Demo bt f lcaean i ok s a0
. . . . . %< Step_4b_Recommendation_Realtime_Engine_Pip |
This opens the job in the designer window. ¥g Joblets lieksEream Dacaset for Demo purpeses |

et Rouc iy s = rowd (Main) “'ﬁ

4. From the Run tab, click on Run to execute. O R 0 clictream Cldstream subset

¥ &3 Big Data Streaming
¥ £5 Realtime_Recommendations_Demo

5. When the job is finished, repeat steps 1-4 for st b Fecommendaion ratime a1

.
Step_1b_Recommendation_DemoSetup 0.1

I» Run(J...

> tFilelnputDelimited_1 (Clickstream) Job Step_1a_Recommendation_DemoSetup

2= Outline & code viewer & © @ Ta Job(st.. [ cContex.. @ comp. [ TestC.. ©) Integr... [CHC]

> tFileOutputDelimited_1 (Clickstream Subset) Default
Basic Run Name
Debug Run
Advanced settings
Target Exec >
Memory Run

Line limit 100 & wrap



“»talend Talend Big Data Sandbox

Big Data Insights Cookbook

Overview Pre-requisites Setup & Configuration Hadoop Distribution

Execute the Retail Recommendation Demo: €} Repository B $ B O 6@
. LOCAL: Base_Porject
Create a Kafka Topic: 7, Business Models
n" Lz Job Designs
1. Navigate to the Job Designs folder: ¥ £j Standard
. = Realtime_Recommendations_Demo |
2. Click on Standard Jobs > L1 ©  Taintegration| & Prol

L= Step_1a_Recommendation_DemoSetup 0.1

Realtime_Recommendation_Demo Lf,}c:f; L=5Step 1b Recommendation DemoSetup 0.1
3. Double click on B : ate Kafka
Step_2_Recommendation_Create_KafkaTopic 0.1 " = Step_4a_Recommendation_Push_to_Kafka 0.1
This opens the job in the designer window. j Tz Step 5 Recommendation_Read_Cassandra_for W
¥ = Bi
4. From the Run tab, click on Run to execute. 2 Step_da_Recommendation_Push_to_Kafka 0.1 ‘ -
g Step_5_Recommendation_Read_Cassandra_for_w = o
¥ [ Big Data Batch 1 Kafka Topic Create

_ _ Clickstream
¥ 55 Realtime_Recommendations_Demo

<7 Step_3_Recommendation_Build_Model_Spark 0.1
¥ 7 Big Data Streaming

Now you can generate the recommendation model by

loading the product ratings data into the Alternating et eame Engine ioe ,
Least Squares (ALS) Algorithm. Rather than coding a
complex algorithm with Scala, a single Spark component & outine sy B0 e

i . A A L i » tiafkaCreateTopic_1 (<b>Kafka Topic Create</b><br>Clicks
available in Talend Studio simplifies the model creation R
process. The resultant model can be stored in HDFS or in DebugRun Cleay

. Advanced settings

this case, locally. Torget Exec <

Memory Run

Line limit {100 & wrap
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Sport Stats Clickstream ETL Off-Load Apache Weblog
7} Repository g $ @B Yee
Execute the Retail Recommendation Demo: LOCAL: Base_Porject

5, Business Models
'z Job Designs
Generate a Recommendation Model using Spark. ¥ £ Standard
¥ £5 Realtime_Recommendations_Demo
T=Step_1a_Recommendation_DemoSetup 0.1
T=Step_1b_Recommendation_DemoSetup 0.1
L= Step_2_Recommendation_Create_KafkaTopic 0.1

1. Navigate to the Job Designs folder.

. . I e s Step_4a_Recommendation_Push_to_Kafka 0.1 £ |“aintegration 3 Mediation & Prof
2. Click on Blg Data Batch > 3 /Repesl "= Step_5_Recommendation_Read_Cassandra_for_\wi| | /e s e
Realtime_Recommendations_Demo m £ Blg Data Batch
¥ (= Pealtime Recommendaki
3. Doubleclick on "o 3 rediio
. . S % Big Data Streaming
Step_3_Recommendation_Build_Model_Spark 0.1. ;E.;,. v £ Realtime_Recommendations_Demo ‘ ‘
This opens the job in the designer window. By d7Step_db_Recommendation Realtime_Engine Pipel] i oD o Dt e ol
* Bui\d_k:nmmcnd!i.iun_}-!dtl_vnlh_zn-!ri.ﬂ.' - - - - -
4. From the Run tab, click on Run to execute e
» [z Contexts E‘ﬁms‘m’:gzwedLnbztrzaladnn?hma
*[Ecode
. . * £ sQL Templates mwle if you would like to run the job more than once,
With the Recommendation model created, your lookup — T o et A
tables populated and your Kafka topic ready to consume Bt -
signer Code
data, you can now stream your Clickstream data into Bl B Becommenda.. [ Contests(ul fesommendition... ) compan LT ——
your Recommendation model and put the results into b o coten Y] gy
» taggregateRow_1 (Count Praduct Views) Spark Configuration Ll ]
your Cassandra tables for reference from a WebUI. i e A Py
et i st setgs
» tcassandrainpit_2 EP'ndu:[!kp] Targek Exec
» tFileinputDelimited_1 (Clickstream_Read) Memory Run
* tFilterColumns_1 {Filter_Columns)

tMap_1 (Product_Lkp)
tMap_2 (User_Lkp)

Line limit 100 & wrep

If you are familiar with the ALS model, you can update the ALS parameters to enhance the model or just leave the default values.
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Execute the Retail Recommendation Demo:

fat *Repository EE @B ¥ e @

LOCAL: Base_Porject

TR VY eIy s

¥ 5z standard

2. Click on Standard Jobs > 5 Realtime_Recommendations_Demo

L= Step_1a_Recommendation_DemoSetup 0.1
L= Step_1b_Recommendation_DemoSetup 0.1

1. Navigate to the Job Designs folder.

Realtime_Recommendations_Demo

3. Double click on

Step_4a_Recommendation_Push_to_Kafka 0.1.

This opens the job in the designer window. @ & Step_5_Recommendation_Read_Cassandra_for
Lo ¥ = Big Data Batch

=% ¥ 5 Realtime_Recommendations_Demo
<7 Step_3_Recommendation_Build_Model_Spark (
¥ [% Big Data Sktreaming

7 | Tzintegration| i& Prol

4. From the Run tab, click on Run to execute.

|
m ¥ = Realtime_Recommendations_Demo e oo s o)
o . . . . . ar d i H H i d Fields tFilterColumns_1 Output File
This job is setup to simulate real-time streaming of L @‘-fte"—‘“’—Reco”‘me"‘da“"”—Rea“'me-E“Q'”e_P' Reduce Message Size P
. . . . ¥ £ Big Data Batc| v
web traffic and clickstream data into a Kafka topic ¥ &5 ealtime_Recommendations pemo onsBjobok
. . <'7step_3_Recommendation_Build_Model_Spa
that will then be consumed by our recommendation v 53 8ig Data Streaming
engine to produce our recommendations e o by o Z © o e i
g p * ﬁJ@"Ihsltetpjh_kemmmendatmn_Realtlme_Englm Input File Delay Input Serialize StreI?m Clickstream
&g Joblets Data Kafka
2= outline Code Viewer G 0@

¥ tExtractDelimitedFields_1 (Extract Delimited Fields)

¥ tFilelnputDelimited_1 (Clickstream_Data) e Job(Step_4a_Reco.. [@ Contexts(Step_4a_.. 4 Componen [7 TestCases B Integration Action
After startlng the Push to Kafka, continue > tFilelnputDelimited_2 (Input File) Job Step_4a_Recommendation_Push_to_Kafka
» tFileoutputDelimited_1 (Output File)
» tFilterColumns_1 (tFilterColumns_1<br>Reduce Mess ~ Basic Run
to the nEXt Steps Of the demo' » tkafkaOutput_1 (Stream Clickstream<br> Kafka) Debug Run
» tMap_1(Serialize <br>Data) Advanced settings <
> tSleep_1 (Delay Input) Target Exec

Memory Run

Line limit [100 & wrap
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Execute the Retail Recommendation Demo:

In this job:
*  AKafka Consumer reads in Clickstream Data.
°* The datais fed into the Recommendation Engine, producing Real-time “offers” based on the current user’s activity.
°*  The tWindow component controls how often recommendations are generated.
. {2t Repository BEE $ @ Yo @
°* Therecommendations are sent to 3 output streams LOCAL: Base_Porject
v Execution window for viewing purposes e models
V" File System for later processing in your Big Data Analytics environment e recommendations bemo
H “« ” Tz Step_1a_Recommendation_DemoSetup 0.1
V' Cassandra for use in a “Fast Data” layer by a WebUI e Dot o1
Tz Step_2_Recommendation_Create_KafkaTopic 0.1

Tz Step_4a_Recommendation_Push_to_Kafka 0.1

With data Streaming to the Kafka Topic... T=Step_5_Recommendation_Read_Cassandra_for_WebU! 0.
Start the recommendation pipeline. 7 £7Bl bata Sateh

¥ {5 Realtime_Recommendations_Demo
Step_3_Recommendation_Build_Model_Spark 0.1

#% Job Step_ab_Recommendation_Realtime_Engine_Pipeline 0.1
= 2 v &5 Big Data Streaming
Batch size: 15 C— o PP P BT
1. Navigate to the Job Designs folder. =
s Joblets
2. Click on Big Data Streaming > P » 33 Route Designs 3 o B
. R tCassandraConfiguration_1 Simplify Output ':Eﬂrrrr;x‘loonu't‘put
Realtime_Recommendation_Demo 3 3 5
User_Laokup Product_sookup .
3. Doubleclick on s o)
. . - Every: 10s
Step_4b_Recommendation_Realtime_Engine O P, v. -y - Ry UM NI, v- P — -
_Pipeline 0-1- This Opens the job in the Kafka Stream In :ﬁ:[:tDEllmlled User Details twindow_1 HE:;;mendllisn ng;g#i“ﬂalmm Preduct Details 1 Replicate Data \ ;:?é)‘;tpp:;m\a\wg
designer window. R
& %7 Job(Step_4b_Rec.. [Es Contexts(Step_4.. @ Compon Ilb Run (Job step 4b... I \w by
4. Click on Run to Start Recommendation Engine Job Step_4b_Recommendation_Rea Engine_Pipeline 4E501 Dot Fot Dot Layer
Execution N
Basic Run ]

spark Configuration B> Run | Cu Clear |
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Execute the Retail Recommendation Demo:

WatCh the execution Output WindOW. YOU Wl” Talend Real-time Big Data Platform (6.2.1.20160704_1411) | Base_Porject (Connection: Local)
now see your real-time data coming through I Learn B psk Weschange. 5 0 v Ta v [ P i @ @ & |Taitegation & Profing

% Job Step_4a_Recommendation_Push_to_Kafka 0.1 @ Job Step_4b_Recommendation_Realtime_Engine_Pipeline 0.1 x

with recommended products based on your @ Repository BEE §E TO0®
Recommendation Model.

¥ £5Realtime_Recommendations_Demo

P2 Step_1a_Recommendation_DemoSetup 0.1 r
Tg Step_1b_Recommendation_DemoSetup 0.1 ‘assandraConfiguration_1
. . Tz Step_2_Recommendation_Create_KafkaTopic 0.1 2
Recommendations are also written to a Tastep_a_Recommendation Push to Kafka 0.1 -
Tgstep_5_Recommendation_Read_Cassandra_for_we
Cassandra database so they can be & 8ig Data Batch |-
. ¥ £5Realtime_Recommendations_Demo R ts:rgythg:
referenced by a WebUI to offer, for instance, 42 Step_3_ Recommendation_Build_Model Sparko. ) L 2, = o
v {3 Big Data Streaming [} DY 20 - - D} ) - 10, (0 = 10
. . ; . row1 (Main) "I rowz(Main) Retofiimendations (Maiy~ rowd (Main) row3 (Main) s row6 (Filter) - Yibcommend_out (Mai -
last minute product suggestions when a " & fealime Recommendation. bemo Rt et et il — — S 5
: FTT YN
customer is about to check-out. Taobets
» 22 Route Designs S
@ services i

» [ Contexts
#} Resources

» Once you have seen the results, you can Kill i ouie . QElCECpEy £

» tCassandraConfiguration_1

the Recommendation Engine and the Push to > TCosandraLookiplnput (UserLookip)

» tcassandraLookupinput_2 (Product_Lookup)

Kafka Jo bs to sto p t h e stream | ng b tCassandraOutput_1 (ECassandraOutput_1<br>WebUl Outg
| » tExtractDelimitedFields_1 (Extract Delimited <br-Fields)
reco m m e n d at|o n s » trileoutputDelimited_1 (File Output<br>For Big Data Analy

» tFiltercolumns_1 (Simplify Output)

> tFilterRow_12 (Filter Null<br> Recommendations)
» tkafkalnput_1 (Kafka Stream In)

» tLogRow_1 (Terminal Output<br>For Demo Only)
» tMap_1 (User Details)

» tMap_2 (Product Details)

s ®
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Retail Recommendation ETL Off-Load Apache Weblog

Note: Execution of this demo requires a Hadoop distribution. If a distro hasn’t been selected, click here.

Overview:

y

In this example we will utilize real-
time streaming of data through a
Kafka queue to track on-field player
movements at a sporting event.

You will experience:

Database => E =>

I
| A\

[ Process ] [ Store ] [ Deliver ]

* Creating and populating a Kafka
gueue with real-time streaming data
from an loT device (i.e. field camera
sensors).

Using Spark Streaming technology to
calculate speed and distance traveled
by individual players.

Charting player speed and distance in
a real-time web-based dashboard.

4

I‘lllllllllllllllllllllllllllllllll-lllIIIIIIIII




“»talend Talend Big Data Sandbox

Big Data Insights Cookbook

Overview Pre-requisites Setup & Configuration Hadoop Distribution

Retail Recommendation ETL Off-Load Apache Weblog

This Demo highlights:

REST Service to
Live Dashboard

loT data to Kafka Spark Streaming

Capture loT data in XML files, then Use Spark Streaming Technology to Use a restful web service to track
load that data to a Kafka Queue for quickly calculate player distance player movements in a web-based
real-time processing. and speed as their positions change dashboard.

on the playing field.
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Overview
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Pre-requisites Setup & Configuration Hadoop Distribution

e pache Weblog

2t Repository EE $ B Y0 ®
LOCAL: BigData_Cloudera
I, Business Models
n‘ L= Job Designs
¥ £ Standard
¥ [ ApacheWebLog

¥ ] Clickstream_Scenario
¥ [JETL_OffLoad_Scenario

» []Realtime_Recommendations_Demo
#' £5 Realtime_Sportstats_Demo

Tin Lear| p [ hinh &  |TaIntegration & Pro
Execute the Sport Stats Demo:
L‘z%i‘:“:l':: TgStep_2_SportStats_Read_Dataset 0.1

Create a Kafka topic from which live data will stream e '8 Step_4_SportStats_ WebService 0.1 o 3
»oap " [7Big Data Batch i
rOdic » [z Big Data Streaming
:Dm Ts Joblets

1. Navigate to the Job Designs folder. N |kt
» [ Subjobs . E'!

i H T4 Step_1_Sport . Create_KafkaTopic 0. KaFka Topic Create
2. Click on Standard > Realtime_SportStats_Demo 2ty sporisiats e izt Sportsiat

3. Double click on
Step_1_SportStats_Create_KafkaTopic 0.1. This

g Step_a_Sporktstats_WebService 0.1
» [ Big Data Batch
> [ Big Data Streaming

I'g Joblets

» 23 Route Designs
@ services
Opens the JOb n the des'gner W|ndOW. '.E;;:Z:z:::s e Job(step_1.sp... [E$ Contexts(Step_... @ Compond [ Test Cases B3 Integration Acti...
o 8 _ X ™ e o Job Step_1_SportStats_Create_KafkaTopic
4. From the Run tab, click on Run to execute. || ouine | EliGedeViewer 28 © ¢

* tKafkaCreateTopic_1 (<b>Kafka Topic Create</b><br>Sport:

Basic Run
DebugRun

Target Exec
Memory Run

Advanced settings Starting job Step_ 1_SpartStats_C|

aTopic at 19:56 18/08/2016.

[statistics] connecting to socket on port 3501

[statistics] connected

[statistics] disconnected

Job Step_1_sportstats_Create_KafkaTopic ended at 19:56 18/08/2016. [exit code=0]

Line limit [100 & wrap
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Overview

Retail Recommendation

Pre-requisites

Execute the Sport Stats Demo:

Read data from an XML file (generated by sensor
readings, for example) and populate the Kafka topic

1. Navigate to the Job Designs folder.
2. Click on Standard > Realtime_SportStats_Demo

3. Double click on Step_2_SportStats_Read_Dataset
0.1. This opens the job in the designer window.

4. From the Run tab, click on Run to execute.

This step simulates live player-tracking data being

fed to a Kafka topic.

Setup & Configuration

Talend Big Data Sandbox

Big Data Insights Cookbook

Hadoop Distribution

e pache Weblog

J9F
%
ol

q
D)
®

£} Repository =i
LOCAL: BigData_Cloudera
& Business Models
n" Lg Job Designs
¥ 52 Standard
» [ ApachewWeblLog
» [ Clickstream_Scenario
* [ ETL_OffLoad_Scenario
» [ Realtime_Recommendations_Demo

¥ £5 Realtime_SportStats_Demo & | nistegraton) & pro)
f} Reposit s F_—I SUbjObS Job Step_2_SportStats_Read_Dataset 0.1 x
LOCAL: BigD.
ﬁlj";':" L= Step 1 SporkStats Create KafkaTopicO.1
g Jo
¥ £ Stan
» [ Ap:

> [ clie g Step_4_SporkStats_WebService 0.1
> DEL
»oreal  * [ Big Data Batch
¥ &5 Real
»opsu P [3] Big Data Streaming
Taste P
“gStep_2_SportStats_Read_Dataset 0.1
g Step_4_SportStats_WebService 0.1
» [ Big Daka Batch
® [¥) Big Data Streaming
Ts Jablets
» 33 Route Designs

@ services. Designer | Code| Jobscript

> [E3 Contexts
I» Run(Jobstep_2...

3} Resources . s Job(step_2.sp.. E® Contexts(step_.. @ Compone

e Bk

row?2 (Main)
! For each period in the game Run the processing job

Read metadatafile " iansform the pitchsizein‘cm!

7] TestCases BY IntegrationActi.. © &

Job Step_2_SportStats_Read_Dataset
2= Outline & code viewer =g o @ .
» tFilelnputXML_1 (Read metadata file) EESE G
un E
> tFlowTolterate_1 (For each period in the game) DebugRun
ikch size in'cm Advanced settings
> tjavaRow_1 (Transform the pitch size in'cm') 9 lorg.apache kafka.common.serialization.ByteArr] Zer was supplied but isn't a known config
» tRunJob_1 (Run the processingjob) Target Exec [WARN ]: org.apache.kafka.clients.producer.ProdUCerconfig - The configuration key.serializer = class

Memory Run org.apache.kaFka.common.serialization.ByteArraySerializer was supplied but isn't a known config.
[WARN ]: org.apache kafka.clients.producer.ProducerConfig - The configuration security.protocol = null was
supplied but isn't a known config 2
[WARN ]: org.apache.kafka.clients.producer.ProducerConfig - The configuration value.serializer = class
org.apache.kafka.common.serialization.ByteArrayserializer was supplied but isn't a known config
[WARN ]: org.apache.kafka.clients.producer.ProducerConfig - The configuration key.serializer = class
org.apache.kaFka.common.serialization.ByteArraySerializer was supplied but isn't a known config
[statistics] disconnected
Job Step_2_SportStats_Read_Dataset ended at 20:05 18/08/2016. [exit code=0]

Line limit |100 & wrap
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Execute the Sport Stats Demo:

In this job:
*  AKafka Consumer reads the sensor data.
°*  AtWindow component controls how often data is read from the Kafka topic —in this case, 10 seconds worth of data is read every 10 seconds.
®  The datais normalized for easier processing.
° Using the tCache components the process calculates distance and speed based on current and previous player positions.
®*  Theresultant data is sent to 2 output streams
v Execution window for viewing purposes
v/ MySQL Database where it will be read by a web service to generate dashboard graphics. (MySQL is running on a Docker container)

12t Repository =2 ®
& 7
. 2% Qéh B g Job step_2_Sportstats_Read_Dataset 0.1 @2 Job Step_3_SportStats_LiveStream 0.1 x
1. Navigate to the Job Designs folder. LOCAL: BigData_Cloudera - -
X . . = Job Designs | — Ll L - >
2. C||Ck on Blg Data Stl’eamlng > ¥ O Standard eate e vindow - bextractDelimiedFies 1 o Normalize the piayerbection
Realtime_SportStats_Demo > I ApachewebLog o
» [ Clicksktream_Scenario Towd (Vi)
3. Double click on Step_3_SportStats_LiveStream 0.1. > LI ETL_OffLoad_Scenario
*» [ Realtime_Recommendations_Demo > AT e oy

This opens the job in the designer window.

tCacheOut_1

» [ Realtime_SportStats_Demo
» [ Big Data Batch
¥ (% Big Data Streaming 4 (Maih order
» [ Realtime_Recommendations_Demo

¥ = Rea e Do 3 Demo

4. From the Run tab, click on Run to execute.

N

Job Step_3_SportStats_LiveStream

g g Basic Run
Calculate distance ERIEETIRE

. . . ebug Run .
After starting the SportStats Live Stream, (g Joblets : mvaedsatings || P25 o
i H Target Exec tLogRow_1 |
continue to the next steps of the demo. T o Ly

0 |10 |260.1305326767428 |2.332719999999999 |
5 0 |13 [99.38477631085023 |0.83404

B 0 |24 |286.3731733638622 |2.560840000000001 |
o] 0 |9 |277.18188235974986/2.4611600000000013|




“»talend Talend Big Data Sandbox

Big Data Insights Cookbook

Overview Pre-requisites Setup & Configuration Hadoop Distribution

Retail Recommendation ETL Off-Load Apache Weblog

fat Repository 2 ®

LOCAL: BigData_Cloudera

Shh DUBNIE3> MUUELy A

Execute the Sport Stats Demo:

L
Start the Web Service to populate the Sport linean @B ask ], Abacheweblog ®  [Taintegration) & Prol
Stats Web'based daSh board &} Repository g Clickstream_S(enario Job Step_2_SportStats_Re.. @1 Job Step_3_SportStats_Liv.. s Job Step_4_SportStats_... x

» [ ETL_OffLoad_Scenario A
THis is a Webservice to expose aggregated statistics

. Bi > : :
Lcﬁ‘.‘.i'.??ita Clouc [J Realtime_Recommendations_Demo as JSON messages. These messages are then

1. Navigate to the Job Designs folder. " tadoh oesfg ™ £ Reallime_Sportstats_Demo ey 2 teageto deple el in2 gopic
v:Dst:ndahrdw g » [ Subjobs
2. C||Ck on Standard > ’Dcﬁcksmamj g Step_1_SportStats_Create_KafkaTopic
. » CIETL_OffLoad_
Realtime_SportStats_Demo + O resttime. nll
¥ £S5 Realtime_Sspo
3. Double click on " [ =ublobs

Step_4_SportStats_WebService 0.1. This
opens the job in the designer window.

» [ Big Data Batch 4

G

¥ 53 Big Data Streaming i
i ’)E

» [ Realtime_Recommendations_Demo charts (Main) Lm[likﬂuﬁt joined (Main) EME respanse (Main) i&’
ookupData
¥ £5Realtime_SportStats_Demo [RESTRequest_1 P MaptoJSON LRESTResponse_2

%@ Step_3_SportStats_LiveStream 0.1 Designer | Code | Jobscript

Te Job(Step 4 Spor.. [g Contexts(Step_4._... Run (Job St ] TestCases ®3 Integration Action 2 ®

o i i e ®
o= Outline & code viewer S Job Step_4_SportStats_WebService

— Basic Run i h
> tMap_3 (LookupData) Debug Run -

4. From the Run tab, click on Run to execute.

- . H H b tMysqlConnection_1 (localMySQL) -
With the Web Service running, continue |EQUSHrSe NSNS e st 4 ottt WebSonico o 2034 19081016
arget Exec
. . * tRESTRequest_1 . i
to the next Step in this demo. b tRESTResponse 2 Memory Run E:E:z::zﬂ connectingto socket on port 3858 .
» EXMLMap_1(MaptoJSON) Aug 18, 2016 8:34:28 PM org.apache.cxf.endpoint.Serverimpl initDestination

INFO: Setting the server's publish address to be http://localhost:8088
2016-08-18 20:34:29.363:INFO:0ejs.Server;jetty-8.1.14.v20131031
2016-08-18 20:34:29.669:INFO:0ejs.AbstractConnector:Started SelectChannelConnector@localhost:8088

Line limit |100 & wrap
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Execute the Sport Stats Demo:

+sportstts astvoard A

€ localhost

Watch the Live Dashboard reflect player
movements with real-time updates

@ Talend Sandbox #Weave Scope @ Hadoop Cluster @& HDFS Browser °Talend 'iDemos - |
Product Demo
"= Clickstream Dema
"» SportStats Demo '
Dashboard |n-matCh Statlstlcs oOpen Allin Tabs

Matches

1. Open Firefox Web Browser.

2. On the Bookmarks toolbar, click on Demos

> SportStats Demo T Home Team Away Team

Export

M Distance (cm) —— Spead (km/h) B Distance cm) —— Speed (km/h)
500 8 500 8
@ 300 o 300
a 200 “ 3 200 ?
. 2 2
» Once you have seen the results, back in
Talend Studio, you can Kill both the Web , , , ,
. . . . . 2 3 8 9 10 13 14 18 19 22 24 2 3 5 6 7 12 13 16 20 22 23
Service job and the Live Streaming job.
Player Jersey No. Player Jersey No.
w._ | Execution
f I K|l[ I| ) Clear | Player Jersey No. Distance (cm) Speed (km/h) Player Jersey No. Distance (cm) Speed (km/h)
2 394 4 2 207 2

3 323 3 3 282 3
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Note: Execution of this demo requires a Hadoop distribution. If a distro hasn’t been selected, click here.

Overview:

EE NSNS SN NN NN NN NN NS NSNS NN NN NS NN NS S NN NSNS NN NS S SN NN NN NN NS SN NN NS NN NN EEEEEEER >

In this example we demonstrate
using native Map Reduce to enrich a
dataset and aggregate the results for
different web-based dashboards.

You will experience:

-:b[%%gwp] wbﬁfmsdnggee]ﬁ{%%daﬂp] = E =

Clickstream

* Data loading to HDFS.

* Using MapReduce to enrich and
aggregate data within the Hadoop
Environment.

| |
N S AN

[ Process ] [ Store ] [ Deliver ]

.<llllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllllll

Use of 3" party graphing tools to
generate a web-based dashboard of
the calculated results.

4
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This Demo will highlight:

Native MapReduce

Read and Write data to HDFS with Use Talend’s MapReduce Feed your analysis datato a
simple components from Talend components to enrich and analyze graphing tool such as Microsoft
data, natively, in Hadoop Excel or Tableau for stunning

displays of the results.
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Demo Setup:

Load data to HDFS.

1. Navigate to the Job Designs folder.

2. Click on Standard >
Clickstream_Scenario >
Pre_Requirements

3. Double click on LoadWeblogs 0.1.
This opens the job in the designer
window.

4. From the Run tab, click on Run to
execute

When this job completes, look-up files will
be uploaded to HDFS for use by the
MapReduce jobs.

&2} Repository

LOCAL: BigData_Cloudera

Shi DUIIIESS MUUELY

» [ ApacheWebLog
¥ &5 Clickstream_Scenario

» [JRealtime_SportStats_Demo
> [ Big Data Bakch
» [3 Big Data Streaming

P EHDFSPUt_1 (Load_to_HDFS)

ETL Off-Load Apache Weblog

ta_Cloudera (Connection: Local)

& -

100% | -] .4 E | sIntegration & Prol

LOCAL: B b
55k DUS! : Load Omniture files
>
Eb [T clickstream_Step_by_Step ey
> D A
v
:E}D Lz Step_1_Clickstream_MmasterJob 0.1
. ction_1
v Lz Step_2_Clickstream_DemoReset 0.1
1 » [JETL_OffLoad_Scenario
Ta » [ Realtime Recommendations Demo =
T step_2_clickstream_DemoReset 0.1 o &
: ——
» [JETL_OffLoad_Scenario (x OnSubjobOk
» [ Realtime_Recommendations_Demo tHDFSDelete 1 Load_te_HDFs

g Joblets
» 33 Route Designs Designer | Code | Jobscript
o~ . =
v
‘g Job(LoadWeblog... E&' Contexts(LoadWe... ] Component f§ I» Run (Job LoadWe... EI Test Cases B3 Integration Action e @
2= outline Code Viewer e @ Job LoadWeblogs
LE =
o
[ tioren | 1 oebug |ﬁ
onnection
- Debug Run B Run
» tHDFSDelete_1
o Advanced settings e —

Target Exec [statistics] connecting to socket on port 3795

[statistics] connected

[WARN ]: org.apache.hadoop.util.NativeCodelLoader - Unable to load native-hadoop library for your platform... using
builtin-java classes where applicable

[WARN ]: bigdata_cloudera.loadweblogs_0_1.LoadWeblogs - tHDFSDelete_1 - directory or file : /user/talend/
clickstream_demo does not exist.

[statistics] disconnected

Job Loadweblogs ended at 20:47 18/08/2016. [exit code=0]

Memory Run

Line limit |100 & wrap
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Setup & Configuration Hadoop Distribution

ETL Off-Load Apache Weblog

Execute the Clickstream Demo:

The result of this process is aggregated data
indicating the product interests of different
areas across the United States for
visualization within a Google Chart.

1. Navigate to the Job Designs folder.

2. Click on Standard >
Clickstream_Scenario

3. Double click on
Step_1_Clickstream_Masterlob 0.1. This
opens the job in the designer window.

4. From the Run tab, click on Run to
execute.

Note: If asked to Download and Install
additional Jar files, Click on Download
and Install.

£t Repository =@

LOCAL: BigData_Cloudera
AL DUSNIEIS MUUELY -
b N v | A
Ii"“" "z Job Designs o e ) ;

it Repositary ¥ O Standard

¥ [JApacheWebLog
= clickstream_Scenario
» [ Clickstream_Step_by_Step
¥ £5 Pre_Requirements

=% $ @ <

‘g Integration & Pro

% Job Step_1_Clickstream_MasterJob 0.1

LOCAL: Bi

S DUANIESS
¥ Tz Job Design
¥ [ Standard

[> 2 OnSubjobOk o [>
niture_Data_Transform_GoogleChart_MR Step2_cClickStream_Generate_GoogleChart_for_Visualization

¥ &5 Pre Re
TaLoad
Tastep_1___* [ Realtime Recommendations Demo

» [ ETL_OffLoad_Scenario

Tg Step_2_Clickstream_DemoReset 0.1
» [ ETL_QffLoad_Scenario
» [J Realtime_Recommendations_Demo
* [ Realtime_SportStats_Demo
» [ Big Data Batch
» [3 Big Data Streaming

g Joblets
» 23 Route Designs
~ .
: Ts Job(step_1_click.. [Eg Contexts(Step_1_.. A Component 5 Testcases Integration Action Sc)
2= Outline & codeViewer ®

Job Step_1_Clickstream_MasterJob

n_| =m
* tRunJob_1 (Step1_Clickski Omnit -Dt T Basic Run
unJol e ickstream_Omniture_Data
~ P N - - N Debug Run bl
> tRunJob_2 (Step2_clickStream_Generate_Google -
Advanced settings Bytes Written=220

Target Exec ZWAQV_]_: org.apache.hadoop.mapreduce.JobResourceUploader - No job jar file set. User classes may not be found.
map 0% reduce 0%

map 25% reduce 0% -
map 50% reduce 0%
map 100% reduce 0%
map 100% reduce 100%
Job complete: job_1471535890261_0012
Counters: 49

File System Counters

Memeory Run

Line limit |100 & wrap
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Execute the Apache Weblog Demo:

View the data in HDFS.

1. Open Firefox

2. Click on the bookmarked link titled
HDFS Browser

3. Inthe Utilities Dropdown, select
Browse the File System and navigate to
Juser/talend/clickstream_demo/output/
results

4. To view the data file, you must
download it from HDFS. This can be
done right within the web browser by
clicking on part-00000 and choosing
download

Pre-requisites

Talend Big Data Sandbox

Big Data Insights Cookbook

Setup & Configuration Hadoop Distribution

ETL Off-Load Apache Weblog

€ weave.local <

@ HDFS Browser

Datanode Volume Failures

=Talend Sandbox #Weave Scope @ Hadoop Cluste *Talend [&Demos ~

Utilities ~

Browse the file system

Overview Datanodes

Hadoop Snapshot  Startup Progress

Hadoop, 2014.

Hadoop Overview Datanodes Snapshot Startup Progress Utilities ~

. File information - part-00000
Browse Directory

Juser/talend/clickstream_demo/output/r|

Block information --

Owner Name
talend Block ID: 1073741916

Block Pool ID: BP-192681255-10.2.1.35-1471535795481
Generation Stamp: 1092

Hadoop, 2014. Size: 15319451
Availability:

¢ talend-cdh550.weave.local
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Weave Scope @ Hadoop Cluster @& HDFS Browser *Talend |[EDemos »

Produck Dema »
: eam Demo
Execute the Clickstream Demo: g - sportstats Dema
LUtin Luiu 19 6 LIS YUy UUaTU U CUISYuly 1. 11U Ui WE Ll 966 Ui (O] .OEEP.AI-I in T'abs' in different states/regions of the US based

View the ana |yt|ca| ana Iysis dashboard. on the clickstream data gathered from the visitors to our retailers website. This gives us a picture as to where to focus our energy -- take care
of the top categories and put the bottom ones for more sales.

Top Categories Bottom Categories

1. Open Firefox Web Browser.

2. Onthe Bookmarks toolbar, click on Demos >
Clickstream Demo

3. Mouse over the states to see the counts.

Table below is sortable - click on header to sort.
State Category  Clicks
US-MA accessories
| US-GA accessories
US-MI  accessories
US-AZ accessories
US-OR accessories
US-MS  accessories

Wk R RN @ e

US-NJ  accessories
US-NC automotive 14
US-NH automotive 6
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Execute the Clickstream Demo:

Additional analysis can be done to calculate the age
and gender of users accessing specific links.

1. Navigate to the Job Designs folder.
2. Click on Big Data Batch > Clickstream_Scenario

3. Double click on
Step_1_Clickstream_SimpleFile_Omniture_MR
0.1. This opens the job in the designer window.

4. From the Run tab, click on Run to execute

The results of this job can be found in the HDFS File
Browser:

/user/talend/clickstream_demo/output/results

With our analysis data in HDFS, we can load
into a Hive Table for further querying or import

to a visualization tool. Continue to the next
steps of the demo to see how this can be done.

Talend Big Data Sandbox

Big Data Insights Cookbook

Setup & Configuration

4 Repository
LOCAL: BigData_Cloudera

< Job Designs
¥ & Standard
* [JApachewWebLog
¥ 3 Clickstream_Scenario

oociap

» []Realtime_sporrstats_vemo
v & Big Data Batch
> [J ApacheWebLog
¥ &5 Clickstream_Scenario
1 Step1_Clickstream_Omniture_Data_Tra
;g Step1_Clickstream_simpleFile_omnitur
> [JETL_OffLoad_Scenarie

B P Panlbien Pacamman Aabinne Pamn

2= outline & code viewer

» tHDFSInput_1 (OmnitureLogs)

» EHDFSInput_2 (Products)

* tHDFSInput_3 (Users)

» EHDFSOutput_1 (Rejects)

» tHDFSOutput_3 (Tableau Results)
® tMap_1 (Lockup Users)

» tMap_2 (Lookup_products)

¥ 3 Clickstream_Step_by_Step

T Step3_clickstream_Get_WeblogAnalytics 0.1 &

Taldg
T step2_clickStream_Generate_GoogleChart_for_'
Taui Learn
@ Reposit » [ Pre_Requirements
eposite
P TaStep_1_cClickstream_MasterJob 0.1
i Tastep_2_clickstream_DemoReset 0.1
LOCAL:Bighe [0 ETL_OffLoad_Scenario
TBdie sy Realtime_Recommendations_Demo
b N
=% s [Realtime_SportStats_Demo
TgSt

£5 Big Data Batch
» [JApachewebLog
‘aste " £ Clickstream_Scenario

Bl Designer | Code | Jobscript!

Hadoop Distribution

ETL Off-Load Apache Weblog

dera (Connection: Local)

g Integration | i Prol

Clickstream_MasterJob 0.1 & Job Step1_Clickstream_SimpleFile_Omniture_MR0.1 x e ®

logs that don't match a product page.

pe and right results.
bsily loaded to Tableau or Excel for Reporting)

) Analytics

>rolllicts

| g H N
I Q) & y
(p;)‘togs (MainJL%@gs (Main c>rder"‘r}|:N_lL logsout (Main) L
omnitureLogs  Lookup_products Lookup Users Tableau Results
Map[ ] Reduce[ ]
rejegtS (Main order:2)

@ Job(Step1_Clicks... [ Contexts(Step1_C... 5 TestCases B3 Integration Action

@ componentl I» Run (Job Step1_Cl...

Job Step1_Clickstream_SimpleFile_Omniture_MR

V

WHRONG_LENG TH=0
WRONG_MAP=0
WRONG_REDUCE=0

File Input Format Counters | <
Bytes Read=0
File Output Format Counters
Bytes Written=15323255
[statistics] disconnected
Job step1_clickstream_simpleFile_Omniture_MR ended at 21:21 18/08/2016. [exit code=0]

Basic Run

Hadoop Configuration i Clear
Advanced settings
Target Exec

Memory Run

Linelimit [100 & wrap
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Execute the Clickstream Demo:

With our analysis complete, we can pull the raw file
from HDFS or even put it into a Hive table for further

querying.

1. Navigate to the Job Designs folder.

2. Navigate to Standard > Clickstream_Scenario >
Clickstream_Step_by_Step

3. Doubleclick on
Step3_Clickstream_Get_WeblogAnalytics 0.1. This
opens the job in the designer window.

4. From the Run tab, click on Run to execute

The results of this job can be found on the local VM file
system:
/home/talend/Documents/Clickstream/webloganalytics.csv

Setup & Configuration

1} Repository =
LOCAL: BigData_Cloudera
l.anb Designs
£ Standard
L4 l"_‘lApacheWebLog
¥ &5 Clickstream_Scenario
"hcllckstream Step by Step

|!|| Learn f&

£} Repository|
LOCAL: BigData_
v = Job Design

v £ standard

" DA?a(hsv » [JETL_OffLoad_Scenario
v 'E:l;r:ktsr: » [] Realtime_Recommendations_Demo

i‘gstep: » []Realtime_SportStats_Demo

taStedl ¥ £ Big Data Batch
» [CJPre_Re » [JApacheweblLog

Tastepd " 3 Clickstream_Scenario

TasStep 2 1w Step1_Clickstream_Omniture_Data_Transform_Gc
» CJETL_OFfl 17 Step1_Clickstream_SimpleFile_Omniture_MR 0.1
» [ Realtimg v

» [ Realtime_SportStats_Demo
v £ Big Data Bakch
» [J ApacheWebLog
v {5 Clickstream_Seenario
«» Step1_Clickstream_Omniture_Data_Transform_Gc
@ Step1_Clickstream_simpleFile_Omniture_MR 0.1

a® Outline Code Viewer =g e e
» tFileoutputDelimited_1 (webloganalytics)

> tFilterRow_8 (Age over 0)

» tHDFSConnection_1 (Std_Connect)

» tHDFSCopy_1

» EHDFSInput_2 (Pull_from_Hadoop)

» tHiveCreateTable_1

s Step 1_clickstream_MasterJob 0.1 o
TaStep_2_Clickstream_DemoReset 0.1

Hadoop Distribution

ETL Off-Load Apache Weblog

Q, v 8 @

Hera (Connection: Local)

B | TsIntegration i Prol

. Tg Jobstep_1_Clicks.. % Jobstepi Clickst.. Tg JobsStep_2 Clicks.. Tg Jobstep3 clic.. x

Lo ~~~ts from Hadoop to an
atform, a file for import
an table

Extact from Tab HDFS to Comma File for inporting to a Bl Tool

tetrieve Results from HDFS
ad Orows in 7 BSe?Serows in7. 925

webloganalytics

- Onsulfjobok
Create a Hive Extemal

table _ Clickstream Analyis

ok .

T onsubjobOHl

tHDFSCopy_1 H
Bl Designer | Code | Jobscript -
e Job(step3_Clic.. [E& Contexts(Step.. M C pe Sy ) @

Job Step3_Clickstream_Get_WeblogAnalyt

Basic Run
Debug Run
Advanced settings >
Starting job Step3_Clickstred
Target Exec
Met [statistics] connecting to so

[statistics] connected
[WARN ]: org.apache.hadoo LT
platform... using builtinjava «andiREEN
[statistics] disconnected
Job Step3 Clickstream_Get_f§ »=

Linelimit 100 & wrap

» This file could be imported to MS Excel or other Bl tools like Tableau (not included in the Big Data Sandbox) to generate additional

dashboards.
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Note: Execution of this demo requires a Hadoop distribution. If a distro hasn’t been selected, click here.

Overview:
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In this example we demonstrate how
using Talend with Hadoop can speed
up and simplify processing large
volumes of 3™ Party Data. The
sample data is simulating a Life
Sciences Prescribing habits data file
from a 3™ Party vendor.

Bh*

$ Back to

3 party

You will experience:

® optimizing your data warehouse by
off-loading the ETL overhead to

Hadoop and HDFS. ] |

A A J |

Ingest [ Process ] [ Store ] [ Deliver ] Decide

Fast, Pre-load analytics on large
volume datasets.

llllllllllllllllllllllllllllllllllIIIIIIIIIIIII’.

I‘lllllllllllllllllllllllllllllIIIIIlIIIIIIIIIII

Multiple Reports from same datasets
to make informed and intelligent
business decision that could decrease
spend or increase revenue.
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Apache Weblog

This Demo will highlight:

Large volume
processing

Pre-load Analytics ETL Off-loading

With Talend and Hadoop, you can By analyzing large volumes of data Utilizing Talend with a Hadoop
process Gigabytes and Terabytes of BEFORE loading it to your Data Cluster, you can optimize your Data
data in a fraction of the time. Warehouse, you eliminate the Warehouse by removing the costly
overhead of costly data anomalies overhead of data processing.

in the Data Warehouse.



“»talend Talend Big Data Sandbox

Big Data Insights Cookbook

Overview Pre-requisites Setup & Configuration Hadoop Distribution

Retail Recommendation Sport Stats Clickstream Apache Weblog

Note: To quickly and easily see the value of the ETL Off-Load Demo, proceed with the below steps. If you would like a more in-depth
experience and more control over the source data, Click here...

=t Repository 5 E $HHE e @
LOCAL: BigData_Cloudera
Demo Setup: = obpeson g

¥ {2 Standard

lin Learn #3 » [ ApachewebLog B | "=Integration| & Pro
H : £} Repositor » [ Clickstream_Scenario is_DemoSetup 0.1
To Execute this demo, you must first generate @ nrel - Sem offond scenario p
the source files for processing within Hadoop "fescbDesldl [ Pre Requirements Step_by_step

> [ Apach
» [ Clicksk}
X . v SETL oA g Step_2_ProductAnalysis_MapReduce 0.
1. NaVIgate to the Job DES|gnS folder. » [JPreR "= Step_3_ProductAnalysis_DemoReset 0.1

> OProdl [ Realtime_Recommendations_Demo =
2. Click on Standard > ETL_OffLoad_Scenario 2ol » DiRealtime sportstats Demo 3o N 1Y
tgstep. © L7 Big Data Batch te_Mock_Rx_Data 1 PreStep_2_PrepEnvironment
3. Double Click on » [JRealtim * [¥ Big Data Streaming
. * [J Realtime_SportStats_Demo
Step_1_ProductAnalysis_DemoSetup 0.1. » [ Big Data Batch
. . . . . » [ Big Data Streaming
This opens the job in the designer window. I oblets
> 23 Route Designs
4. From the Run tab, click on Run to execute Gservices

> E3 Contexts

. . . . % outline B Code Viewer o Tl e Job(step_1_Pr... [ Contexts(step.. A Component] 5 Testcases @ IntegrationAc...
When this job completes, Source files will reside » (runtob. 1 (restep 1 Generate Mock fx patsy  Job Step_1_Product Analysis_Demosetup
on the Virtual Machine to be processed by the > tRunJob_2 (PreStep_2_PrepEnvironment) Basic Run
g . . e ey ebug Run
demo. Additionally, within HDFS an initial e sttings | M
report will have been generated by which the TorgetBxee cevhaliccshinll & Il
demo will compare for analysis i L S e i

[WARN ]: org.apache.hadoop.util.NativeCodeLoader - Unable to load native-hadaop library for your
platform... using builtin-java classes where applicable

[statistics] disconnected

Job Step_1_PreductAnalysis_DemoSetup ended at 16:05 19/08/2016. [exit code=0]

Line limit |100 & wrap
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Execute the ETL Off-Load “One-Click” Demo:

Apache Weblog

In this “One-Click” version of the demo:

*  Source files are placed in HDFS.

°*  MapReduce is used to collectively analyze all the compressed files.

°  The resultant analysis is then compared to the previous months results and reports are generated.

°* The generated reports are then sent to the Google Charts API for a graphical representation of the data.

®*  The resultant reports can be viewed in a web browser:
v Product by Physician shows the number of prescriptions a physician has written for a particular drug
v" Net Change shows the total number of prescriptions for a particular drug across all physicians

£ Repository 9% $ B e ®
. LOCAL: BigData_Cloudera
¥ T= Job Designs

is_MapReduce 0.1 x

1. Navigate to the Job Designs folder. * £ standard
/ » [ ApachewebLog
2. Click on Standard >ETL_OffLoad_Scenari0 4 *» [ clickstream_Scenario
p— = ETL_OffLoad_Scenario
3. Double click on » [ Pre_Requirements_Step_by Step - ok |7
Step_Z_Pl‘Od UCtAnalySiS_MapREduce 0-1- ThIS Ste| g ProductAnalyﬂs_Step_-by_Step b?t‘;pijonthﬁ():\)le?MSnthicomparis?)'r]\SUbJOhO:tep;LGooglei)haDrtiPmdu(tibyiUnit
L= Step 1 ProductAnalysis DemoSetup 0.1
opens the job in the designer window. ﬂ h__ﬂ/
Lz Step_3_ProductAnalysis DemoResef 0.1
4. From the Run ta b, click on Run to execute. » [ Realtime_Recommenda| % Job(Step_2 Productanalysis.. E& Contexts(Step_2 Productan.. @ componerfl |I» Run (Job Step_2_ProductAna...
» [ Realtime_SportStats_D{ Job Step_2_ProductAnalysis_MapReduce -
Basic Run
Debug Run
Advanced settings U ERRURSU

WRONG_MAP=0

WRONG_REDUCE=0
File Input Format Counters
. . . . Bytes Read=0

File Qutput Format Counters

Click Here to finish this demo...
[statistics] disconnected
Job Step_2_ProductAnalysis_MapReduce ended at 17:17 19/08/2016. [exit code=0]

Memory Run
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Demo Setup:

Pre-requisites

Talend Big Data Sandbox

Big Data Insights Cookbook

Setup & Configuration

Hadoop Distribution

Apache Weblog

In this step-by-step version of the demo, you will see just how simple it is to work with Talend and Hadoop. You
will also have more control over the source data used within the demo for a more personalized experience.

1. Navigate to the Job Designs folder.

2. Click on Standard > ETL_OffLoad_Scenario >
Pre_Requirements_Step_by_ Step

3. Double click on
PreStep_1_Generate_Mock_Rx_Data 0.1.
This opens the job in the designer window.

4. From the Run tab, click on Run to execute.

5. When the job starts, edit the values as you
wish (staying within the suggested
parameters and keeping in mind you are
working in a virtual environment with limited
space) or leave the default values. Click OK
when done.

{2t Repository S =4
LOCAL: BigData_Cloudera
I, Business Models

v < Job Designs

¥ £z Standard

» [ ApacheWebLog

» [ Clickstream_Scenario

¥ S ETL_OffLoad_Scenario

5 Pre_Requirements_Step_by_Step

g
Credential

{Lookup),

Lz PreStep_2_PrepEnvironment 0.1 J

i1

LookupZroduct

Product {Lookup)

0

g X_Generate_MonthlyReport 0.1
* [ ProductAnalysis_Step_by_Step

|4 Prac Type

Run Context Default with parameters:

y: il
R Brofile_outz (Main) i Enerte

] Ut (Main order:2joy

ﬂa\(“a\ﬂﬂfh"ﬁﬁ‘_rﬂVS(\‘"‘BII’]OF(JE‘FZ]iE oWz (Main) Ij

MapProduct PreviousMontl tFiltercolumns_1 PrevMonth_Data

Main order:1)

EEMY How many records per file?
50000

How many total Files?
5

y B b
How many Products (1-100)? e TR TI e eIy 4]
“5 l ueProducl Roll_Month1 CurrentMonth CurrMonth_Data
d fil p_1_Gene.. [Ea Contexts(PreStep_1_.. @ Componentl I» Run (Job PreStep_1_... I
How many Provider Profiles (1-500)?
Y ( ) _1_Generate_Mock_Rx_Data
200 op

List_FlaggedNDC |
e

ings A !l

PRODUCTKEY|PRODUCTNDC|PROPRIETARYNAME |
= e

2 |0002-1407 |Quinidine Gluconate|
A

[statistics] disconnected
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Demo Setup (cont.):

Once you have generated your Mock Rx data,
you will need to initialize the Hadoop
environment with comparison data — in this
case, it would be the ”Previous Month” analysis.

1. Navigate to the Job Designs folder.

2. Click on Standard > ETL_OffLoad_Scenario >
Pre_Requirements_Step_by_Step

3. Double click on
PreStep_2_PrepEnvironment 0.1. This
opens the job in the designer window.

4. From the Run tab, click on Run to execute.

Note: Once this job completes, you are
ready to execute the step-by-step ETL Off-
Load Demo.

Big Data Insights Cookbook

Setup & Configuration

1} Repositor EE S @ 0 @
P! y

LOCAL: BigData_cCloudera
i, Business Models
L-v:;uuh Designs
¥ £ Standard

bl * (O ApachewebLog
» [ Clickstream_Scenario

Jn Lears )
¥ £S5 ETL_OffLoad_Scenario
£ Reposit ¥ &5 Pre_Requirements_Step_by_Step
LOCAL: Big iR SRS

Cg X_Generate_MonthlyReport 0

v Tz Job De — = .
» [J ProductAnalysis_Step_by_Step

¥ £ Stan
» []Apa Te Step_1_ProductAnalysis_DemoSetup 0.1
» [ cliel Tg step_z_ProductAnalysis_MapReduce 0.1
M=13 | T Step_3_ProductAnalysis_DemoReset 0.1
*&5Pr P [JRealtime_Recommendations_Demo

Tal » [JRealtime_SportStats_Demo
Y&l » [ Big Data Batch

L

g - - .:.'
T Step_1_ProductAnalysis_DemoSetup 0.1
g Step_2_ProductAnalysis_MapReduce 0.1
g Step_3_ProductAnalysis_DemoReset 0.1
» [ Realtime_Recommendations_Demo
> [ Realtime_SportStats_Demo
»> [z Big Data Batch

g= Outline @ codeviewer (B @ @
» tFileList_1 (List_AllFiles)

P tFileList_2 (List_PreviousMonth)

'z Job(PreStep_2_...

> tFileList_3 (List_CurrentMonth) Basic Run

P tFileList_4 (List_PreviousMonth) Debug Run

» tFileList_s (List_AllFiles_old) Advanced settings
» tHDFSDelete_1 Target Exec

» tHDFSList_1 (Clean_InputDir) Memory Run

» tHDFSRename_1

* tRunJob_1 (Step_1_PutFiles_On_HDFS)
* tRunJob_2 (X_Generate_MonthlyReport)
» tSystem_1 (CompressData)

> tSystem_2 (StageData)

Talend Big Data Sandbox

Hadoop Distribution

enerate_Mock_Rx_Data 0.1

)

List_PreviDusMonth

OnSulfjobOk

E$ Contexts(PreSte...

Job PreStep_2_PrepEnvironment

—
B> Run

Apache Weblog

bta_Cloudera (Connection: Local)

= | TgIntegration & Prof

Tg Job Prestep_2 PrepEnvironment 0.1 x

:
CompressData This job executes a series
of commands to prepare the

environment for demo execution.

- compresses the data files
- cleans up data from previous runs
- seeds HDFS with initial comparison file

Remove_OldFiles

‘

StageData

A Component 9 Test cases Integration Acti...

Line limit

100 & wrap
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Execute the ETL Off-Load “Step-by-Step” Demo:
With the demo environment setup complete, we can
begin examining the ETL Off-load Process.

1. Navigate to the Job Designs folder.

2. Click on Standard > ETL_OffLoad_Scenario >
ProductAnalysis_Step_by_Step

3. Double click on Step_ 1_PutFiles_on_HDFS 0.1.
This opens the job in the designer window.

4. From the Run tab, click on Run to execute.

When this job is complete, you will have your
custom-generated source files on HDFS. To view the
files:

5. Open Firefox

6. Click on the HDFS Browser link on the Bookmarks
Toolbar

7. Select Browse the file system from the Utilities
dropdown.

8. Navigate to /user/talend/ Product_demo/Input

Setup & Configuration Hadoop Distribution

£} Repository BE $HE Y e @
LOCAL: BigData_Cloudera
7, Business Model
¥ T< Job Designs
¥ £z Standard
® [ ApacheWebLog
* [ Clickstream_Scenario
¥ 55 ETL_OffLoad_Scenario
* [ Pre_Requirements_Step_by)\ Step
¥ &= ProductAnalysis_Step_by Step

1_PutFiles_On_HDFS 0.1 «

Puts source files to HDFS

.(%

Put_SourceFiles

Lg Step_3 Month_Over_Month_Comparison
g Step_4 GoogleChart_Product_by Unit 0.’
Tz Step_1_ProductAnalysis_DemoSetup 0.1
g Step_2_ProductAnalysis_MapReduce 0.1
lgStep_3_ProductAnalysis_DemoReset 0.1
commendations_Demo

1_PutFiles_On_HDFS
Execution

Starting job Step_1i_PutFiles_ On_HDFS at 18:41 19/08/2016.

gar |

ettings

0 Demo

Namenode information  x Y&

weave.local

®Talend Sandbox # Weave Scope @ Hadoop Clusterfl @ HDFS Browser

Had()op Overview Datanodes Datanodz Volume Failures Snapshot Startup Progress Utilities ~

fuser/talend/Product_demo/Input E Go!

Permission Owner Group Size Replication Block Size Name

“TW-T--T— talend talend 1.48 MB 3 128 MB nt_Part-0000.gz
“TW-T--T— talend talend 1.49 MB 3 128 MB r Part-0001.gz
“TW-T--T-- talend talend 1.48 MB 3 128 MB L Part-0002.gz
“TW-T--T— talend talend 1.48 MB 3 128 MB -_Part-0003.gz
W talend  talend 148MB 3 128 MB Product_Monthly_Current_Part-0004.gz

. E conte.. @ comp..fj I Run(J... 7 Testc.. = Integr...

Apache Weblog




“»talend Talend Big Data Sandbox

Big Data Insights Cookbook

Overview Pre-requisites Setup & Configuration Hadoop Distribution

Retail Recommendation Sport Stats Clickstream

Execute the ETL Off-Load “Step-by-Step” Demo: @ Repositoy .| B % & @ ¥ 6 @

LOCAL: BigData_Cloudera

Eﬂgloh Designs =
¥ £j2 Standard

Apache Weblog

Now that your source data is in HDFS, we can use the
power of Hadoop and MapReduce to analyze the
large dataset.

= ' A —»_
row1 (Main) = E 2 row2 (Main) ' rows (Main) = &
tFilterColumns_1 tAggregateRow_1 tHDFSOutput_1

Map[ | Reduce[ |
Contex... A compo... JI* Run(Jo.. ] Testca.. ® Integra.. =

ierate_MonthlyReport_mr

1. Navigate to the Job Designs folder.
2. Click on Big Data Batch > ETL_OffLoad_Scenario

3. Double click on :
¥ & Bi Execution

Step_2_Generate_MonthlyReport_mr 0.1. This » [ agachewebLog l
opens the job in the designer window > Dyflickstream Scenario fon — .
[SLALISLICS J CONNECLEY -

¥ E=S ETL OffLoad Scenari
H i . [WARN ]: org.apache.hadoop.mapreduce.JobResourceUploader - No
4. From the Run tab, click on Run to execute. > [ Realtime_Recommendations_Demo g job jar File set. User classes may not be found. See Job or Job#setJar

(String).

weave.local

When this job is complete, you can again navigate to B’
the Hadoop file system to view the generated file:

°Talend [@Demos~

Talend Sandbox #%Weave Scope @ Hadoop Cluste

@ HDFS Browser

. " Had()op Overview Datanodes Datanodz Volume Failures Snapshot Startup Progress Utilities ~
5. Open Firefox Browse Di
6. Click on the HDFS Browser link on the ] , ﬂ/
Bookmarks Toolbar Juser/talend/Product demo/Output E Go!
7. Select Browse the file system from the Utilities Permission owner Group size Replication Block size Name
dl"OdeWI’]. -TW-r--T— talend talend 167.45 KB 3 128 MB Current_Month_Report.ixt

8. Navigate to /user/talend/Product_demo/Output W talend  talend  50.64 KB 3 128 MB Previous Month_Report.gz
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fat Repository (=T =NV - - N S )

Execute the ETL Off-Load “Step-by-Step” Demo: LﬁLﬁzif?f:ﬁf%u

¥ T= Job Designs

a_Cloudera (Connection: Local)

i ¥ fzstandard @ = Tsintegration i Prol
. . . . | h b
Wlth the PreVIOus Month ana|y5|5 as our basellneI we I IS D?l'i):lfster:;;o(genario es_On_HDFS 0.1 & Job Step_2_Generate_MonthlyReport_... Tg Job Step_3_Month_Over_Month_Co... x
cah how com pa re our Cu rre nt M o nth ana |ySIS a nd (:;: v 'E‘l.:‘ETLiofFLoadis<enarie ) ompares the two monthly aggregate files and formats output for consumption inte a visualization tool
. > Pre_Requirements_Step_by_Step
track any anomal]es. e ¥ &5 ProductAnalysis_Step_by_Step ;6.3
= 2 == Month Input

1. Navigate to the Job Designs folder. ! e———
Tg Step_1_ProductAnalysis_DemoSetup 0.1 =8 ém w

2. Click on Standard > ETL_OffLoad_Scenario > TaStep_2_ProductAnalysis_MapReduce 0.1 o = o
- - T= Step_3_ProductAnalysis_DemoReset 0.1 \ MJ;%ML[DWFH% norder E ows (Mainf ™ ==~ row7 (Main) g
ProductAnaIysis Step by Step » [ Realtime Recommendations_Demo O\lculateDiff tReplicate 1 | tFiltercolumns 1 Sum_Products Product_Netch
- - - » [ Realtime_sportStats_Demo rows (Main order:3)
1 » [: Big Data Batch o=
3. DOUbIe CIle on » (5 Big Data Streaming L i B owo (Mainf” == Tow11 (Main, =¥ Pow10 (Mair)’ ==1> row12 (Main) L"‘

Step_3_Month_Over_Month_Comparison 0.1. e : rowd (Mafn order:2)

» [JRealtime_SportStats_Demo

This opens the job in the designer window. » 03 8ig Data Batch

¥ [ Big Data Streaming s Ancutiabal

4. From the Run tab, click on Run to execute.

2= outline Code Viewer | a= @ ®

e Job(Step_2 Pro.. [& Contexts(Step 3.. @ Componeny [ TestCases B3 Integration Acti...

I» Run(Job Step_3...

» tAggregateRow_1 (Sum_Products)

> tAggregateRow_2 (Sum_ProductByPhysician) Job Step_3_Month_Over_Month_Comparison

> tAggregateRow_3 (OrderByNPI) Basic Run [
When this job is complete, you can again navigate to ot pebugrn "}
. . . v tFilterc -, Advanced settings Starting job Step_3_Month_Over_Month_Comparison at 19:23 19/08/2016.
the Hadoop file system to view the generated files: e : -
 tricercMPla (p Directory

5 Open Firefox » tFilterRow 6 (Filter( ur platform

» tHDFSInput_1 (Mont

» tHDFSInput_2 (Mont ict_demo/Output Go!

6. Click on the HDFS Browser link on the Bookmarks . :Ezz.ﬂniu:ﬁ:tﬁ
Toolbar Permission owner Group Size Replication Block Size Name
-TW---T—- talend talend 167.45 KB 3 128 MB Current_Month_Report.txt
7. Select Browse the file system from the Utilities et tlend  talend  5064KkB 3 1283 Previous Month_ Report.gz
dro pdown_ W talend  talend  105B 3 128 MB Product_NetChange_Report.csv
W talend talend  10.27KB 3 128 MB Product_Threshold_Report.gz
8. Navigate to /user/talend/Product_demo/Output S mlend  tlend  756Kk3 3 128 1B broduct by Physician Reportcey
drwxr-xr-x talend talend 0B 0 0B Working
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{2t Repository BE $H R Y E @
LOCAL: BigData_Cloudera
si; Business MOM
Execute the ETL Off_Load ”Step_by_Step” Demo: ¥ = Job Designs tep_2_Generate_MonthlyRepo... Ts JobStep_3_Month_Over_Month_Co.. Ts *JobStep_4 GoogleChart_Produ.. x © &
2 Standard
» [ Apacheweblog
The final step is to generate the charts using Google » [ Clickstream_scenario el e e E e R e
¥ 55 ETL_OffLoad_Scenario n.
Cha I’ts API » [ Pre_Requirements_Step_by_Step
£ ProductAnalysis_Step_by_Step
. . " 5rows in 0.76s [ [ 5rows in 0.01s 1rowsin0s [ o
1. Navigate to the Job Designs folder. @ step 1 Putfiles On HDFS 0.1 ezt B ST e o ¥
2 _Data tsortRow_2 BOTTOM DATA CreatesingleChartstring tsetGlobalvar_1

>0k

2. Click on Standard > ETL_OffLoad_Scenario >

Ug Step_1_ProductAnalysis_DemoSetup 0.1

PrOductAnaIySiS Step by Step U= Step_2_ProductAnalysis_MapReduce 0.1 | ok e oo 1rowsin0.06s

N o - Tg; r Quis/ HEl
T2 Step_3_ProductAnalysis_DemoReset 0.1 Onsubjobok {2 rows (Main)
- - ILE GET HTML STRING Product NetChange

. Lo Realtime_Recommendati
3. Double click on o - Tz Job(Step_4.. [ Contexts(s.. @ Component [ TestCases ®1 Integratio.. @ @

» [ Realtime_SportStats_Der

Step_4_GoogleChart_Product_by_Unit 0.1. > [ Bg Data Batch Job Step_4_GoogleChart_Product_by_Unit

This opens the job in the designer window. - S -

Advanced settings
9 Starting job Step_4_GoogleChart_Product_by_Unit at 19:35 19/08/2016.

4. From the Run tab, click on Run to execute.

When this job is complete, you can view the sTalend Sandbox # Weave Scope @ Hadoop Cluster @ HDFS Browser *Talend [[@Demos « |
generated reports from the web browser: Froduetienchange

-» Net Change

[ 08 = Clickstream Demo - Product by Physician
H AXIRON - _ _ _
5. Open Firefox . Product et Change by Provider
45,000 W AXIRON
. myvid W Amyvid
6. From a new tab, Click on Demos > Product o l -

M Quiicine Ghuconaze

30,000
W svatern
Prozac

7. Repeat Step 2 above to open the Product by Quindin Ghiconas
Physician Report. 1

[ 2,500,000 5,000,000

Demo > Net Change to view the report.

Products

1992783542 1992703813 1962691200 1982690939 1952302029

Provider (NP)
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12t Repository BEE HEBE Y ®
Execute the ETL Off-Load “Step-by-Step” Demo: LOCAL: BigData_Cloudera

;T Business MOM

¥ Tz Job Designs

Reset the demo and run it again! You can run this demo £ Standard
. . * [ ApacheWebLog
over and over and get different results by changing the + [ Clickatraam Scanario
Source Files. ¥ ESETL_OffLoad_Scenario
» [JPre_Requirements_Step_by_Step
1. Navigate to the Job Designs folder. | > & ProductAnalysis_step_by_Step 3100 | - | 4 | taitegration] & Pro
. . o R
2. Click on Standard > ETL_OffLoad_Scenario Loc
8 'ER EACH DEMO EXECUTION ** This job executes a series of commands
ARTY | to reset the environment after each
3. Double click on - s - - demo execuion.
. g _SportStats_Demo
. . 4 | . - cleans uj irectories
Step_3_ProductAnalysis_DemoReset 0.1. This » " [7Big Data Batch AT e e eves il comparison e on HOFS
- - ) A . - A v¢ " [F Big Data Streaming trileDelete_1 tFileDelete_2
opens the job in the designer window. s rgioblets
. " » 23 Route Designs
4. From the Run tab, click on Run to execute. @ services @ -

= subjobOk (order:3)

* Clean \nputDir  tHDFSDelete_1
» [ Realtime_Recommendations_Demo
» [ Realtime_SportStats_Demo

* [ Big Data Batch

* [ Big Data Streaming

T2 Joblets
» 33 Route Designs
@ services
D
e Job(step_3 Pro.. [E¢ Contexts(step_3.. @ componentll I> Run (Job Step_3... B3 Testcases @ IntegrationActi.. = @
. . 22 outline Codeviewer |8z|&f @ ® N
I i Job Step_3_ProductAnalysis_DemoReset
un through this demo again! ‘
» tFileDelete_2 Basic Run
» tHDFSConnection_1 DebugRun Beafun =
» tHDFSDelete_1 Advanced settings :
» tHDFSDelete 2 Target Exec
» tHDFSDelete 3 Memory Run

<
» tHDFSList_1 (Clean_InputDir)
» tHDFSList_2 (Clean_OutputDir)

one CI iCk Step_by_step » tHDFSList_3 (Clean_WorkingDir)

Line limit |100 & wrap
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Note: Execution of this demo requires a Hadoop distribution. If a distro hasn’t been selected, click here.

Overview:

EE NSNS SN NN NN NN NN NS NSNS NN NN NS NN NS S NN NSNS NN NS S SN NN NN NN NS SN NN NS NN NN EEEEEEER >

In this example we demonstrate
using different Big Data Methods to
aggregate and analyze large volumes
of weblog data.

#’hadacp

$. APACHE IMap Reduce

You will experience:

® Using Hive to store and access Data
in a Hadoop Distributed File System

Using standard MapReduce to
analyze and count IP addresses in an
Apache log file.
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Performing the same Analysis (count
of IP addresses in an Apache log file)
using Pig.
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Retail Recommendation Sport Stats Clickstream

—

ETL Off-Load

This Demo will highlight:

Hive Components Native MapReduce Pig Components

Connect, Create, Read and Write Use Talend’s MapReduce Understand the flexibility of
with Hive Components to access components to access and analyze Talend’s capabilities to perform the
data in HDFS data, natively, from HDFS same operations with multiple

technologies
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Execute the Apache Weblog Demo:

Create the Hive Tables in HDFS and clear out
old datasets.

1. Navigate to the Job Designs folder.
2. Click on Standard > ApacheWebLog

3. Double click on
Step_1_ApacheWebLog_HIVE_Create 0.1.
This opens the job in the designer window.

4. From the Run tab, click on Run to execute

When this job completes, old datasets from
previous executions will have been cleaned up
and a fresh Hive Table will be generated in
HDFS.

H iz Standard
¥ 5 ApacheWeblog

1 *Repository

LOCAL: BigData_Cloudera
+I: Business Models
¥ T Job Designs

ta_Cloudera (Connection: Local)

& O)jj100% | ~ 4 B

g Integration & Pro

hewebLog_HIVE_Create 0.1 x
g Step_2_ApacheWeblog_Load 0.1

£ Bus, Lz Step_4_ApacheWebLog_Count_IP_Pig 0.1
vTedob  » [ Clickstream_Scenario
v oest .
v > [JETL_OffLoad_Scenario Setup HiveDatabase and Table

»= * [ORealtime_Recommendations_Demo
% » [JRealtime_SportStats_Demo
s » [ Big Data Batch

r;e
D™

1SubjobOk onsubjobOk i Iz IE. OnsubjobOk O fli} Onsuhjobo_k md};ﬁ
o * 3 Big Data Streaming Clears {eblogs tHiveConnection_1 Drop Tables tHiveCreateTable_1
-0t -8 Joblets OnComponentOk
* [0t » 23 Route Designs = =
"0 @ services & 2 )
>l D "0 omuwobok 0
> [¥) Big Data Streaming i Clear Pig Results Clear MR Results
< Joblets
> 33 Route Designs
&3 services
» Eg Contexts Sl Designer | Code | Jobscript

D
s Job(Step_1_Apa.. [E¢ Contexts(Step_1.. @ Component fI» Run(Job Step_1.. 3 Testcases B3 Integration Acti... ® ®
B~ =

o : o
= Outline @ 0 e @
° = Job Step_1_ApacheWebLog_HIVE_Create
* tHDFSConnection_1
» tHDFSDelete_1(Clears Weblogs) Basic Run
» tHDFSDelete_2 (Clear Pig Results) Debug Run
> tHDFSDelete_3 (Clear MR Results) Advanced settings
» tHiveConnection_1 Target Exec
b tHiveCreateTable_1 Memory Run <
(3

tHiveRow_1 (Drop Tables)

Line limit |100

& wrap
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Execute the Apache Weblog Demo:

Filter the Apache Weblog files and load
them to HDFS.

1. Navigate to the Job Designs folder.
2. Click on Standard > ApacheWebLog

3. Double click on
Step_2_ApacheWeblog_Load 0.1.
This opens the job in the designer
window.

4. From the Run tab, click on Run to
execute

This job filters “301” codes from the
Weblog and loads the data to HDFS where
it can be viewed by both the HDFS file
browser or a Hive Query.

1} Repository B %
LOCAL: BigData_Cloudera
I, Business Mudu
¥ T Job Designs
¥ 2 Standard
¥ &5 ApacheWebLog
» [ Pre_Requirements

g Step_4_ApacheWeblLog_Count_IP_Pig 0.1
» [ Clickstream_Scenario
» [ ETL_OffLoad_Scenario
* [] Realtime_Recommendations_Demo
» [] Realtime_SportStats_Demo
» [ Big Data Batch
> [5 Big Data Streaming

Job Step_2_AnacheWeblog_Load 0.1 x

% Jobs

bves "301" and

T Joblets

» 23 Route Designs = Load data from Apache Web Log into HDFS and filer 404 records.

3 services

| IO o
» E& Contexts 5 7 IE%E outz (Main) nl-'?):-}_.
= t f tMap_2 load_data_to hdfs
. row3 (Rejekt order:2)
L — BN . s

[> B onsubjobok D OnComponentOk L QE row1 (Main) e[

Create_Weblog tHDFSConnection_1 tApacheLoglnput_1 Filter NOT "301"

row2 (Filtgr order:1)

"= Job(Ste.. [E& Contexts.. M Compon..j} (I Run(Job... [ ] TestCases B3 Integrat... = @ n »
O————————{T) vy
e (Main) @

tMap_1 load_data_to hdfs

Basic Run
Debug Run

Advanced settings
Target Exec

m Memory Run

Starting job Step_2_Apacheweblog_Load at 20:28 19/08/2016.

[statistics] connecting ko socket on port 3483

[statistics] connected

[WARN ]: org.apache.hadoop.util.NativeCodeLoader - Unable to load native-
hadoop library for your platform... using builtinjava classes where applicable
[statistics] disconnected

Job Step_2_ApacheWeblog_Load ended at 20:28 13/08/2016. [exit code=0]

< _

Line limit 100 & wrap
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Execute the Apache Weblog Demo:

View the data in HDFS.

1. Open Firefox
2. Click on the bookmarked link titled HDFS

Browser *Talend Sandbox #2Weave Scope @ Hadoop Cluster, ®Talend (& Demos ~
3. Inthe Utilities Dropdown, select Browse Hadoop Overview Datanodes Datanode Volame Failures Snapshot Startup Progress Utilities «
the File System and navigate to
/user/talend/weblog I Browse the file system
r Logs

Browse Directory
Juser/talend/weblog Go!

Note: While the data is loaded into
HDFS, |t is aISO saved in 5 Iocation Permission Owner Group Size Replication Block Size Name
where the created Hive table is

expecting data. So now you can view
the data both through a Hive query or

HDFS file browsing.

“TW-r--T-—- talend talend 1.98 MB 3 128 MB weblog.dat
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Execute the Apache Weblog Demo:

= MapReduce Example counting the IPs in a Weblog

Use MapReduce to analyze and calculate distinct IP hdFs (Main order:1)
count. @E&-ﬁ(.ﬁnawsiﬁll@r)g r!::\:h.-'?(l‘ﬂa%: row1 (Main) Eﬁ?—v[ﬁ row2 (Main) EDIL:ERB(FHI@%E El“(‘?‘
EHDFSInput_1  Filter404 tFilterColumnkAggregateRow_1 tSortRow_1 tFilterRow_7  tMap_2 | tHDFSOutput_1
. . Map| | Reduce | logout1 (Main order:2)
1. Navigate to the Job Designs folder. Qreposioy | B % S B O 8
LOCAL: BigData_Cloudera ! @
2. Click on Big Data Batch > ApacheWebLog n\muslnessmdels MR Logoutput
T Job Designs Map[__ | Reduce[ |
3. Double click on I 'f“si:““h’“w o Map[ | Reduce[ |
¥ &5 ApacheWeblLog
Step_3_ApaCheWeb|0g_C0unt_|P_MR 0-1. Th|5 » [ Pre_Requirements
opens the JOb in the designer WindOW. Ta Step_1_ApacheWebLog_HIVE_Create0.1 | |3tep... [Egj/Contexks... ] Compon... I I» Run(Job... I
TaStep_2_ApachewWeblog_Load 0.1
. T< Step_4_ApacheWebLog_Count_IP_Pig 0.1 P_3_ cheWebLog_Count_IP_MR
4. From the Run tab, click on Run to execute » [ clickstream,_Scenario i
» [J ETL_OffLoad_Scenario n
5. When the job completes, You can view the results » [ Realtime_Recommendations_Demo Copflguration w Clear
. . » [ Realtime_SportStats_Demo ——
that are output to the Job Execution Window. » £ Big Data Batch settings i o .

|host |count]|
|=——+—=]|

L] ETL_OffLoacLScenario |1 92.168.175.201 I? I
» [ Realtime_Recommendations_Demo - H ggl 221 §12§§139||6? |I

l107 162 121 2ccla |

» The data from this job is also saved to HDFS. In
the HDFS File Browser navigate to
/user/talend/weblogMR/mr_apache_ip_out to
see the new files.
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Execute the Apache Weblog Demo:

Use MapReduce to analyze and calculate distinct IP

count.

=

Navigate to the Job Designs folder.

N

Click on Standard > ApacheWebLog

3. Double click on
Step_4_ApacheWeblog_Count_IP_Pig 0.1.
This opens the job in the designer window.

4. From the Run tab, click on Run to execute

» The data from this job is also saved to
HDFS. In the HDFS File Browser navigate
to /user/talend/weblogPIG/apache_ip_cnt
to see the new files.

_ » []Pre_Requirements

i} Repository BEg $H R o @

LOCAL: BigData_Cloudera
!l +F» Business Models
{2 Job Designs
¥ &2 Standard

¥ &5 ApachewWebLog—

dera (Connection: Local)

i Le TgStep_1_ApachewebLog HIVE_Create 0.1 © | Tgintegration| & Prol

TaStep_2_Apacheweblog_Load 0.1

che.. @ JobsStep_2 Apache.. & JobStep_3 Apache.. Tg JobStep 4 Apac...

» [JETL_OffLoad_Scenario
vomst [ Realtime_Recommendations_Demo
vt P [JRealtime_SportStats_Demo
* I » [ Big Data Batch oo 162 ner
. 1steps efore
# » [z Big Data Streaming i Run
B TZloblets
» " 22 Route Designs
» e @ Services
> CJF» Eg Contexts

> OIF 3 Resources
» [ Big Data Batch T
> (5] Big Data Streaming ‘ ‘
T2 Joblets
> 23 Route Designs
& services
» Eg Contexts
% Resources

1. Read the web log from HDFS
2. Filters any 404 messages

3. Selects data columns

4. Counts the web hits

5. Sorts the results

STEPS 11!

6. Loads the results to HDFS

%ig Components used to count the different IP visiters

_ .
7R P g T B B T s s v i

- igFilterRow_1 tPigFilterColumns_Count Hits Filter more then 3Sort Result tPigStoreResult_2

Bl Designer | Code | Jobscript

5 outline 5 code Viewer )" @ @ & BigbataBa.. Ee Contexts(s.. A Component 9 Testcases 83 Integratio... 0 ®
» tPigAggregate_1 (Count Hits) Job Step_4_ApacheWebLog_Count_IP_Pig

» tPigFilterColumns_1 Execution

> tPigFilterRow_1 Basic Run

> tPigFilterRow_2 (Filter more then 3) DebugRun -

» tPigload_1 (WebLogs) Advanced settings

» tPigSort_1 (Sort Result) Target Exec

» tPigStoreResult_2 Memory Run ]

Line limit |100 & wrap
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This Bonus Demo will highlight:

o e . . . Future-Proof
Talend Flexibility Simple Configuration
Technology
Switch between MapReduce and Once a job has been converted to a Talend’s Code-generation
Spark Frameworks with just a few new Framework, configuration is Architecture makes it easy to
clicks of the mouse. quick and simple in Talend Studio. abreast of the latest Technology

Trends.
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This Demo takes a text version of a Talend Blog Post — Getting Started With Big Data — and does a simple word count. The Word Count
example is a basic teaching tool for understanding how Map Reduce Technology works.

&} Repository A @
= R ST
N . . LOCAL: BigData_Cloudera
Execute the Simple Conversion Demo: = Business Models
. . !L—'—‘g b i
1. Navigate to the Job Designs folder. Jo5 Deslans

¥ [ Standard

4! Repo
. . . h b
2. Click on Standard > Simple_Conversion = em

Locac-B ¥ [ Clickstream_Scenario

. . SBusi  * [JETL_OffLoad_Scenario
3. Double click on Blog_WordCount 0.1. This *tadobl  » [ pealtime Recommendations_Demo
opens the job in the designer window. "3 > DiRealtime Sportstats_Demo |
»[J€ ¥ F3simple Conversion ] & a 5 B ey
. » D E tNormalize_1 tAggregateRow_1 tMap_1 tSortRow_1 tLogRow_1
4. From the Run tab, click on Run to execute roR o2
» IR 'z Upload_Blog 0.1
v£3s) * [ Big Data Batch
:! * [ Big Data Streaming
» [ Big Data Batch
The output appears in the execution window, [ o Bata Shreeming Designer Code Jobseript
displaying the number of occurrences of each word 3 Route Desgs ta. Job(elog Wor.. B Contexts(Blog.. @ (ompma TetCuses O integrationAc.. & @
H H » 5 Contexte - Job Blog_WordCount e =
within the blog post. e | — :a:ﬁ“ -
2= outline Code Viewer S ®  DebugRun -—b Run = ile Name | "Get
o] & Adva:(edsettings :I;;;Dif E"?USI
> tAggregateRow 1 Target Exec Local_Dir {"/he
» tFileinputDelimited_1 MemoryRun
* tLogRow_1 >
» tMap_1
> Now lets see how quickly we can convert this  tNormalize_1

» tSortRow_1

job to a Map Reduce Job and then a Spark Job.

Line limit [100 & wrap
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Converting to a Map Reduce Batch Job:
1. Navigate to the Job Designs folder.

2. Click on Standard > Simple_Conversion & @ m v

3. Right-click on Blog_WordCount 0.1. From the #%: Business Models

- H ‘g Job Designs Input new name
drop-down menu, select Duplicate. v oo standard P
. » [J ApacheWebLog Blog_WordCount_NewFramework
4' Rename the JOb » [ Clickstream_Scenario -
B|og_WordCount_NeWFramework then in the » [JETL_OffLoad_Scenario Job Type: | Big Data Batch < | Framework: | MapReduce =
. * [ Realtime_Recommendaticns_De|
Job Type dropdown, choose Big Data Batch. » [ Realtime_Sportstats_Demo
Finally, in the Framework dropdown, choose 75 Simple_Conversion
. TaBlog_wordCount 01
MapReduce and click OK. TgUpload Blogo.1 | Compare Cancel || OK |
. . » [ Big Data Batch Open an ——
Just that quickly, the standard job has been » (31 Big Data Streaming  OPen Job Hierarchy |
. . . » ¥ Joblet Desi Setup routine dependencies  §
converted to a Big Data Batch job using the _;iazt:oe;;f:‘ B ——
MapReduce Framework @ services View documentation §
» [ Conkexks Impackt Analysis h
Delete

o= outline codey \ OPY

» Before you can run the job in MapReduce or Duplicate ]
job
Spark, you need to execute the Upload_Blog b tAggregateRow 1 e
job in Job Designs > Standard > > tFileinputDelimited_1 | Generate Doc As HTML
. . o o q > tLogRow_1 Exportitems
Simple_Conversion. Right-click on the job and > tMap_1 oublish

select Run Job from the dropdown window. P tNormalize 1 Publish to Cloud

e
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Configure the new job and Execute:

NN "= Job Blog_WordCount 0.1 ©” *JobBlog_WordCount_NewFramework 0.1 x

1. Navigate to the Job Designs folder.

+T1, BusingSs Models

2. C||Ck on Big Data BatCh > ¥ Tz Job Designs
1 H > [ Standard B
Simple_Conversion e et
H H * D ApacheWeblog e T ) asi'rl row?Z (Main] = row3 (Main) " iy‘\: outT (Main) g?‘ rowd (Main) Q
3. Your newly con\{erted job exists Clipes 2 | memwg%?i;‘%;. 4 w.mﬂze_wm m?aw_w a1 méw__: ._ S,
here. Double C||Ck on » [ Realtime”Recommendations_Demo - -
¥ £5 simple_Conversion
Blog—wordcount—NeWFramework @ Blog_WordCount_NewFramework 0.
0.1 to open in the Design Window. bt peine
. . . '#Routeoesigns @ Jol L] ort g ontexts(Blo omponen un (Jol o est Cases B Integration Ac e ®
4. Next, In the Designer Window, click @ services E e el B ompenert . [ e
. « e > Eg Context: ;% tFilelnputDelimited_1 =)
on the tFilelnputDelimited — : . _
. Basic settings roperty Type guiltin v
component and then click on the 5. outline | B codeviewer &  Advancedsettings | schema - Ldit schema

Dynamic settings

cOmponent Tab. Here’ Change the View Folder/File  [context.HDFS_Dir +context.File_Name
. > LA.‘J‘JTEQMER‘.)W.J Documentation Die on error
FOIder/F'Ie property to : tf:j:::’t?e“m'tedj Validation Rules Row separator | "\n" * Field separator |"\t" *
context.HDFS_Dir + b tMap 1 €SV options
Context Fl'le NCIme > tNormalize_1 Header 0

ESortRow_1 & Skip empty row
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Configure the new job and Execute:

1. Now click on the Run tab and choose
Hadoop Configuration.

2. Set the Property Type to Repository
then click the ellipsis to pull up the
Repository Content.

3. Click on the Hadoop Cluster
Dropdown and then select
BigData_Hadoop and click OK. This
will import the preset Hadoop
configuration into the job
configuration.

4. Now Click on Basic Run and then Run.
The job now executes on the Hadoop
Cluster as a MapReduce Job.

Talend Big Data Sandbox

Big Data Insights Cookbook

Setup & Configuration

" Job(Blog_Word... /E& Contexts(Blog_...

Job Blog_WordCount_NewFramework

Basic Run Property Type Reposito
Version

Distribution ¢loudera

Hadoop Configuration
Advanced settings

@ @ Repository Content

¥ 5] Metadata
¥ %" Hadoop Cluster

PE;

@ component I» Run (JobBlog ...

HC:BigData_Hadoop

Cancel | OK

@ Job(Blog Word... [E® Contexts(Blog ...

Job Blog_WordCount_NewFramework

Basic Run

Hadoop Distribution

[ Test cases

O

ersion | cloudera CDH5.8(YARN mode) | + 7

B3 Integration Act...

ve.local:8020"
e.local:8032"
9 | "talend-cdh580.weave.local:8030"

0.weave.local:10020"

M component I» Run(JobBlog ... ] Testcases

S% % =% =% =%
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» We can now take this same MapReduce job and convert it to execute on the Spark Framework.

Convert to Spark Job:
1. Inthe Job Designs folder. J‘Z ,

2. Click on Big Data Batch > Simple_Conversion

Name Blog_wWordCount_NewFramework
. . . . . &} Repository -
3. Rather than duplicating the job again, this o . . 7obmpe [Bigbatasatch | Framework [spark -1
N . . . = = gt A /
time we are going to Right-click on LOCAL: BigDaty/Eloudera ;”ef::zm
Blog_WordCount_NewFramework 0.1 and i& Busines¢ Models
. . . ¥ g Job Designs
select Edit Big Data Batch Properties from fﬁ standord " |
the dropdown menu. ¥ £ Blg Data Batch |
» [ ApachewebLog Locker
4. In the Popup window, all you need to do is » [ clickstream_Scenario Version m|m
» [ ETL_OffLoad_Scenarj =
choose Spark from the Framework - 5 Reaitime reco V@:Es_uem status
dropdown. Now click OK. ¥ 5 Simple_Conversion Path
@ Blog_Wordl"nll'nl' t\.ln\ulframpuan
Just that quickly, the MapReduce job has » fiaBig Data sty Edit Big Data Batch Cancel I Finish | I

now been converted to run on the Spark

= Joblet Desi
Oute Desig Edit Big Data Batch Properties
Framework. i Services

» [ Contexts Build Big Data Batch Job 1
No further configuration needs to be done, e Delete

. . Co |
you can open the job, click on the Run Tab % outine . B ouptiate i
and execute the job on Spark! » tAggregaterow,  Generate Doc As HTML 1
» trileinputDelimi  Exportitems ]
> tLogRow_1 Publish h

> tMap_1 Publish to Cloud
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Simplify Big Data Integration

Talend vastly simplifies big data
integration, allowing you to
leverage in-house resources to
use Talend's rich graphical tools
that generate big data code
(Spark, MapReduce, PIG, Java) for
you.

Talend is based on standards such
as Eclipse, Java, and SQL, and is
backed by a large collaborative
community.

So you can up skill existing
resources instead of finding new
resources.

Talend Big Data Sandbox

Big Data Insights Cookbook

Setup & Configuration

Built for Batch and Real-time Big Data

Talend is built for batch and real-
time big data. Unlike other
solutions that “map” to big data or
support a few components, Talend
is the first data integration platform
built on Spark with over 100 Spark
components.

Whether integrating batch
(MapReduce, Spark), streaming
(Spark), NoSQL, or in real-time,
Talend provides a single tool for all
your integration needs.

Talend’s native Hadoop data quality
solution delivers clean and
consistent data at infinite scale.

Hadoop Distribution

Lower Operating Costs

Talend lowers operations costs.

Talend’s zero footprint solution
takes the complexity out of...

v'Integration Deployment
v'Management
v'Maintenance

A usage based subscription model
provides a fast return on
investment without large upfront
costs.

Demo (Scenario)



