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Outline

* A bit about CloudStack

* A bit about SDN

* A bit about OpenVswitch

* Some bits about “SDN” in CloudStack

e Slides are on slideshare for download:

http://www.slideshare.net/sebastiengoasguen/c
loudstack-and-sdn
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Apache CloudStack

laaS solution to build a e Java application

private/public cloud e Ant build but moving to
Hypervisor agnostic: maven (via new

— Xen, XS, XCP contributor)

— KVM

— VMware

Object store support
— Swift

— Upcoming support from
Caringo

EC2/S3 compatibility

* First Apache release 4.0

coming Sept 26t


http://cloudstack.org/blog/152-apache-cloudstack-4-0-schedule-update.html

Participating in CloudStack

Apache k. e
incubator..

Apache incubator project
http://www.cloudstack.org

ttcloudstack on irc.freenode.net

@CloudStack on Twitter
http://cloudstack.org/discuss/mailing-lists.html

Welcoming contributions and feedback, Join the fun !
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cloudstack
A Very Flexible 1aaS Platform

_Compute  Hypervisor

XenServer J VMware J Oracle VM J KVM J Bare metal J

Storage Block & Object

% Local DiskJ iSCS| J Fiber J NFS J Swift J

Channel
< > € >
Primary Storage Secondary Storage
Network Network & Network Services
Network Isolation Firewall Load VPN
Type balancer

http://www.slideshare.net/cloudstack/cloudstack-architecture



NaaS ?

* “Cloud Servers”
— On-demand, Elastic, Measured server provisioning

* Cloud Storage
— Scalable/fault tolerant storage with object stores

 Cloud Networks

— How to do on-demand, elastic, measured
networking provisioning ?

— How to program the network ?



cloudstack

Network Load Balancer

B createMetworkOffering createLoadBalancerRule (A)

B ypdateMetworkOffering deleteLoadBalancerRule (A)

B deleteMetworkOffering removeFromlLocadBalancerRule (&)
B istMetworkOfferings assignTolLoadBalancerRule (A)

" createMetwork createl BStickinessPolicy (A)

deleteMetwork [(A)

deletel BStickinessPolicy (A)

listNetworks

listLoadBalancerRules

restartMetwork (A)

listLBStickinessPolicies

updateMetwork (A)

listLoadBalancerRulelnstances

createPhysicalMetwork (A)

updateLoadBalancerRule (A)

deletePhysicalMetwork [(A)

addFSLoadBalancer (A)

listPhysicalNetworks

configuraFSLoadBalancer (A)

updatePhysicalMetwork [A)

deleteFSLoadBalancer (&)

listSupportedMetwork Services

listF5SLoadBalancers

addNetworkServiceProvider [A)

addMNetscalerLoadBalancer [(A)

deleteMetworkServiceProvider (A)

deleteMetscalerLoadBalancer [(A)

listNetworkServiceProviders

configureMetscalerLoadBalancer [(A)

updateMNetworkServiceProvider [A)

listMetscalerLoadBalancers

createStorageMetworklpRange (A)

deleteStorageNetworklpRange (A)

listStorageMetworklpRange

updateStorageMetworklpRange (&)

addNetworkDevice

listNetworkDevice

deleteMetworkDevice

listF5SLoadBalancerMetworks

listSrxFirewallNetworks

listNetscalerLoadBalancerNetworks

A very extensive API

CloudStack orchestrates
your network:

— Provisioning

— Configuration

— Updates

For multi-tenants
isolation

Using hardware and
software devices

At scale: O(1074) Hyp,
0(10%5) VMs...



Software Defined Networking

Enable innovation, experimentation,
optimization and customization of networks

Move control of the network to software. i.e
Programmable network

Virtualize the network

Vendor-agnostic, standard protocol for
control: OpenFlow



OpenFlow

c OpenFlow

OPEN NETWORKING
FOUNDATION

* Google achieved 95%
utilization of WAN
backbone by using SDN

Leading SDN protocol

Decouples control and
data plane by giving a
controller the ability to
install flow rules on
switches.

Hardware or software
switches can use
OpenFlow

Spec driven by ONF


https://www.opennetworking.org/
https://www.opennetworking.org/images/stories/downloads/misc/googlesdn.pdf

OpenFlow

* OpenFlow rules can drop, rewrite, forward packets

e | Action [NSEEN
1. Forward packet to port(s)
2. Encapsulate and forward to controller
3. Drop packet
4. Send to normal processing pipeline
[Switch| MAC | MAC | Eth |VIAN| 1P IP IP TCP | TCP
Port src dst type ID Src Dst Prot | sport | dport

10 September 2012

Diagram Src: http://www.openflow.org/wp/docur’rl18nts/




OF Controllers

 Several controllers out
there (NOX,
..... POX,Trema...)

* Floodlight from Big
Switch. Apache license

[ FloodLight Floodlight Controller]



OpenVSwitch

 “Open vSwitch is a
production quality,
multilayer virtual switch
licensed under the open
source Apache 2.0 license.
It is designed to enable

() Security: Y onitoring: Netflow, .
B Seiton, o taring |\, SFiow, SPAR, REPAN the massive network
, : ; 3 3 Automated Control:xr GUtOm GtiOn th I’O Ugh
s ittcsoouns | Q@ openvow v .
M & mgmt. protocol 7 program m a tIC

extension...”



OpenVSwitch

* Default bridge in XenServer
and XCP

e Supported in Xen but not
integrated in toolstack

* Enables:
— VLAN tagging
(") Ssecurity: VLAN () Monitoring: Netflow, — Rate Ilmltlng
IS~ isolation, traffic filtering || %, sFlow, SPAN, RSPAN . GRE tunnels

Automated Control:

(() OpenFlow, OVSDB - OpenFIOW COntrO”er

%~ mgmt. protocol

QosS: traffic queuing
and traffic shaping

* High Performance (
http://networkheresy.com/category/o

pen-vswitch )
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e.g OVS rate limiting

e Can enforce QoS with rate limiting controls

« ovs-vsctl set Interface tap0 ingress_policing_rate=1000
» ovs-vsctl set Interface tap0 ingress_policing _burst=100

Host 1

i __ E ____ Measurement Host

Data
Network



e.g OVS VLAN tagging

Host 1 Host 2

ELAREX)
“m] Lo o

Data Management
Network Network

ovs-vsctl add-br brO

ovs-vsctl add-port brO ethO
ovs-vsctl add-port brO tap0 tag=1
ovs-vsctl add-port brO tapl tag=2

e Complement on host2...



cloudstack
e.g OVS and GRE tunnels

Hypervisor 1 - 192.168.1.155/24 Hypervisor 2 - 192.168.1.155/24
Physical x86 Box 1 Physical x86 Box 2

Isolated Bridge
Brl is the Gateway
Brl1-10.1.1.2

VM 1-10.1.1.30

Isolated Bridge
Brl is the Gateway
Brl1-10.1.1.1

VM 1-10.1.1.20

* No Cookbook on OVS page

« ovs-vsctl add-port brl grel -- set interface grel type=gre
options:remote ip=192.168.1.152



http://networkstatic.net/2012/04/open-vswitch-gre-tunnel-configuration/

OVS and Openflow

e Point OVS switches to an OF controller:
$ovs_vsctl set-controller brO tcp 192.168.1.33:6633

* Install rules on switch
— Proactively (before any packet flows)

— Reactively (unknown packets forwarded to controller,
who pushes flow mod on switch, then operates at line
rate)

e Can do SDN with OpenFLOW but also with
straight up OVS and managing mappings/rules in
CloudStack db.



cloudstack

OpenNebula

OpenNebuk].org  Supports VLAN tagging

FRONT-END
OpenNebula NOX OpenFlow
Controller
(EC2 B XviL-RPCiy

INTERNET

Open vSwitch Open vSwitch

VM VM VM VM
CLUSTER NODE 1 A CLUSTER NODE 2

and rate limiting
through “hooks” that
call ovs_vsctl

Scripts executed on an
hypervisor before a VM
is launched

Potentially also
executed after VM
shutdown for cleanup

Also supports
OpenFlow



http://code.google.com/p/onenox/

cloudstack
CloudStack Nicira Support

* https://cwiki.apache.or
-~ : g/confluence/display/CL
ppehor AR OUDSTACK/Feature+Nic
F*=.Y | for XenServer, KVM & ESX : i ] ]
iIra+NVP+integration

* By Hugo Trippaers,
Schuberg Philis

Virtual
MNatwork
Traffic

aaaaaa
---------

Open vSwitch in
Virtual or Physical Appliance
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cloudstack
XIPI ey to customization of the

network

Network Load Balancer

L ]
* You dream it
B createNetworkOffering B createl oadBalancerRule (A) Ou rea I )
B ypdateMetworkOffering B deleteLoadBalancerRule (A)
B deleteMetworkOfering " rgmoveFromlLoadBalancerRule (A) CIOUdStaCk OrCheSt rates
B jistNetworkOfferings B assignTolLocadBalancerRule (&)
B createMetwork B createl BStickinessPolicy (A) .
B deleteMetwork [A) B deleteLBStickinessPolicy (A) It
B listNetworks B jistLoadBalancerRules
B restartNetwork (&) " istLBStickingss Brlinias
B ypdateNetwork [A) B jistLoadBalance Firewall Router
B createPhysicalMetwork (A) B ypdateLoadBal:
: B JistPortForwardingRules B startRouter (A)
B deletePhysicalNetwork (A) B addFSLoadBala
= listPhysicalNetworks = configureF5Loa B createPortForwardingRule (A) B rebootRouter (A)
® updatePhysicalNetwork () B deleteFSLoadB: " deletePortForwardingRule (A) " stopRouter (A)
® jistSupportedhetworkServices ® |istF5LoadBalan ® createFirewalRule (A) INAT
= addMetworkServiceProvider (A) = sddMetscalerLo " deleteFirewallRule (A)
= deleteNetworkServiceProvider (A) = deleteMetscaler " jistFirewallRules B gnableStaticMat
. R . N il S —— e
e : : i (A B createlpForwardingRule (A)
B ypdateMNetworkServiceProvider (&) B jistMNetscalerLo: B deleteSreFirewall () e
e " contguosarvmi(a " doletelpForwardingRule (&)
Bl lohori g yA) u SrxFirewalls B lictl nEnmuardinaE slos
B jistStorageMNetworklpRange '
B ypdateStorageNetworklpRange (&) VPN VLAN
= addMetworkDevice
B createRemotefsccessVpn (A) B createVianlpRange
" listNetworkDevice
[ ] ]
= detatel Davice deleteRemotefccessVpn (A) deleteVlanlpRange
B |igtF5LoadBalancerMetworks " ligtRemoteAccess\pns " listvianipRanges

B jistSrxFirewallMetworks
= listNetscalerLoadBalancerNetworks




Terminology

Zone S— Zone: Availability zone,
B E aka Regions. Could be
! worldwide. Different data
— centers | |
\—‘mum Pods: Racks or aisles in a
wu  datacenter
T Clustgrs: Gr9up of
— E»° machines with a common

. type of Hypervisor
Primary Sorage RS e Host: A Single server
> Primary Storage: Shared
B storage across a cluster
T Secondary Storage:
= Shared storage in a single
Zone




cloudstack Physical Network

Operations | U
Admin and =
Cloud API
CloudStack
= Mgmt Server
% uster Router
% MySQL
Load Balancer Availability Zone
L3 Core Switch
Access
Layer
Switches
- Secondary
. e g Storage
P d 1 Pod 2 Po;j 3 Poa N

Slide from Chiradeep Vittal, http://www.slideshare.net/cloudstack/cloudstack-networking



Layer-2 Guest Virtual Network
1 VLAN per guest network

CS Virtual Router provides Network

Services

Guest Virtual Network 10.1.1.1/8

VLAN 100

Public
Network/Intern
et

Guest

10.1.1.1
Gateway

address
10.1.1.1

Public IP
65.37.141.1

(O

VM 1

Guest

Virtual
Router

DHCP, DNS
NAT

10.1.1.3

VM 2

Guest

Load Balancing
VPN

10.1.1.4

VM 3

Guest

10.1.1.5

VM 4

External Devices provide Network Services
Network Hardware exposing API can be controlled

Public

Network/Intern

et
PublicIP
65.37.141.

Guest Virtual Network 10.1.1.1/8

VLAN 100

Private IP
10.1.1.111

Guest

10.1.1.1

VM 1

Guest

10.1.1.3

VM 2

Guest

10.1.1.4

VM 3

Guest

10.1.1.5

CS

Virtual
Router

VM 4

Slide from Chiradeep Vittal, http://www.slideéhare.net/cIoudstack/cloudstack-networking



Opportunity for Xen

* Opportunity to create highly specialized
networking services appliances using
— OpenMirage VMs
— HalVM

e See talks in Monday’s session


http://openmirage.org/
https://github.com/GaloisInc/HaLVM

Networking challenges in a private
Cloud

* Multi-tenants on hypervisors => isolation
between guest networks

* VLANSs in the datacenter is hard and limit at
4096 VLANS.

 Hardware switches may not do it very well or
have a lower limit



Networking trend

Move to software switches

Move to L3 isolation

Use tunnels between OVS (GRE tech preview)
Program the network through API

Encapsulation virtualizes the network,
between overlays on overlays on overlays..

L3 on L2 on GREon L3 on L2...
Then you bring the WAN and you have:

L3onlL2on GREonlL3onlL2 on GREon L3 on
L2 ....Euhhhh !!!



Back of the enveloppe

 ~10,000 hypervisors in your data center

* ~100,000 VMs

— x10 or x100 if you use HalVM or Openmirage.org
©

e (10,000%9,999)/2 tunnels for a full mesh
— 50x10”6 tunnels to keep track of ?

Hypervisor 1 - 192.168.1.155/24 Hypervisor 2 - 192.168.1.155/24
Physical x86 Box 1 E]:l E—IE Physical x86 Box 2

=

Isolated Bridge -
Brlis the Gateway SIS
Brl1-10.1.1.1

VM 1-10.1.1.20

i > | Isolated Bridge
= g%“ Brl is the Gateway
-’giE Brl-10.1.1.2

& VM 1-10.1.1.30




'c IG u d Sta c k Slide from Chiradeep Vittal
Layer 3 cloud networking

Web DB
Security Security
Group Group

Ingress Rule: Allow VMs in Web Security Group access to VMs in DB Security Group on Port 3306



cloudstack
L3 isolation with distributed firewalls

Public Public IP address
Internet 65.37.141.11
65.37.141.24

65.37.141.36 Pod 1 L2 10.1.0.1
65.37.141.80
Il.l’f‘ eypmm 10181
[ N ]

Il” L3 Core | Switch
ll‘f

Load Pod 3 L2 10.1.16.1
Balancer Switch

Slide from Chiradeep Vittal



cloudstack

L3 isolation with distributed firewalls

Public IP address
65.37.141.11
65.37.141.24
65.37.141.36
65.37.141.80

Public
Internet

", L3 Core

Load
Balancer

Pod 1 L2 10.1.0.1
Switch

Pod 2 L2 10.1.8.1
| Switch

Pod 3 L2 10.1.16.1
Switch

P

:-E 10.1.0.2

In

| [|
10.1.0.3
10.1.0.4

[ N ]
— 10.1.16.47
Tenant

10.1.16.85

Slide from Chiradeep Vittal



cloudstack

L3 isolation with distributed firewalls

P
Public Public IP address [ 10.1.0.2
Internet 65.37.141.11 z-:
65.37.141.24
65.37.141.36 Pod 1 L2 10.1.0.1
65.37.141.80 10.1.0.3
10.1.0.4
74
yZ,
Illlié eypmm 10181
Il” L3 Core | Switch
my
it
10.1.16.12
Load Pod 3 L2 10.1.16.1
Balancer Switch
10.1.16.21
ee e 10.1.16.47
R 101 1685
i VA\V/ e

Slide from Chiradeep Vittal



cloudstacle

illion Firewalls?

o

Slide from Chiradeep Vittal



Problem:

Manage the state of 100s of thousands of firewalls

Solution:

Well-known software scaling techniques
* Message queues

* Consistency tradeoffs

* |dempotent configuration & retries

CloudStack uses

e special purpose queues
 optimized for large security groups

* eventual consistency for rule updates

Slide from Chiradeep Vittal



Problem:
Firewall (iptables) rules explosion on the host firewall

Solution:

Use ipsets:
ipset —N web_sg iptreemap
ipset —A web_sg 10.1.16.31
ipset —A web_sg 10.1.16.112
ipset —A web_sg 10.1.189.5
ipset —A web_sg 10.21.9.77

-A FORWARD —p tcp —m tcp —dport 3060 —m set —match-set web_sg src -j ACCEPT

Slide from Chiradeep Vittal



Conclusions

Programmable networking is here

Software switches are key enabler to network
virtualization

Opens the door for scalable, on-demand,
ephemeral networks

OVS is the default switch in Xen, and
supported in XenServer and XenCP.

CloudStack implements highly scalable
network structures and leverages OVS
capabilities



Participating in CloudStack

Apache k. e
incubator..

Apache incubator project
http://www.cloudstack.org

ttcloudstack on irc.freenode.net

@CloudStack on Twitter
http://cloudstack.org/discuss/mailing-lists.html

Welcoming contributions and feedback, Join the fun !
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