Adiorm case:from 0
o business metrics



adfoOrm - Ad serving company

o900 OOOGOOOSNNIN~T
p

Q.

o o000 o000

o000 0®
o000 000OOS
o0 O~ " =000

N 35 countries

LN N N N
L N N
o0 0.

L L)

L N

(A N N B N N N N N J o
A A N A R N R R N NN NNENENNSNSNHNHN
000 O0POOOOOOOOOOEDS
L E A N R N N NN NN N L N
LN N N N N N N N N N N N J @
LR N N N N B <
LA N N N
LN N N J
LN N
LN N
L N N
s 1150 employees



adfOrm - ad serving company

70k ~65

fransactions applications
servers H— persecond




We started @t zero..



Operations team tool - “perfmon”
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Monitoring - Part of
Continuous Deployment

Y72\
® SCOM, Nagios+cacti, Zenoss, Splunk, Zabbix R Q)

® Why - FEDRA -

® Templates
@ Screens
© User Parameters




Metrics - is (not) fqge)el=ifetslels R (=loiss!

OPS know Engineers

infrastructure write
BUT applications
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Attracting DEV: shot 2

Monitoring Metfrics
0 PROD 0



successll! - First adopters

“Monitor everything”
“*Monitor frequently”
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Real-time bidding...




Real-time bidding - use case

Ad Exchange adform

! I <100 ms
ﬁ

max 100 ms for a round-

trip! 40 000 QPS!!!

Throughput only ~ 5000
QPS
~25% failed requests



What we are missing?
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The Prescription

® Organized data

® Correlated data

® Added additional counters

® Picked really important metrics




Organize data

10

9

8

® [nfrastructure metrics

7

6

@® Application metrics

® Latencies

3

@® Business metrics
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Correlate - recent data
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Correlate - time shifted data

RTEO_Aggregated: Ttal AT resporses with bids av per time Average (2d)
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Add additional counters

SAME GEO LOCATION adform
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Pick only key metrics
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Traffic IN Memory

Write latency
Ping Data growth
rite latency Calculation

Latency CPU LOAD

raffic OUT Processing
Read latency
Processing time

Tratfic IN Memory T
Write latency

Ping Data growtih

Write latency Calculstiqr

Latency CPU L

Traffic OUT FProce
Read latenc
Processing tl

Latency CPUI



Real-time bidding - result

QPS increased ~14 times (>70k )
Fails decreased ~5" un.es (<0.5%)
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What we have now



Monitoring Infrastructure

Zabbix - Monitoring application
2 servers

> 230 hosts

> 20 000 items

> 5 000 triggers

~ 400 values per second
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What we monitor

AWS




DEV, PM and Metrics

® SCRUM team monitors their applications

® SCRUM team decides & implements what and o
how shall be monitored

® Product managers monitor business side

® Ifitis critical to do “night watch”,
OPS gets involved




DEV comments

66

® We are blind without metrics/

o ¢

We would like to know what is happening
with our application, what features are used
and how our performance changes

b4 4

after release.

® %6 2012.05.13 23:02:42) Ramunas
Urbonas: Have a look. It's almost
finished now. ””



More difficult / interesting cases
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More difficult / interesting cases

Successiul regular deployments in a row Jeploymenl slalus for (s mountl Deploymienl lypes lor thes monll
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More difficult / interesting cases




More difficult / interesting cases




More difficult / interesting cases

QuickStats

SLA100%

Real Time
Bidding

SLAS9 52%

Impressions

SLA'S8 81%

Video
Converter

SLA:100%

S#1 Stats on
Time

SLA:100%

SE

SLA:100%

Product
Targeting

SLAST 0TS

Clicks

SLAS9 92%

Screen
Capture

SLA:100%

S#2 Stats on
Time

SLA:100%

DS

SLASS.11%

Container
Tags

SLA:T1.48%

Cherry
Picking

SLA100%

Tracking
Points

SLA91.83%

Unload

SLAS9 9%

Event

AdCapture

SLA 100%

Publishing

SLA100%

S#3 Stats on S#4 Stats on
Time Time

SLAE9.29% SLA89.65%

SLA99.92%

Cherry
picking

SLA3IT 32%




More difficult / interesting cases







Why it worked

. True value

® Right tools
® No man in the middle

® Management support







