Five Things...
(we wish we had known)

British Gas Connected Homes

Josep Casals - Lead Data Engineer
Jim Anning - Head of Data & Analytics
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Hive : Control Your Heating from your Phone

Connected Boiler: Proactive Maintenance

MyEnergy: Understand your Energy Usage
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| esson 1 : Not to race
against bicycles



Spark is for parallel execution

Makes sense when we have jobs that
can't run on a single machine

The Spark master needs to distribute the
job to workers

If the job shuffles all data to one single
node, parallelism is lost

For small tasks, many times a simple
script is better

Spark

Spark® | | Spark

Spark

Cluster Master

(Mesos, YARN,
Slandalone)

techblog.netflix.com




Things that look like a Spark / C*

CI uster A Large Hadron Collider

Alon Thrust Engine

- |t can achieve big
energies

- |t takes a lot of fine
tuning
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- |t starts slow but in the
long run goes very fast



Who wins!?

It depends on how far you go...



| esson 2 : Not to use Spark
too much



Joining data from multiple sources

Think twice when you do that

Data per INSERT o C* Data table 1 Spark RDD 1 W
User per user (Data per user) J
roupBy User Comprehensive Data
Join by User table per user
More data RESES] C* Data table 2 Spark RDD 2 W

per user g per user (More data per user)J




Upserting data from multiple sources

Do that if possible

Use
Comprehensive Data
able p
More dat
peruser "UPSERT"




Upserting data from multiple sources

CREATE KEYSPACE meter_data
WITH REPLICATION = { 'class’' : 'SimpleStrategy', 'replication_factor' : 1 };

\TE TABLE meter_data.consumption (
meter_1d text,
elec_read_kwh bigin
gas_read_m3 bigint,
read_adate timestamp,
MARY KEY ((meter_id),read_date));

TAT A

INTO meter_data.consumption (meter_1d, elec_read_kwh, read_date) VALUES ('10293847856"', 2567, '2015-04-20');

0 meter_data.consumption (meter_id, gas_read_m3, read_date) VALUES ('10293847856"', 18363, '2015-04-20");

OM meter_data.consumption ;

meter_1id | read_date | elec_read_kwh | gas_read_m3

10293847850 | 2015-04-20 00:00:00+0100 | 2567 | 18363




| esson 3 : Spark Is stronger
than Cassandra






Spark Properties & Cassandra-
specific properties tuning

Write properties
You can set the following properties in SparkConf to fine tune the saving process.
spark.cassandra.output.batch.size.bytes

Default = auto. Number of bytes per single batch. The default, auto, means the connector
adjusts the number of bytes based on the amount of data.

- spark.cassandra.output.consistency.level
Default = LOCAL_ONE. Consistency level to use when writing.

spark.cassandra.output.concurrent.writes
Default = 5. Maximum number of batches executed in parallel by a single Spark

task.
spark.cassandra.output.batch.size.rows

Default = 64K. The maximum total size of the batch in bytes.



| esson 4 : Mindset
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| esson 5 : Veloclty
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Thankyou

@JimANning : jim.anning@bgch.co.uk
@Jcasals : josep.casals@bgch.co.uk
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