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BACKGROUND

• Large financial institution in Australia

• 4 person team - Started early this year

• Bare metal hardware

• Hadoop workload and PaaS



What	
  do	
  we	
  want?



WHAT DO WE REALLY WANT?

• Build and manage servers and clusters deterministically

• Immutable infrastructure

• All our configuration/changes in source control

• Ability to test our changes

• Abstractions to reason about clusters



HIGH LEVEL APPROACH

1. Create OS images with configuration for each role

2. Copy OS image on machine

3. Use Cloud Config to provide machine specific 
configuration

4. Change OS image and redeploy



WHY NOT …?



OUR STACK

• Physical hardware

• Ubuntu

• Mesos

• Marathon

• Calico

• Docker

• Mesos DNS

• Power DNS

• Elastic stack

• Sysdig

• Vault

• Openstack Ironic



HOW DO WE DO IT?

Two key parts:

• Build OS images

• Deploy/Orchestrate clusters



BUILD OS IMAGES
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WHAT WORKED WELL?

• Tests

• Dockerfile

• No mutation

• PR for changes



PAIN POINTS

• Converting docker images to qcow in docker

• Build cycle



DEPLOY/ORCHESTRATE 
CLUSTERS













WHAT WORKED WELL

• PR update with deployment plan

• Cluster level abstraction

• Using one tool to manage all our changes

• Functional programming – Interpreter pattern



PAIN POINTS

• Lots of tooling to build

• Deployment cycles



FUTURE WORK

• Mesos/Marathon integration

• Zookeeper/Etcd orchestration

• Workload integration

• Read only OS filesystem



QUESTIONS?


