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Spark Summit, 2013-12-02	



•Learn how to use Mesos	



•Spark on Mesos	



•PMML for Spark (WIP)

http://mesosphere.io/


!

http://mesosphere.io/learn 

!

http://mesosphere.io/learn/






Why use Mesos? 



“Return of the Borg”	



Google has been doing datacenter computing for years,  
to address the complexities of large-scale data workflows:	



• leveraging the modern kernel:  isolation in lieu of  VMs	



• “most (>80%) jobs are batch jobs, but the majority  
of resources (55–80%) are allocated to service jobs”	



• mixed workloads, multi-tenancy	



• relatively high utilization rates	



• JVM? not so much…	



• reality: scheduling batch is simple;  
scheduling services is hard/expensive



“Return of the Borg”	



Return of the Borg: How Twitter Rebuilt Google’s Secret Weapon  
Cade Metz 
wired.com/wiredenterprise/2013/03/google-borg-twitter-
mesos	



!
The Datacenter as a Computer:  An Introduction  
to the Design of Warehouse-Scale Machines	


Luiz André Barroso, Urs Hölzle	


research.google.com/pubs/pub35290.html	


!
!
2011 GAFS Omega  
John Wilkes, et al.  
youtu.be/0ZFMlO98Jkc

http://www.wired.com/wiredenterprise/2013/03/google-borg-twitter-mesos/all/
http://research.google.com/pubs/pub35290.html
http://youtu.be/0ZFMlO98Jkc
http://youtu.be/0ZFMlO98Jkc
http://goo.gl/smGLyl


“Return of the Borg”	



Omega: flexible, scalable schedulers for large compute clusters	


Malte Schwarzkopf, Andy Konwinski, Michael Abd-El-Malek, John Wilkes	


eurosys2013.tudos.org/wp-content/uploads/2013/paper/
Schwarzkopf.pdf

http://eurosys2013.tudos.org/wp-content/uploads/2013/paper/Schwarzkopf.pdf


Google describes the business case…	



Taming Latency Variability  
Jeff Dean 
plus.google.com/u/0/+ResearchatGoogle/posts/C1dPhQhcDRv	



https://plus.google.com/u/0/+ResearchatGoogle/posts/C1dPhQhcDRv
https://plus.google.com/u/0/+ResearchatGoogle/posts/C1dPhQhcDRv


Mesos – definitions	



a common substrate for cluster computing	



mesos.apache.org 

heterogenous assets in your datacenter or cloud  
made available as a homogenous set of resources	



• top-level Apache project	



• scalability to 10,000s of nodes	



• obviates the need for virtual machines	



• isolation (pluggable) for CPU, RAM, I/O, FS, etc.	



• fault-tolerant leader election based on Zookeeper	



• APIs in C++, Java, Python	



• web UI for inspecting cluster state	



• available for Linux, OpenSolaris, Mac OSX

http://mesos.apache.org/
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Production Deployments (public)	



http://www.opentable.com/
http://www.iqiyi.com/
http://mediacrossing.com/
http://gigaom.com/2013/07/29/airbnb-is-engineering-itself-into-a-data-driven-company/
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http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.xogito.com/
http://www.sharethrough.com/
http://www.hubspot.com/
https://blog.twitter.com/2013/mesos-graduates-from-apache-incubation
http://www.cloudphysics.com/
http://devicescape.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/
https://vimeo.com/


Case Study: Twitter (bare metal / on premise)	



“Mesos is the cornerstone of our elastic compute infrastructure –  
  it’s how we build all our new services and is critical for Twitter’s  
  continued success at scale. It's one of the primary keys to our  
  data center efficiency."	



Chris Fry, SVP Engineering	


blog.twitter.com/2013/mesos-graduates-from-apache-incubation	


wired.com/gadgetlab/2013/11/qa-with-chris-fry/	

!

• key services run in production: analytics, typeahead, ads	



• Twitter engineers rely on Mesos to build all new services	



• instead of thinking about static machines, engineers think  
about resources like CPU, memory and disk	



• allows services to scale and leverage a shared pool of  
servers across datacenters efficiently	



• reduces the time between prototyping and launching

https://blog.twitter.com/2013/mesos-graduates-from-apache-incubation
http://www.wired.com/gadgetlab/2013/11/qa-with-chris-fry/
https://blog.twitter.com/2013/mesos-graduates-from-apache-incubation


Resources	



Apache Mesos Project 
mesos.apache.org	



Twitter 
@ApacheMesos	



Mesosphere  
mesosphere.io	



Tutorials  
mesosphere.io/learn	



Documentation  
mesos.apache.org/documentation	



2011 USENIX Research Paper  
usenix.org/legacy/event/nsdi11/tech/full_papers/Hindman_new.pdf	



Collected Notes/Archives 
goo.gl/jPtTP

http://mesos.apache.org
https://twitter.com/ApacheMesos
http://mesosphere.io/
http://mesosphere.io/learn/
http://mesos.apache.org/documentation/
https://www.usenix.org/legacy/event/nsdi11/tech/full_papers/Hindman_new.pdf
http://goo.gl/jPtTP


Spark Summit, 2013-12-02	



•Learn how to use Mesos	



•Spark on Mesos	



•PMML for Spark (WIP)

http://mesosphere.io/


!

http://elastic.mesosphere.io 

!

http://elastic.mesosphere.io














step 1: ssh to master



step 2: install git, jdk-7



step 3: download spark



step 4: sbt clean assembly



step 5: make distro, cp to hdfs, set env



et voilà!



Spark Summit, 2013-12-02	



•Learn how to use Mesos	



•Spark on Mesos	



•PMML for Spark (WIP)

http://mesosphere.io/


• established XML standard for predictive model markup	



• organized by Data Mining Group (DMG), since 1997   
http://dmg.org/	



• members: IBM, SAS, Visa, Equifax, Microstrategy, Microsoft, etc.	



• PMML concepts for metadata, ensembles, etc., translate  
directly into tuple-based workflows	


!

“PMML is the leading standard for statistical and data mining models and  
 supported by over 20 vendors and organizations. With PMML, it is easy  
 to develop a model on one system using one application and deploy the  
 model on another system using another application.”

PMML – standard

wikipedia.org/wiki/Predictive_Model_Markup_Language

http://www.dmg.org/products.html
http://en.wikipedia.org/wiki/Predictive_Model_Markup_Language


## train a RandomForest model!
 !
f <- as.formula("as.factor(label) ~ .")!
fit <- randomForest(f, data_train, ntree=50)!
 !
## test the model on the holdout test set!
 !
print(fit$importance)!
print(fit)!
 !
predicted <- predict(fit, data)!
data$predicted <- predicted!
confuse <- table(pred = predicted, true = data[,1])!
print(confuse)!
 !
## export predicted labels to TSV!
 !
write.table(data, file=paste(dat_folder, "sample.tsv", sep="/"),  
  quote=FALSE, sep="\t", row.names=FALSE)!
 !
## export RF model to PMML!
 !
saveXML(pmml(fit), file=paste(dat_folder, "sample.rf.xml", sep="/"))!

PMML – create a model in R



<?xml version="1.0"?>!

<PMML version="4.0" xmlns="http://www.dmg.org/PMML-4_0"!

 xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"!

 xsi:schemaLocation="http://www.dmg.org/PMML-4_0  

 http://www.dmg.org/v4-0/pmml-4-0.xsd">!

 <Header copyright="Copyright (c)2012 Concurrent, Inc." description="Random Forest Tree Model">!

  <Extension name="user" value="ceteri" extender="Rattle/PMML"/>!

  <Application name="Rattle/PMML" version="1.2.30"/>!

  <Timestamp>2012-10-22 19:39:28</Timestamp>!

 </Header>!

 <DataDictionary numberOfFields="4">!

  <DataField name="label" optype="categorical" dataType="string">!

   <Value value="0"/>!

   <Value value="1"/>!

  </DataField>!

  <DataField name="var0" optype="continuous" dataType="double"/>!

  <DataField name="var1" optype="continuous" dataType="double"/>!

  <DataField name="var2" optype="continuous" dataType="double"/>!

 </DataDictionary>!

 <MiningModel modelName="randomForest_Model" functionName="classification">!

  <MiningSchema>!

   <MiningField name="label" usageType="predicted"/>!

   <MiningField name="var0" usageType="active"/>!

   <MiningField name="var1" usageType="active"/>!

   <MiningField name="var2" usageType="active"/>!

  </MiningSchema>!

  <Segmentation multipleModelMethod="majorityVote">!

   <Segment id="1">!

    <True/>!

    <TreeModel modelName="randomForest_Model" functionName="classification" algorithmName="randomForest" 

splitCharacteristic="binarySplit">!

     <MiningSchema>!

PMML – analytics workflow metadata

http://www.dmg.org/PMML-4_0
http://www.w3.org/2001/XMLSchema-instance
http://www.dmg.org/PMML-4_0
http://www.dmg.org/v4-0/pmml-4-0.xsd


PMML – vendor coverage



• Association Rules:  AssociationModel element	



• Cluster Models: ClusteringModel element	



• Decision Trees: TreeModel element	



• Naïve Bayes Classifiers: NaiveBayesModel element	



• Neural Networks: NeuralNetwork element	



• Regression: RegressionModel and GeneralRegressionModel elements	



• Rulesets: RuleSetModel element	



• Sequences: SequenceModel element	



• Support Vector Machines: SupportVectorMachineModel element	



• Text Models: TextModel element	



• Time Series: TimeSeriesModel element	



…XML extensions	



…plus ensembles, chaining, etc.

PMML – scope



Python stack: 

https://code.google.com/p/augustus/ 

Cascading/Hadoop/JVM: 

https://github.com/Cascading/pattern

https://code.google.com/p/augustus/
https://github.com/Cascading/pattern


Why integration into Spark, not MLbase? 
!

• focus on workflow integration,  
not model selection 

• offload legacy systems 

• better integration/migration with other 
distributed frameworks 

• audited/regulated industries pose restrictions 

• current needs in Enterprise use cases;  
is MLbase ready for that today?



Join us!	


Data Day Texas, Austin  
Jan 11 
2014.datadaytexas.com  
(incl. Mesos talk+BOF)	



O’Reilly Strata, Santa Clara 
Feb 11-13  
strataconf.com/strata2014  
(incl. Mesos talk+BOF+workshop)

http://mesosphere.io/
http://2014.datadaytexas.com
http://strataconf.com/strata2014

