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•  xPa&erns	
  Architecture	
  
•  From	
  Hadoop	
  to	
  BDAS	
  &	
  our	
  contribu<ons	
  

•  Lessons	
  learned	
  with	
  Spark:	
  from	
  0.8.0	
  to	
  0.9.1	
  

•  Demo:	
  xPa&erns	
  APIs	
  and	
  GUIs	
  
§  Inges<on	
  (EL)	
  

§  Transforma<on	
  (T)	
  

§  Jaws	
  H&p	
  SharkServer	
  (warehouse	
  explorer)	
  

§  Export	
  to	
  NoSql	
  API	
  (data	
  publishing)	
  

§  xPa&erns	
  monitoring	
  and	
  instrumenta<on	
  (Demo)	
  

•  Q	
  &	
  A	
  

Agenda	
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•  Hadoop	
  MR	
  -­‐>	
  Spark	
  	
  

o  core	
  +	
  graphx	
  
	
  

•  Hive	
  -­‐>	
  Shark	
  
o  	
  Cli	
  +	
  SharkServer2	
  +	
  ...	
  Jaws!	
  

	
  
•  NO	
  resource	
  manager	
  -­‐	
  >	
  	
  Mesos	
  	
  

o  Spark	
  Job	
  Servers,	
  Jaws,	
  SharkServer2,	
  Hadoop,	
  Aurora	
  
	
  
•  No	
  Cache	
  -­‐>	
  Tachyon	
  	
  

o  sharing	
  data	
  between	
  contexts,	
  satellite	
  cluster	
  file	
  system,	
  faster	
  
for	
  long	
  running	
  queries	
  …	
  GC	
  friendlier,	
  survives	
  JVM	
  crashes	
  

	
  
•  Hadoop	
  distro	
  dashboards-­‐>	
  Ganglia	
  	
  

o  +	
  Nagios	
  &	
  Graphite	
  

	
  

Hadoop	
  to	
  BDAS	
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•  Jaws,	
  xPa&erns	
  h&p	
  Shark	
  server,	
  open	
  sourcing	
  today!	
  
h&p://github.com/A<geo/h&p-­‐shark-­‐server	
  

	
  
•  Spark	
  Job	
  Server	
  

§  mul<ple	
  contexts	
  in	
  same	
  JVM	
  
§  job	
  submission	
  in	
  Java	
  +	
  Scala	
  
	
  

•  Mesos	
  framework	
  starva<on	
  bug	
  
§  	
  fixed	
  …	
  detailed	
  Tech	
  Blog	
  link	
  at	
  h&p://xpa&erns.com/sparksummit	
  

•  *SchedulerBackend	
  update,	
  job	
  cancella<on	
  in	
  Mesos	
  fine-­‐
grained	
  mode,	
  0.9.0	
  patches	
  (shuffle	
  spill,	
  Mesos	
  fine-­‐grained)	
  

•  Databricks	
  cer<fied!	
  

BDAS	
  to	
  BDAS++	
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•  0.8.0	
  -­‐	
  first	
  POC	
  …	
  lots	
  of	
  OOM	
  

•  0.8.1	
  –	
  first	
  produc<on	
  deployment,	
  s<ll	
  lots	
  of	
  OOM	
  
§  20	
  billion	
  healthcare	
  records,	
  200	
  TB	
  of	
  compressed	
  hdfs	
  data	
  

§  Hadoop	
  MR:	
  100	
  m1.xlarge	
  (4c	
  x	
  15GB)	
  

§  BDAS:	
  20	
  cc2.8xlarge	
  (32c	
  x	
  60.8	
  GB),	
  s<ll	
  lots	
  of	
  OOM	
  map	
  &	
  reducer	
  side	
  

§  Perf	
  gains	
  of	
  4x	
  to	
  40x,	
  required	
  individual	
  dataset	
  and	
  query	
  fine-­‐tuning	
  

§  Mixed	
  Hive	
  &	
  Shark	
  workloads	
  where	
  it	
  made	
  sense	
  

§  Daily	
  processing	
  reduced	
  from	
  14	
  hours	
  to	
  1.5hours!	
  

•  0.9.0	
  -­‐	
  fixes	
  many	
  of	
  the	
  problems,	
  but	
  s<ll	
  requires	
  patches!	
  (spill	
  &	
  mesos	
  
fine-­‐grained)	
  

•  1.0	
  upgrade	
  in	
  progress,	
  Jaws	
  being	
  migrated	
  to	
  Spark	
  SQL	
  

•  set	
  mapreduce.job.reduces=…,	
  set	
  shark.column.compress=true,	
  
spark.default.parallelism=…,	
  spark.storage.memoryFrac<on=0.3,	
  
spark.shuffle.memoryFrac<on=0.6,	
  spark.shuffle.consolidateFiles=true,	
  
spark.shuffle.spill=false|true,	
  	
  

Spark	
  …	
  0.8.0	
  to	
  1.0	
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•  Highly	
  available,	
  scalable	
  and	
  resilient	
  distributed	
  download	
  tool	
  exposed	
  through	
  Resnul	
  API	
  
&	
  GUI	
  

•  Supports	
  encryp<on/decryp<on,	
  compression/decompression,	
  automa<c	
  backup	
  &	
  restore	
  
(aws	
  S3)	
  and	
  geo-­‐failover	
  (hdfs	
  and	
  S3	
  in	
  both	
  us-­‐east	
  and	
  us-­‐west	
  ec2	
  regions)	
  

•  Support	
  mul<ple	
  input	
  sources:	
  sop,	
  S3	
  and	
  450+	
  sources	
  through	
  Talend	
  Integra<on	
  

•  Configurable	
  throughput	
  (number	
  of	
  parallel	
  Spark	
  processors,	
  in	
  both	
  fine-­‐grained	
  and	
  
coarse-­‐grained	
  Mesos	
  modes)	
  

•  File	
  Transfer	
  log	
  and	
  file	
  transi<on	
  state	
  history	
  for	
  audi<ng	
  purposes	
  (pluggable	
  persistence	
  
model,	
  Cassandra/hdfs),	
  configurable	
  alerts,	
  reports	
  

•  Ingest	
  +	
  Backup:	
  download	
  +	
  decompression	
  +	
  hdfs	
  persistence	
  +	
  encryp<on	
  +	
  S3	
  upload	
  

•  Restore:	
  S3	
  download	
  +	
  decryp<on	
  +	
  decompress	
  +	
  hdfs	
  persistence	
  

•  Geo-­‐failover:	
  backup	
  on	
  S3	
  us-­‐east	
  +	
  restore	
  from	
  S3	
  us-­‐east	
  into	
  west-­‐coast	
  hdfs	
  +	
  backup	
  on	
  
S3	
  us-­‐west	
  

•  Inges<on	
  jobs	
  can	
  be	
  resumed	
  from	
  any	
  stage	
  aoer	
  failure	
  (#	
  of	
  Spark	
  task	
  retries	
  exhausted)	
  

•  Logs,	
  job	
  status	
  and	
  progress	
  pushed	
  asynchronously	
  to	
  GUI	
  though	
  web	
  sockets	
  

•  H&p	
  streaming	
  API	
  exposed	
  for	
  high-­‐throughput	
  push	
  model	
  inges<on	
  (inges<on	
  into	
  Kara	
  
pub-­‐sub,	
  batch	
  Spark	
  job	
  for	
  transfer	
  into	
  hdfs)	
  

Distributed	
  Data	
  Inges>on	
  API	
  &	
  GUI	
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T-­‐Component	
  API	
  &	
  GUI	
  

•  Data	
  Transforma<on	
  component	
  for	
  building	
  a	
  data	
  pipeline	
  with	
  monitoring	
  and	
  quality	
  gates	
  
•  Exposes	
  all	
  of	
  Oozie’s	
  ac<on	
  types	
  and	
  adds	
  Spark	
  (Java	
  &	
  Scala)	
  and	
  Shark	
  (QL)	
  stages	
  
•  Uses	
  our	
  own	
  Spark	
  JobServer	
  (mul<ple	
  Spark	
  contexts	
  in	
  same	
  JVM!)	
  
•  Spark	
  stage	
  required	
  to	
  run	
  code	
  that	
  accepts	
  an	
  xPa&erns-­‐managed	
  Spark	
  context	
  (coarse-­‐grained	
  or	
  

fine-­‐grained)	
  as	
  parameter	
  
•  DAG	
  and	
  job	
  execu<on	
  info	
  persistence	
  in	
  Hive	
  Metastore	
  
•  Exposes	
  full	
  API	
  for	
  job,	
  stages,	
  resources	
  management	
  and	
  scheduled	
  pipeline	
  execu<on	
  
•  Logs,	
  job	
  status	
  and	
  progress	
  pushed	
  asynchronously	
  to	
  GUI	
  though	
  web	
  sockets	
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•  T-­‐component	
  DAG	
  executed	
  by	
  Oozie	
  
•  Spark	
  and	
  Shark	
  stages	
  executed	
  through	
  ssh	
  ac<ons	
  
•  Spark	
  stage	
  sent	
  to	
  Spark	
  JobServer	
  
•  SharSk	
  stage	
  executed	
  through	
  shark	
  CLI	
  for	
  now	
  (SharkServer2	
  in	
  the	
  future)	
  
•  Support	
  for	
  pySpark	
  stage	
  coming	
  soon	
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•  Jaws:	
  a	
  highly	
  scalable	
  and	
  resilient	
  resnul	
  (h&p)	
  interface	
  on	
  top	
  of	
  a	
  managed	
  Shark	
  session	
  
that	
  can	
  concurrently	
  and	
  asynchronously	
  submit	
  Shark	
  queries,	
  return	
  persisted	
  results	
  
(automa<cally	
  limited	
  in	
  size	
  or	
  paged),	
  execu<on	
  logs	
  and	
  job	
  informa<on	
  (Cassandra	
  or	
  hdfs	
  
persisted).	
  

•  Jaws	
  can	
  be	
  load	
  balanced	
  for	
  higher	
  availability	
  and	
  scalability	
  and	
  it	
  fuels	
  a	
  web-­‐based	
  GUI	
  
that	
  is	
  integrated	
  in	
  the	
  xPa&erns	
  Management	
  Console	
  (Warehouse	
  Explorer)	
  

•  Jaws	
  exposes	
  configura<on	
  op<ons	
  for	
  fine-­‐tuning	
  Spark	
  &	
  Shark	
  performance	
  and	
  running	
  
against	
  a	
  stand-­‐alone	
  Spark	
  deployment,	
  with	
  or	
  without	
  Tachyon	
  as	
  in-­‐memory	
  distributed	
  
file	
  system	
  on	
  top	
  of	
  HDFS,	
  and	
  with	
  or	
  without	
  Mesos	
  as	
  resource	
  manager	
  	
  

•  Shark	
  editor	
  provides	
  analysts,	
  data	
  scien<sts	
  with	
  a	
  view	
  into	
  the	
  warehouse	
  through	
  a	
  
metadata	
  explorer,	
  provides	
  a	
  query	
  editor	
  with	
  intelligent	
  features	
  like	
  auto-­‐complete,	
  a	
  
results	
  viewer,	
  logs	
  viewer	
  and	
  historical	
  queries	
  for	
  asynchronously	
  retrieving	
  persisted	
  
results,	
  logs	
  and	
  query	
  informa<on	
  for	
  both	
  running	
  and	
  historical	
  queries	
  

•  web-­‐style	
  pagina<on	
  and	
  query	
  cancella<on,	
  spray	
  io	
  h&p	
  layer	
  (REST	
  on	
  Akka)	
  

•  Open	
  Sourced	
  at	
  the	
  Summit!	
  h&p://github.com/A<geo/h&p-­‐shark-­‐server	
  

Jaws	
  REST	
  SharkServer	
  &	
  GUI	
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Jaws	
  REST	
  SharkServer	
  &	
  GUI	
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Export	
  to	
  NoSql	
  API	
  

•  Datasets	
  in	
  the	
  warehouse	
  need	
  to	
  be	
  exposed	
  to	
  high-­‐throughput	
  low-­‐latency	
  real-­‐<me	
  
APIs.	
  Each	
  applica<on	
  requires	
  extra	
  processing	
  performed	
  on	
  top	
  of	
  the	
  core	
  datasets,	
  
hence	
  addi<onal	
  transforma<ons	
  are	
  executed	
  for	
  building	
  data	
  marts	
  inside	
  the	
  
warehouse	
  

•  Exporter	
  tool	
  builds	
  the	
  efficient	
  data	
  model	
  and	
  runs	
  an	
  export	
  of	
  data	
  from	
  a	
  Shark/Hive	
  
table	
  to	
  a	
  Cassandra	
  Column	
  Family,	
  through	
  a	
  custom	
  Spark	
  job	
  with	
  configurable	
  
throughput	
  (configurable	
  Spark	
  processors	
  against	
  a	
  Cassandra	
  ring)	
  (instrumenta<on	
  
dashboard	
  embedded,	
  logs,	
  progress	
  and	
  instrumenta<on	
  events	
  pushed	
  though	
  SSE)	
  

•  Data	
  Modeling	
  is	
  driven	
  by	
  the	
  read	
  access	
  pa&erns	
  provided	
  by	
  an	
  applica<on	
  engineer	
  
building	
  dashboards	
  and	
  visualiza<ons:	
  lookup	
  key,	
  columns	
  (record	
  fields	
  to	
  read),	
  paging,	
  
sor<ng,	
  filtering	
  

•  The	
  end	
  result	
  of	
  a	
  job	
  run	
  is	
  a	
  REST	
  API	
  endpoint	
  (instrumented,	
  monitored,	
  resilient,	
  geo-­‐
replicated)	
  that	
  uses	
  the	
  underlying	
  generated	
  Cassandra	
  data	
  model	
  and	
  fuels	
  the	
  data	
  in	
  
the	
  dashboards	
  

•  Configura<on	
  API	
  provided	
  for	
  crea<ng	
  export	
  jobs	
  and	
  execu<ng	
  them	
  (ad-­‐hoc	
  or	
  
scheduled).	
  

•  Logs,	
  job	
  status	
  and	
  progress	
  pushed	
  asynchronously	
  to	
  GUI	
  though	
  web	
  sockets	
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Mesos/Spark	
  cluster	
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Cassandra	
  mul>	
  DC	
  ring	
  –	
  	
  write	
  latency	
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Nagios	
  monitoring	
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•  Export	
  to	
  Seman<c	
  Search	
  API	
  (solrCloud/lucene)	
  	
  
•  pySpark	
  Job	
  Server	
  
•  pySpark	
  ßà	
  Shark/Tachyon	
  interop	
  (either)	
  
•  pySpark	
  ßà	
  Spark	
  SQL	
  (1.0)	
  interop	
  (or)	
  
•  Parquet	
  columnar	
  storage	
  for	
  warehouse	
  data	
  

Coming	
  soon	
  …	
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We	
  need	
  your	
  feedback!	
  

Be	
  the	
  first	
  to	
  test	
  new	
  features,	
  get	
  updates,	
  and	
  give	
  
feedback	
  by	
  signing	
  up	
  at	
  	
  

h&p://xpa&erns.com/sparksummit	
  



©	
  2013	
  A<geo,	
  LLC.	
  All	
  rights	
  reserved.	
   	
  A<geo	
  and	
  the	
  xPa&erns	
  logo	
  are	
  trademarks	
  of	
  A<geo.	
  The	
  informa<on	
  herein	
  is	
  for	
  informa<onal	
  purposes	
  only	
  and	
  represents	
  the	
  current	
  view	
  of	
  A<geo	
  as	
  of	
  the	
  date	
  of	
  this	
  
presenta<on.	
   	
  Because	
  A<geo	
  must	
  respond	
  to	
  changing	
  market	
  condi<ons,	
  it	
  should	
  not	
  be	
  interpreted	
  to	
  be	
  a	
  commitment	
  on	
  the	
  part	
  of	
  A<geo,	
  and	
  A<geo	
  cannot	
  guarantee	
  the	
  accuracy	
  of	
  any	
  informa<on	
  provided	
  
aoer	
  the	
  date	
  of	
  this	
  presenta<on.	
  	
  ATIGEO	
  MAKES	
  NO	
  WARRANTIES,	
  EXPRESS,	
  IMPLIED	
  OR	
  STATUTORY,	
  AS	
  TO	
  THE	
  INFORMATION	
  IN	
  THIS	
  PRESENTATION.	
  


