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e Chief Architect,
Instrument and Science
Data Systems Section at
NASA JPL in Pasadena, CA
USA

o Software Architecture/

Engineering Prof at Univ.
of Southern California

* Apache Board of Directors involved in

— OO0DT (VP, PMC), Tika (PMC), Nutch (PMC), Incubator
(PMC), SIS (PMC), Gora (PMC), Airavata (PMC)
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Sl ,
Some “Big Data” Grand Challenges I'm

interested in

How do we handle 700 TB/sec of data coming off the wire when we
actually have to keep it around?
— Required by the Square Kilometre Array

Joe scientist says I’'ve got an IDL or Matlab algorithm that | will not
change and | need to run it on 10 years of data from the Colorado
River Basin and store and disseminate the output products
— Required by the Western Snow Hydrology project

How do we compare petabytes of climate model output data in a
variety of formats (HDF, NetCDF, Grib, etc.) with petabytes of remote
sensing data to improve climate models for the next IPCC assessment?

— Required by the 5t IPCC assessment and the Earth System Grid and NASA

How do we catalog all of NASA s current planetary science data?
— Required by the NASA Planetary Data System

15-Jun-15 SparkSUmmﬁ)pyrlght 2012. Jet Propulsion Laboratory, California Institute of Techn@logy us
Image Credit: http://www.jpl.nasa.gov/news/news.cfm?release=2011-295  Government sponsorship Acknowledged.




Big Data Strategic Initiative

Future Opportunities: Mission and instrument competitions, data-

intensive industries, LSST, future radio observatories.

JPL Concept: Big data technology for data triage, archiving, etc.

Initiative Long Term Objectives

* Apply lower-efficient digital architectures to future
JPL flight instrument developments and proposals.

« Expand and promote JPL expertise with machine
learning algorithm development for real-time triage.

« Utilize intelligent anomaly classification algorithms
in other fields, including data-intensive industry.

« Build on JPL investments in large data archive

systems to capture role in future science facilities.

Key Challenges this work enables: Broaden JPL business base * Enhance the efficiency and impact of JPL's data
visualization and knowledge extraction programs.

(relevant to 1X, 3X, 4X, 7X, 8X, 9X Directorates)

Initiative Leader: Chris Mattmann
Steering Committee Leader: Joseph Lazio

Display {AMPEDR);Pipeline

1 Power Minimization in Signal Larry 335
Processing for Data-Intensive Science D’Addario

2 Machine Learning for Smart Triage of Kiri 388
Big Data Wagstaff

3 Archiving, Processing and Chris 388
Dissemination for the Big Date Era Mattmann

4 Knowledge driven Automated Movie Eric 3223
Production Environment distribution and De Jong

SparkSufn

Report on end-to-end power optimization of instruments Jun 2013
Hierarchical classification method for VAST and ChemCam | Jan 2013
Demonstrate smart compression for Hyperion and CRISM Mar 2013
Cloud computing research and scalability experiments Feb 2013
Data formats and text, metadata extraction in big data sys. Aug 2013
%er\[/elop AMPED pipeline and install in VIP Center Dec72012

Credit: Dayton Jones




Credit: Andrew Hart
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JPL

How did | get involved with
Spark?



* Grab the principals behind the leading
infrastructure/viz technologles %'I‘J"I';;'\A A SDQI""(\Z
- Shove them in a tight space N\
- Provide beer coffee and snacks
- Provide awesome data
and challenges
- Provide infrastructure and
connectivity N,
» Check in every day and 1x a week | A i
- Wall of Shame/Fame Kitware
* New Challenges Each Week
* Midterm Presentations
* Peanut Gallery
- Make people talk/socialize

« Put that all together

—JPL DARPA XDATA
’ =[ajo]a]n] &

15-Jun-15 SparkSummit



Volume

Date

COZONE i1y

DARPA XDATA: Analytics + Viz

VIEW OPTIONS

coLomue
(50 Numosr ot s

Guven size

@ O constant
© oy .

MAP DISPLAY

XDATA@KITWARE ICIDR GEOLOCATIONS. I

INFORMATION CONFIGURATION

f—
1,500

SEARGH OPTIONS.

'BROWSING CATEGORY
Nons

DATE RANGE

Segtomoar 3 (28 3| 2011 ¢
e 1200

INTERVAL  RECORD COUNT LIMIT

1] ues. 1500 | mesurs

A &




APL

Met these fine people

* |on Stoica
CEO, DataBricks
Co-Director,
AMP Lab

e Matt Massie
Dev Manager,
AMP Lab

e Dr. Chris White, DARPA
XDATA PM

15-Jun-15 SparkSummit 12




JPL

The Apache Software
Foundation

Largest open source
software development
entity in the world

— Over 2600+ committers
— Over 4200+ contributors
— Over 400+ members

-Over 10M successful requests
served a day across the world

100+ Top Level Projects -HTTPD web server used on
— 57 Incubating 100+ million web sites (62+%
— 32 Lab Projects of the market)

12 retired projects in the “Attic”
Over 1.2 million revisions
501(c)3 non-profit organization incorporated in Delaware

15-Jun-15 SparkSummit 13
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Apache Maturity Model

Top -Level
Prolect
e Start out Craduate? (TLP)
with
Incubation Podllng
* Grow

community Accepted? o _—

° InCUbatnon Project of
M a ke Proposal TLP
releases

e @Gaininterest
e Diversify

* When the project is ready, graduate into
— Top-Level Project (TLP)
— Sub-project of TLP

* Increasingly, Sub-projects are discouraged compared to TLPs
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SparkSummit

GOVERNOR ARNOLD SCHWARZENEGGER

November 5, 2009

Apache Software Foundation

It is a great pleasure to extend my greetings to all those attending
ApacheCon and congratulations on your tenth anniversary.

I applaud your incredible work over the past decade and appreciate
you choosing California as the place to celebrate this fantastic
milestone. Our state is a land of innovation, and you have likewise
fostered great technological advancements that have touched the
lives of millions of people around the world.

Whether managing financial systems, positioning satellites or
powering websites through the Apache HTTP Server, your open
source projects play key roles in making our information age
possible. Thank you for your extraordinary accomplishments and
commitment to discovery.

On behalf of all Californians, I send my gratitude to everyone in
attendance for your participation, and I offer my best wishes for a

rewarding conference and continued success.

Sincerely,

Arnold Schwarzenegger

STATE CAPITOL - SACRAMENTO, CALIFORNIA 95814 - (916) 445-2841
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Why Spark and NASA?



APL

U.S. National Climate Assessment
(pic credit: Dr. Tom Painter)

SKA South Africa: Square Kilometre Array
(pic credit: Dr. Jasper Horrell, Simon Ratcliffe
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NASA Science & Architecture



15-Jun-15

S’
"{‘/1

Aquarius

0t

g Qﬁ»ikscAT
1 /// " TRMM

= Terra ISS-RapidScat,
CATS

p—

CPSMAP

: ~ Aqua
3 >y /Suomi NPP, A
&qE) 7 o ‘
™ SORCE,

Alandsats T TCTE pioax)

4'¢’

g \\"{,f‘.‘~ GPM i

/0.

N P

0C0-2

SparkSummit




SPL
Science Data File Formats

* Hierarchical Data Format (HDF)

— http://www.hdfgroup.org
— Versions 4 and 5 FTThe HDF Group
— Lots of NASA data is in 4, newer NASA datain 5

— Encapsulates
* Observation (Scalars, Vectors, Matrices, NxMxZ...)
« Metadata (Summary info, date/time ranges, spatial
ranges)
— Custom readers/writers/APls in many languages
« C/C++, Python, Java

15-Jun-15 SparkSummit 20



SJPL
Science Data File Formats

* network Common Data Form (netCDF)
— www.unidata.ucar.edu/software/netcdf/ Il

: ]
— Versions 3 and 4 netCDF
— Heavily used in DOE, NOAA, etc.

— Encapsulates
* Observation (Scalars, Vectors, Matrices, NxMxZ...)

« Metadata (Summary info, date/time ranges, spatial
ranges)

— Custom readers/writers/APls in many languages
« C/C++, Python, Java

— Not Hierarchical representation: all flat

15-Jun-15 SparkSummit 21
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OCO-1 Workflow
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Credit: B. Chafin

Team

Produces
DAAC
deliverables
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NPP Sounder PEATE
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Data-Reuse Between Stages

e All of these science data pipelines
— Read/Write NetCDF, HDF files

— Write to distributed file systems (only recently
HDFS, GlusterFS, etc.)

* Have timing constraints
* Include jobs with varying timing
— Some early completing jobs (<1ms)

— Some long running jobs
* What does this sound like? SPARK
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Apache OODT

*  Entered “incubation” at the Apache T — p— 7
Software Foundation in 2010

* Selected as a top level Apache Software
Foundation project in January 2011

®* Developed by a community of participants

metadata, & more

search and discovery
ate science resources

b
n’ : r ; ’ Catalogs, arehiyi

"

from many companies, universities, and

organizations

®* Used for a diverse set of science data
system activities in planetary science,

earth science, radio astronomy,

biomedicine, astrophysics, and more

JUST WHAT IS APACHE™ OODT?

COMPONENT PARTS
It's metadata for middleware (and vice versa) Apache™ OODT is component based
software, the

parts of which you can mix
'n match;

Agility
Agile OODT, 100% pure Python.
_ Catalog & Archive

o Solu

« Unification of technology, data, and
metadata

OPEN SOURCE

Apache™ OODT s an effor
incubation at The Apache Software
(asp) A by L

|
|
|
|
|
|
|
|
|
|
|
|
|
gita grid framework for }
|
|
|
|
|
|
|
|
|
|
|
|
|

OODT Development & user community includes:

) ﬁ LIN
o B monar - ¢ USC
\v NCER  5@: o
4 l ITUTE Z & UNIVERSITY
ChildrensHospitallosAngeles SKA AFRICA On HE A\;(?‘ OF SOUTHERN
International Leader in Pediatrics SOUARE KLOMETRE ALRAY

15-Jun-15

SparkSummit

CALIFORNIA
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SciSpark



RCMES v2.0 - High-Level Architecture
{ Other Data Centers

(ESG, DAAC, ExArch Network)

TRMM Metadata
~ MODIS Data Table
SN——— (Put the OBS & model data on the
Data Table | j Use the
o re-
e Towarae |- pidie
/ Data extractor data for
_ CERES Data Table | (Binary or oy
: Metrics Calculator analyses
Soil Data Table |- (Calculate evaluation metrics)
and VIS,
moisture Data Table |-
"mf F l"‘t" Visualizer
il \ (Plot the metrics) j
Raw Data: RCMED RCMET
Various sources, (Regional Climate Model Evaluation Database) (Regional Climate Model Evaluation Tool)
formats, A large scalable database to store data from A library of codes for extracting data from
Resolutions, variety of sources in a common format RCMED and model and for calculating
Coverage evaluation metrics
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Motivation for SciSpark

* Experiment with in memory and frequent data
reuse operations

— Regridding, Interactive Analytics such as MCC

search, and variable clustering (min/max) over
decadal datasets could benefit from in-memory
testing (rather than frequent disk 1/0)

— Data Ingestion (preparation, formatting)



Architecture of SciSpark

SciSpark

Bias model v obs : Dec 2004
75.25°N

60.25°N L
Scientists / Decision Makers / ey
Educators / Students
Sci Spark User Interface o . ~
3w T W 54.75°W w25
Ao xo¢C — =

Data-Driven Documents D3]S

;—;n ;!Hm‘h: . B
_‘gz_ - ; » e
r - e - ‘
Scientific RDD Creation
HDFS / Scala Ma Save /
Shark (split) P Cache

____ i | Load | i Splitby i | Splitby i | oo i 4o
|
I

RU —

Data Scientists /
Expert Usrs

] I
NotCDF 1 Time U Region it Redrid g Metrics g
) I I

Data Centers/
obs4MIPs ESGF ExArch DAACs Systems
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Spor‘lzz

Lightning-Fast Cluster Computing
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AP

Sci Spark — Visualization (D3 and friends

Query:
. URL Count Rank Relevance
o 5 2 |tp/Awww.backpage.com/ 18404 052 018
5 |ntpierotemp.com/Pe-Tree-Spa-Pineles Park-Floridahim 13404 031 059
° Rank-R ce . T4 003 049
. index-page-5.htm 18404 066 038
» h 1304 01 o074
. et index-page-2htm 13404 061 005
) ) ) ) > ) - == -
3 . o 13404 094 098
o 3 eratcmp.cor acer 1304 033 050
. Qos- . < P 2 o0 @ +PRE OO
H [ PR
= g - . Content-Length Distribution?
B 04 E 623
o - . 3 1

(parsing framework)

Gora

(storage framework)
Solr

(indexing framework)

Protocol Layer

HBase/Hadoop
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Use Cases

e (A) Multi-stage generation to generate time-
split data

e (B) Multi-stage operation to select data from
Shark, and cluster by deviation from mean

15-Jun-15 SparkSummit 31
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Climate Metrics on SC|Spark

’—____

-~ 0ODT \\ — T T~ — . >
/ - ) N .
! based ETL |  rop ( Regrid \ Spllt by Time

into HDFS

=~

> sRDD

(Jan 1998 - 2012)

in-memory
node local or replicated

A)

HDFS/replicated spinning disk or SSD

e o e e e
- -~ —— -
~

Cluster values on > .
I
\ mean, output
clusters

;~~ Select lat, N
! Ing,value from 9
Shark over NA

in-memory
node local or replicated

B) 15-Jun-15 SparkSummit 32
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SRl
SciSpark — just getting started

Funded NASA AIST14 award to construct

e SciSpark climate scenarios
— Climate extremes / impact analysis and clustering
— Mesocale Convectlve Complex Search

6 FadBE11 FagB10 F @2 F& 4!
o F4{Gk13 FadGE12 FAEE2
10 = 3]
F@2 F4BE1
FE |
E
F 5
FeeEe
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) WEBINARS

? WHITEPAPERS f UNIVERSITY OF
computer > SOWTONCENTERS ¥ CAMBRIDGE
society »JossBsoarD
s SPL
computmg now EStackonsumromy
ACCESSDise B WHAT'S NEW EDUCATION NEWS MAGAZINES JOURNALS CONFERENCES SUBMISSIONS ABOUT
HOME . )

SUOF G TR S FRGRR R F G = ancemTy | orr e —— Radio Array of Portable Interferometric Detectors

Computing in Astronomy Self-contained field units
Highly portable

x50 to 100
Final submissions due: December 31, 2013

Publication date: September 2014

One polarization shown
Antenna
Computer seeks submissions for a September 2014 special issue on computing in astronomy.

Computer science has become a key enabler in astronomy's abl
science is a major bottleneck in the quest of making new discov,
of data that require unprecedented storage capacity, network bi
of more sophisticated data acquisition, analysis, and prediction
technologies. Social media, open source, and distributed scienti
observations and results quickly. The field of astroinformatics i

Front-end

This special issue aims to present high-quality articles to the col
astronomy and astroinformatics. Only submissions describing p
ﬁ under review by a conference or journal will be considered.  [NEEEEGMGEGEGEGEE R o B | L, ) T ] { H

f e it 1060
Radio Array of Portable :

i

Station calibration calculations
Distribution of coefficients

I
O EF =
Interferometric Detectors .

RAPID Mobile Base Station

Monitoring functions OODT 29 |..

Beam pointing weights
Maintenance handling

relator

Jet Propulsion Laboratory
California Institute of Technology

VFASTR Data Portal
[£.]6 hup://ska-de jol.nasa _br176: 6 J(Q Goog o)
&3 (1) HE Apple Yahoo! GoogleMaps YouTube Wikipedia News (115)v Popularv JPLv

All for 1

: il ¢ . Square Kilometre Array

669 680 6.90 710 e 579 550 700 7o
& control Time (seconds)
Sum across all antennas 4 Combined 8 stations, high pass filter
Eggg i g [ i
069 .80 6.0 7.00 710 (1 578 X 700 710
Time (seconds) Time (seconds)
Event Tags
Human generated tags ook ike ), wheroas machine generate tagslock ke (7). Hover over a g with your mouse o see detais
Tags for this Event:
Home / Instances
Ll L) Filter Workflows by Status:
| QUEUED | RSUBMIT | BUILDING CONFIG FILE | PGE EXEC | CRAWLING | STAGING INPUT | FINISHED | STARTED | PAUSED | ALL |
data_dropout Workflows 1-1 of 1 total
Ew ssitendpeoper 025, Priority: 6.586, Median DM: 2.760
uninteresting Execution Time  Current Task
intessting o o Workdlow Progress SES (i) Execution Time (min)  CUTent Task
D ary Dedispersion Imagery
pulsar EVLA Summer School Spectral Line Cube
Werkdlowlnstid 02756199731 160- === ) PGE 015 015 EVLA Spectral
Q view zo0med sum acro s A view fulsize  view fulsize DO97.CTE0e5c269t Processingoce:ska i plnasa gov 66.67% EXEC
b: brl78a 2 Scan 0 Antennas: All, Polarization: Sum Dedispersed (DM=2.760); Job: br178a 2, Scan 0
Hmes]ré?a 36578 (36478 - 36680); Priority 6.59; DM 2.76000( Y\rg\eslep 36578 (36478 - 36678); Priority 6.59 4
| —— . —— 3
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DARPA Memex

* Domain Specific search of audio/video/media
* Focused crawling; interactive crawling

HARVARD ¥ Kitware TA2 Teams

Computer Vision &

vi sual Comput ng Group Geospatial Indexing

TA1Teams Image Video Geospatial " Blaze 3 Bokeh
(j Tangelo $f& Wakari
Crawl Extract Index Iterative
Metadata s Search

A Apache -,

TA3 Teams

Target & Refine

15-Jun-15 SparkSummit 35



S0

Conclusions

* Lots of places in science and NASA for Spark
* Great connections already

* Existing Apache projects to integrate
upstream

* Downstream use cases

e Come chat with me today!
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Thank youl!

http://sunset.usc.edu/
~mattmann/




