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The Future is Data-Based!
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Itʼs All Happening On-line!

•  Every:!
–  Click!
–  Ad impression!
–  Wall post, friending, …!
–  Billing event!
–  Fast Forward, pause,…!
–  Server request!
–  Transaction!
–  Network message!
–  Fault!
–  …!

•  Generates Streams of Data that can be Analyzed!
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User Generated Content!
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Credit: Mike Carey, UCI 



Graph Data!
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Lots of interesting data 
has a graph structure: 
•  Social networks 
•  Communication networks 
•  Computer Networks 
•  Road networks 
•  Citations 
•  Collaborations/Relationships 
•  … 

Some of these graphs can get  
quite large (e.g., Facebook’s  
user graph) 



M2M - Internet of things!
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Fusion: e.g., NextGen Maps!
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Crowdsourcing      +  physical modeling     +   sensing    +   data assimilation 
  
to produce: 

From Alex Bayen, UCB 



What can you do with the data!
•  Reporting!

– Post Hoc!
– Real time!

•  Monitoring (fine-grained)!
•  Exploration!
•  Finding Patterns!
•  Root Cause Analysis!
•  Closed-loop Control!
•  Model construction!
•  Prediction!
•  …!
!
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Big Data Explained!
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!
Size!
(Volume, Velocity)!
 
+ 
 
Complexity 
(Variety) 

 
   
= 

Answers that don’t meet
,  and requirements. 



More Data è Better Answers?!
More Rows: Algorithmic complexity kicks in!
More Columns: Exponentially more hypotheses!
!
Another formulation of the problem:!
•  Given  an inferential goal and a fixed 

computational budget, provide a guarantee that 
the quality of inference will increase 
monotonically as data accrue (without bound)!

•  In other words:!
!Data should be a resource, not a load!

Due to Mike Jordan, UCB 



The Vision: Algorithms, Machines, People!

Adap%ve/Ac%ve	
  
Machine	
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Human	
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11 

Massive	
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Why AMP Now?!
•  Even new “Big Data” stacks respect traditional 

intellectual borders!
–  Need Machine Learning/Systems/Database Co-

Design!
–  Requires Machine Learning/Systems/Database 

Cohabitation and Collaboration!

•  Opportunity to rethink fundamental design points 
for time-cost-quality:!
–  Low Latency!
–  Variable Consistency!
–  Cloud-based Elastic Resources!

•  Need to consider role of people throughout the 
entire analytics lifecycle!
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AMPLab Facts!
An integration of Faculty Interests (*Directors):!
!
!
!
!
~60 World-leading students, post-docs & visitors!
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Alex	
  Bayen	
  (Mobile	
  Sensing)	
   Anthony	
  Joseph	
  (Sec./	
  Privacy)	
  
Ken	
  Goldberg	
  (Crowdsourcing)	
   Randy	
  Katz	
  (Systems)	
  
*Michael	
  Franklin	
  (Databases)	
   Dave	
  PaMerson	
  (Systems)	
  
Armando	
  Fox	
  (Systems)	
   *Ion	
  Stoica	
  (Systems)	
  
*Mike	
  Jordan	
  (Machine	
  Learning)	
   ScoM	
  Shenker	
  (Networking)	
  

Organized for Collaboration:!



AMP Facts (continued)!
•  Started February 2011; 5 (+1) Yr Duration!
•  Strong industry relationships & support!

Founding Sponsors:!
!
Sponsors and Affiliates:!

!
•  NSF Expedition and Darpa XData!
•  All software released as BSD Open Source!
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AMP Expedition!
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How we work with Industry!

§  Industry relationships are one of our 
“unfair advantages”!

§  Key relationships, insights, problems, 
guidance, funding, data!

§  Twice-yearly, in-depth research 
retreats!
§  20+ Companies and Labs!
§  AMP Camp is result of sponsor feedback 

at previous retreat!
§  Internships and Collaborations!
§  Open source and technology transfer 

=> research results and tools will be 
widely available!
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BDAS: Berkeley Data Analysis System !
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A new open source software stack to: 
Effectively manage cluster resources 
Efficiently extract value out of big data 
Continuously optimize Cost, Time, and Answer Quality  



Application Partners!
!

Participatory Sensing!
        Mobile Millenium (Alex Bayen)!
Collective Discovery !
! Opinion Space (Ken Goldberg)!

Urban Planning and Simulation!
! UrbanSim (Paul Waddell)!

Cancer Genomics/Personalized 
Medicine ! !!
!X-Prize(Taylor Sittler, UCSF)!

Internet Security !
!VAST (Vern Paxson)!

!
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Application Requirements!
Mobile	
  
Millennium	
  	
  

Opinion	
  
Space	
  

Tumor	
  
Genomics	
  

Urban	
  
Planning	
  

Internet	
  
Security	
  

Large	
  Data	
  
Volumes	
  

Data	
  Integra%on	
  

Crowdsourcing	
  

Computa%onally	
  	
  
Intensive	
  

Real	
  Time	
  
Analysis	
  

Sensor/Physical	
  
Data	
  

Text/
Unstructured	
  

19 



Big Data, Societal-Scale App?!
•  Cancer Tumor Genomics!
•  Vision: Personalized Therapy!

–  “…10 years from now, each cancer patient is                        
going to want to get a genomic analysis of                                      
their cancer and will expect customized                                
therapy based on that information.” !

Director, The Cancer Genome Atlas (TCGA), Time Magazine, 6/13/11 !
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•  Opportunity: UCSF cancer researchers + 
UCSC cancer genetic database + AMP Lab!
– TCGA: 5 PB = 20 cancers x 1000 genomes!

“DNA Sequencing Caught in Deluge of Data,” Andrew Pollack, New York Times, 11/30/11 

•   Sequencing costs     (150X)      Big Data 



Opportunity or Obligation?!

•  Provocative Hypothesis: Given fast 
growing genomic databases, could CS 
now be a huge help in war on cancer?!

•  If a chance that we could help millions of 
cancer patients live longer and better lives, 
as moral people, arenʼt we obligated to try?!

•  David Patterson, “Computer Scientists 
May Have What It Takes to Help Cure 
Cancer,” New York Times, 12/5/2011!
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> 300,000 
Downloads 
in 2 Months 



Carat: A Quintessential AMP App !
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Collaborative Detection of Energy Bugs 



For More Information!
amplab.cs.berkeley.edu!

•  Papers and Project Pages!
•  News updates and Blogs!

Spark Meet-Up & User Group!
Github and Apache Mesos!
!
!
!
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