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Machines	
  alone	
  are	
  not	
  enough…	
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Machines	
  alone	
  are	
  not	
  enough…	
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SELECT Image 
From Pictures 
Where Image contains “Dog” 
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Adding	
  People	
  to	
  Analy6cs	
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America's top 10 NASDAQ  
companies with female CEOs 

Data collection Transcription 

Data cleaning Creativity/Design/Taste 

and more 
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Science	
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Knowledge	
  Basis	
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Structured	
  Data	
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API	
  

Crowdsourcing	
  for	
  Developers	
  101	
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Micro-­‐Task	
  CrowdSourcing	
  

9 



amplab

Microtasking	
  –	
  Virtualized	
  Humans	
  

•  Current	
  leader:	
  Amazon	
  Mechanical	
  Turk	
  
•  Requestors	
  place	
  Human	
  Intelligence	
  Tasks	
  (HITs)	
  

– Minimum	
  price:	
  $0.01	
  
–  #of	
  replicas	
  (assignments),	
  expira6on,	
  User	
  Interface	
  
– API-­‐based:	
  “createHit()”,	
  “getAssignments()”,	
  
“approveAssignments()”,	
  “forceExpire()”	
  

–  Requestors	
  approve	
  jobs	
  and	
  payment	
  

•  Workers	
  (a.k.a.	
  “turkers”)	
  choose	
  jobs,	
  do	
  them,	
  get	
  
paid	
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Samasource.org	
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Challenges	
  

•  Quality	
  
•  User	
  Interface	
  Design	
  
•  Worker	
  mo6va6on	
  
•  Task	
  decomposi6on	
  
•  Leverage	
  worker	
  knowledge/capabili6es	
  
•  Op6miza6on	
  (6me/cost)	
  
•  ….	
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Challenges	
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•  Op6miza6on	
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•  User	
  Interface	
  Design	
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How	
  Can	
  You	
  Trust	
  the	
  Crowd?	
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Quality	
  Techniques	
  

•  Approval	
  Rate	
  /	
  Demographic	
  Restric6ons	
  
•  Gold	
  Sets/Honey	
  Pots	
  
•  Redundancy	
  
•  Qualifica6on	
  Test	
  
•  Verifica6on/Review	
  
•  Jus6fica6on/Automa6c	
  Verifica6on	
  
•  …	
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Quality	
  Techniques	
  

•  Approval	
  Rate	
  /	
  Demographic	
  Restric;ons	
  
•  Gold	
  Sets/Honey	
  Pots	
  
•  Redundancy	
  
•  Qualifica6on	
  Test	
  
•  Verifica6on/Review	
  
•  Jus6fica6on/Automa6c	
  Verifica6on	
  
•  …	
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Approval	
  Rate	
  &	
  
	
  Demographic	
  Restric6ons	
  	
  

+	
   	
  Easy	
  to	
  setup	
  
+ 	
  Transparent	
  
-­‐  Easy	
  to	
  defeat	
  	
  
-­‐  Causes	
  a	
  lot	
  of	
  trouble	
  

20	
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Approval	
  Rate	
  	
  

	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  	
  

HIT	
  Group	
  »	
   	
  I	
  recently	
  did	
  299	
  HITs	
  for	
  this	
  requester.…	
  Of	
  the	
  
299	
  HITs	
  I	
  completed,	
  11	
  of	
  them	
  were	
  rejected	
  without	
  any	
  
reason	
  being	
  given.	
  Prior	
  to	
  this	
  I	
  only	
  had	
  14	
  rejec;ons,	
  a	
  .2%	
  
rejec;on	
  rate.	
  I	
  currently	
  have	
  8522	
  submiRed	
  HITs,	
  with	
  a	
  
0.3%	
  rejec6on	
  rate	
  ajer	
  the	
  rejec6ons	
  from	
  this	
  requester	
  (25	
  total	
  
rejec6ons).	
  I	
  have	
  alempted	
  to	
  contact	
  the	
  requester	
  and	
  will	
  
update	
  if	
  I	
  receive	
  a	
  response.	
  Un6l	
  then	
  be	
  very	
  wary	
  of	
  doing	
  any	
  
work	
  for	
  this	
  requester,	
  as	
  it	
  appears	
  that	
  they	
  are	
  rejec;ng	
  about	
  
1	
  in	
  every	
  27	
  HITs	
  being	
  submiRed.	
  	
  	
  	
  	
  posted	
  by	
  …	
  
fair:2	
  /	
  5	
  	
  	
  	
  fast:4	
  /	
  5	
  	
  	
  	
  pay:2	
  /	
  5	
  	
  	
  	
  	
  comm:0	
  /	
  5	
  

21	
   [Franklin,	
  Kossmann,	
  Kraska,	
  Ramesh,	
  Xin:	
  CrowdDB:	
  Answering	
  Queries	
  with	
  Crowdsourcing.	
  SIGMOD,2011]	
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Gold	
  Sets	
  /	
  Honey	
  Pots	
  

•  Gold	
  derived	
  from	
  
–  Experts	
  
–  Crowd	
  using	
  high	
  quorum	
  

•  Interject	
  trap	
  ques6ons	
  
•  Block	
  users	
  in	
  trap	
  and	
  
invalidate	
  answers	
  

+	
  	
  OWen	
  very	
  effec;ve	
  
+ 	
  Cost	
  efficient	
  
-­‐  Not	
  always	
  applicable	
  
-­‐  Digging	
  gold	
  is	
  hard	
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Defea6ng	
  Honey	
  Pots:	
  reCAPTCHA	
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honey data 
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Redundancy:	
  Quorum	
  Votes	
  

24 

majority vote 

result 
+  Easy to implement 
+  Hard to defeat 
-  Increased cost 
-  Masks cases of ambiguity or diversity, “tail” behaviors 
-  Does not cover bias 
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Challenges	
  

•  Quality	
  
•  User	
  Interface	
  Design	
  
•  Worker	
  mo6va6on	
  
•  Task	
  decomposi6on	
  
•  Leverage	
  worker	
  knowledge/capabili6es	
  
•  Op6miza6on	
  (6me/cost)	
  
•  ….	
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Use	
  Cases	
  	
  	
  

•  Data	
  collec6on:	
  	
  
–  How	
  do	
  my	
  prices	
  compare	
  to	
  the	
  prices	
  of	
  my	
  compe6tors	
  
–  Finding	
  job	
  candidates	
  (who	
  is	
  gradua6ng	
  from	
  HPI	
  next	
  year)	
  
–  Find	
  green-­‐tech	
  companies	
  in	
  the	
  Bay	
  Area	
  
–  …	
  

•  Data	
  cleaning	
  
–  Verifying	
  customer	
  addresses	
  	
  
–  Duplicate	
  elimina6on	
  
–  …	
  

•  Extending	
  data	
  
–  Labeling	
  (spam/not_spam)	
  
–  …	
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CrowdDB	
  

M
et
aD

at
a	
  

St
a6

s6
cs
	
  

Parser	
  

Op6mizer	
  

Executor	
  

File	
  Access	
  Methods	
  

Worker	
  Rela6onship	
  
Manager	
  

UI	
  
Crea6on	
  

UI	
  Template	
  Manager	
  

Form	
  
Editor	
  

HIT	
  Manager	
  

Disk	
  2	
  

Disk	
  1	
  

Result 
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CrowdSQL SQL 
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CrowdSQL	
  

SELECT *  

FROM companies  

WHERE Name ~ “Big Blue”	
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CREATE CROWD TABLE department ( 
  university STRING, 
  department STRING,  
  phone_no STRING)  
PRIMARY KEY (university, department); 

CREATE TABLE company ( 
  name STRING PRIMARY KEY, 
  hq_address CROWD STRING); 

 

DML	
  Extensions:	
  	
  

SELECT p FROM picture  

WHERE subject =  
    "Golden Gate Bridge"  

ORDER BY CROWDORDER(p, "Which 
pic shows better %subject"); 

 

 

DDL	
  Extensions: 

CROWDORDER	
  operators	
  (currently	
  UDFs):	
  CrowdEqual:	
  	
  	
  

Crowdsourced	
  columns	
  	
  	
   Crowdsourced	
  tables	
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Op6miza6on:	
  Quality	
  

Professor Department

⋈
σ name="Carey"

p.dep=d.name

(Department	
  first)	
   (Professor	
  first)	
   (De-­‐normalized	
  Probe)	
  

Please fill out the missing 
professor data

Submit

Carey

E-Mail

Name

Please fill out the missing 
department data

Submit

CS

Phone

Department
Name

MTJoin
(Dep)

p.dep = d.name

MTProbe
(Professor)

name=Carey

Department

Please fill out the missing 
professor data

Submit

CS

Carey

Department
name

N ame

MTJoin
(Professor)

p.name = "carey"

MTProbe(Dep)

E-Mail

Please fill out the missing 
professor data

Submit

Carey

E-Mail

Name
MTProbe

(Professor, Dep)
name=Carey

Department

Department
Phone

Please fill out the missing 
department data

Submit

Phone

Department
Name

≈10%	
  Error-­‐Rate	
   ≈80%	
  Error-­‐Rate	
  

30	
  

Inefficient	
  

CROWD	
  TABLE	
  professor(name,	
  e-­‐mail)	
  
CROWD	
  TABLE	
  department(name,	
  phone-­‐nb)	
  
	
  

SELECT	
  *	
  	
  
FROM	
  professor	
  p,	
  department	
  d	
  
WHERE	
  d.name	
  =	
  p.dep	
  
AND	
  p.name	
  =“Michael	
  J.	
  Carey”	
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A	
  Bigger(?)	
  Underlying	
  Issue	
  

Closed-­‐World	
   Open-­‐World	
  

31 
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What	
  Does	
  This	
  Query	
  Mean?	
  

SELECT COUNT(*) FROM IceCreamFlavors!

32 

Trushkowsky et al. Getting it All From the Crowd, (in preparation) on arxiv 
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Es6ma6ng	
  Completeness	
  

33 

US States using Mechanical Turk"
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SELECT COUNT(*) FROM US States!

Unique items over time 
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Es6ma6ng	
  Completeness	
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US States using Mechanical Turk"
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SELECT COUNT(*) FROM US States!

(a) UN 1

200 400 600 800

0
10

0
20

0
30

0

# answers

ch
ao

92
 e

st
im

at
e

�
orig

= 0.14
�
new

= 0.087

(b) UN 2

200 400 600 800

0
10

0
20

0
30

0

# answers

ch
ao

92
 e

st
im

at
e

�
orig

= 0.11
�
new

= 0.099

(d) UN 3

200 400 600 800

0
10

0
20

0
30

0

# answers

ch
ao

92
 e

st
im

at
e

�
orig

= 0.065
�
new

= 0.058

(e) UN 4

200 400 600 800

0
10

0
20

0
30

0

# answers

ch
ao

92
 e

st
im

at
e

�
orig

= 0.18
�
new

= 0.28

(f) States 1

50 100 150 200 250

0
20

40
60

80
10

0

# answers

ch
ao

92
 e

st
im

at
e

�
orig

= 0.046
�
new

= 0.053
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Fig. 7. Estimator results on representative UN country and US states experiments

We create ˜

f1 from the original f1 by reducing each worker
i’s f1-contribution to fall within 2�̂

i

+ x̄

i

:
˜

f1 =

X

i

min(f1(i), 2�̂i

+ x̄

i

) (5)

The final estimator is similar to equation 3 except that it
uses the ˜

f1 statistic. For example, with a coefficient of variance
�̂

2
= 0, it would simplify to:

ˆ

N

crowd

=

cn

n�
P

i

min(f1(i), 2�̂i

+ x̄

i

)

(6)

Although a small adjustment, ˆ

N

crowd

is more robust against
the impact of streakers than the original Chao92, as we show
in our evaluation next.

D. Experimental Results
We ran over 30,000 HITs on AMT for set enumeration

tasks to evaluate our technique. Several CROWD tables we
experimented with include small and large well-defined sets
like NBA teams, US states, UN member countries, as well as
sets that can truly leverage human perception and experience
like indoor plants with low-light needs, restaurants in San
Francisco serving scallops, slim-fit tuxedos, and ice cream
flavors. Workers were paid $0.01-$0.05 to provide one item
in the result set using the UI shown in Figure 3; they were
allowed to complete multiple tasks if they wanted to submit
more than one answer. In the remainder of this paper we focus
on a subset of the experiments, some with known cardinality
and fixed membership, US states (nine experiment runs) and
UN member countries (five runs), as well as more open ended
queries like plants, restaurants, tuxedos, and ice cream flavors
(one run each).

1) Error Metric: Due to a lack of a good metric to evaluate
estimators with respect to stability and convergence rate, we
developed an error metric � that captures bias (absolute
distance from the true value), as well as the estimator’s time to
convergence and stability. The idea is to weight the magnitude
of the estimator’s bias more as the size of the sample increases.
Let N denote the known true value, and ˆ

N

i

denote the estimate
after i samples. After n samples, � is defined as:

� =

P
n

i=1 | ˆNi

�N |iP
i

=

2

P
n

i=1 | ˆNi

�N |i
n(n+ 1)

(7)

A lower � value means a smaller averaged bias and thus,
a better estimate. The weighting renders a harsher penalty
for incorrectness later on than in the beginning, in addition
to penalizing an estimator that takes longer to reach the true
value; this addresses the convergence rate criteria. The error
metric also rewards an estimate for staying near the true value.

2) Results: UN and States: We first illustrate how ˆ

N

crowd

behaves for a representative set of UN member countries and
US states experiments; we elide the full set for space reasons.
For both experiments the UI from Figure 3 was shown by
CrowdDB to ask for an UN member country, respectively
US state, on AMT for $0.01 cents per task. Figures 7(a-
h) show cardinality estimates as well as the � metric for
the selected experiments. We observed that our estimate has
an improvement over Chao92 for most UN experiments we
performed as Figure 7(a) and (b) show. In UN 1 our estimates
reduces the overestimation of Chao92 that occurred during the
middle of the experiment. In the UN 2 experiment, one streaker
dominated the total answer set at the beginning—a substantial
outlier. Once his contribution was reduced dramatically, the
remaining workers’ answers had significant overlap because
most were enumerating the list of nations alphabetically,
resulting in a low cardinality because of the heavily skewed
data distribution this scenario creates. Recall from the previous
section that the expected behavior of the estimator in this
case is to under-predict. In contrast, the third UN experiment
run had several streakers at the beginning who each had
very different data distributions (i.e., enumerating the list of
nations from different alphabetical start points). While the
heuristic helped level the f1 contribution from these workers,
overestimation still occurs due to the combined number of
singleton answers from these workers. In a few cases, our
estimator performs worse than Chao92, e.g., UN 4. However,
note that underestimation is expected when workers share
a heavily skewed distribution; thus a streaker causing the
estimate to be higher than it should will actually result in
a value closer to the true value.

The effect of our estimate compared to Choa92 is less
significant in the States experiments, which have less worker
skew. Figure 7(f) and (g) show two US states experiments
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Fig. 7. Estimator results on representative UN country and US states experiments

We create ˜

f1 from the original f1 by reducing each worker
i’s f1-contribution to fall within 2�̂

i

+ x̄

i

:
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f1 =
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The final estimator is similar to equation 3 except that it
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Although a small adjustment, ˆ

N

crowd

is more robust against
the impact of streakers than the original Chao92, as we show
in our evaluation next.

D. Experimental Results
We ran over 30,000 HITs on AMT for set enumeration

tasks to evaluate our technique. Several CROWD tables we
experimented with include small and large well-defined sets
like NBA teams, US states, UN member countries, as well as
sets that can truly leverage human perception and experience
like indoor plants with low-light needs, restaurants in San
Francisco serving scallops, slim-fit tuxedos, and ice cream
flavors. Workers were paid $0.01-$0.05 to provide one item
in the result set using the UI shown in Figure 3; they were
allowed to complete multiple tasks if they wanted to submit
more than one answer. In the remainder of this paper we focus
on a subset of the experiments, some with known cardinality
and fixed membership, US states (nine experiment runs) and
UN member countries (five runs), as well as more open ended
queries like plants, restaurants, tuxedos, and ice cream flavors
(one run each).

1) Error Metric: Due to a lack of a good metric to evaluate
estimators with respect to stability and convergence rate, we
developed an error metric � that captures bias (absolute
distance from the true value), as well as the estimator’s time to
convergence and stability. The idea is to weight the magnitude
of the estimator’s bias more as the size of the sample increases.
Let N denote the known true value, and ˆ

N

i

denote the estimate
after i samples. After n samples, � is defined as:

� =

P
n

i=1 | ˆNi

�N |iP
i

=

2
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�N |i
n(n+ 1)

(7)

A lower � value means a smaller averaged bias and thus,
a better estimate. The weighting renders a harsher penalty
for incorrectness later on than in the beginning, in addition
to penalizing an estimator that takes longer to reach the true
value; this addresses the convergence rate criteria. The error
metric also rewards an estimate for staying near the true value.

2) Results: UN and States: We first illustrate how ˆ

N

crowd

behaves for a representative set of UN member countries and
US states experiments; we elide the full set for space reasons.
For both experiments the UI from Figure 3 was shown by
CrowdDB to ask for an UN member country, respectively
US state, on AMT for $0.01 cents per task. Figures 7(a-
h) show cardinality estimates as well as the � metric for
the selected experiments. We observed that our estimate has
an improvement over Chao92 for most UN experiments we
performed as Figure 7(a) and (b) show. In UN 1 our estimates
reduces the overestimation of Chao92 that occurred during the
middle of the experiment. In the UN 2 experiment, one streaker
dominated the total answer set at the beginning—a substantial
outlier. Once his contribution was reduced dramatically, the
remaining workers’ answers had significant overlap because
most were enumerating the list of nations alphabetically,
resulting in a low cardinality because of the heavily skewed
data distribution this scenario creates. Recall from the previous
section that the expected behavior of the estimator in this
case is to under-predict. In contrast, the third UN experiment
run had several streakers at the beginning who each had
very different data distributions (i.e., enumerating the list of
nations from different alphabetical start points). While the
heuristic helped level the f1 contribution from these workers,
overestimation still occurs due to the combined number of
singleton answers from these workers. In a few cases, our
estimator performs worse than Chao92, e.g., UN 4. However,
note that underestimation is expected when workers share
a heavily skewed distribution; thus a streaker causing the
estimate to be higher than it should will actually result in
a value closer to the true value.

The effect of our estimate compared to Choa92 is less
significant in the States experiments, which have less worker
skew. Figure 7(f) and (g) show two US states experiments
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Ice Cream Flavors 

•  Ice Cream Flavors"
–  Estimators don’t 

converge"
–  Very highly skewed 

(CV = 5.8)"
–  Detect that # HITs 

insufficient 
(beginning of curve)"

SELECT COUNT(*) FROM IceCreamFlavors!

	
  
Few,	
  short	
  lists	
  of	
  ice	
  cream	
  flavors	
  	
  
(e.g.	
  “alumni	
  swirl,	
  apple	
  cobbler	
  crunch,	
  
arboretum	
  breeze,…”	
  from	
  Penn	
  State	
  
Creamery)	
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Pay-­‐As-­‐You-­‐Go	
  
•  “I	
  don’t	
  believe	
  it	
  is	
  usually	
  possible	
  to	
  esFmate	
  the	
  number	
  of	
  

species...	
  but	
  only	
  an	
  appropriate	
  lower	
  bound	
  for	
  that	
  
number.	
  This	
  is	
  because	
  there	
  is	
  nearly	
  always	
  a	
  good	
  chance	
  
that	
  there	
  are	
  a	
  very	
  large	
  number	
  of	
  extremely	
  rare	
  species”	
  
–	
  Good,	
  1953	
  

•  So	
  instead,	
  can	
  ask:	
  “What’s	
  the	
  benefit	
  of	
  m	
  
addi6onal	
  HITs?”	
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m	
   Actual	
   Shen	
   Spline	
  

10	
   1	
   1.79	
   1.62	
  

50	
   7	
   8.91	
   8.22	
  

200	
   39	
   35.4	
   32.9	
  

Ice Cream after 1500 HITs 
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En6ty	
  Resolu6on 

DB 

37/17	
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Hybrid	
  En6ty	
  Resolu6on 

38/17	


J. Wang et al. CrowdER: Crowdsourcing Entity Resolution, PVLDB 2012  
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Cost	
  =	
  $38.1,	
  
Time	
  =	
  4.5h	
  

Cost	
  =	
  $38.1,	
  
Time	
  =	
  20h	
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Human-­‐Tolerant	
  Compu6ng	
  

Adding	
  People	
  into	
  the	
  Analy6cs	
  Lifecycle:	
  
•  Inconsistent	
  answer	
  quality	
  
•  Incen6ves	
  
•  Latency	
  &	
  Variance	
  
•  Open	
  vs.	
  Closed	
  world	
  
•  Hybrid	
  Human/Machine	
  Design	
  

Approaches:	
  
•  Sta6s6cal	
  methods	
  for	
  error	
  and	
  bias	
  
•  Quality-­‐conscious	
  Interface	
  design	
  
•  Cost	
  (6me,	
  quality)-­‐based	
  op6miza6on	
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Summary	
  

The	
  AMPLab	
  looks	
  into	
  integra6ng	
  Algorithms,	
  Machines	
  and	
  
People	
  for	
  big	
  data	
  analy6cs	
  
•  Crowdsourcing	
  can	
  help	
  with	
  Big	
  Data	
  analy6cs	
  where	
  

machines	
  are	
  not	
  enough	
  
•  CrowdDB	
  is	
  a	
  first	
  hybrid	
  Crowd/Cloud	
  data	
  management	
  

system	
  following	
  this	
  vision	
  
•  Full	
  tutorial:	
  Crowdsourcing	
  ApplicaFons	
  and	
  PlaPorms:	
  	
  

A	
  Data	
  Management	
  PerspecFve.	
  VLDB,	
  2011	
  
•  Try	
  it	
  out	
  at	
  mturk.com	
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