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Example:	
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✦ Goal:	
  ClassificaVon	
  of	
  text	
  file
✦ Featurize	
  data	
  manually

1 def main(args: Array[String]) {
2 val mc = new MLContext("local", "MLILR")
3

4 //Read in file from HDFS
5 val rawTextTable = mc.csvFile(args(0), Seq("class","text"))
6

7 //Run feature extraction
8 val classes = rawTextTable(??, "class")
9 val ngrams = tfIdf(nGrams(rawTextTable(??, "text"), n=2, top=30000))

10 val featureizedTable = classes.zip(ngrams)
11

12 //Classify the data using Logistic Regression.
13 val lrModel = LogisticRegression(featurizedTable, stepSize=0.1, numIter=12)
14 }

1 def main(args: Array[String]) {
2 val sc = new SparkContext("local", "SparkLR")
3

4 //Load data from HDFS
5 val data = sc.textFile(args(0)) //RDD[String]
6

7 //User is responsible for formatting/featurizing/normalizing their RDD!
8 val featurizedData: RDD[(Double,Array[Double])] = processData(data)
9

10 //Train the model using MLlib.
11 val model = new LogisticRegressionLocalRandomSGD()
12 .setStepSize(0.1)
13 .setNumIterations(50)
14 .train(featurizedData)
15 }

Fig. 15: Matrix Factorization via ALS code in MATLAB (top) and MLI (bottom).
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8 val featurizedData: RDD[(Double,Array[Double])] = processData(data)
9

10 //Train the model using MLlib.
11 val model = new LogisticRegressionLocalRandomSGD()
12 .setStepSize(0.1)
13 .setNumIterations(50)
14 .train(featurizedData)
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OLD
val	
  x:	
  RDD[Array[Double]]
val	
  x:	
  RDD[spark.uJl.Vector]
val	
  x:	
  RDD[breeze.linalg.Vector]
val	
  x:	
  RDD[BIDMat.SMat]

NEW
val	
  x:	
  MLTable

✦ Abstract	
  interface	
  for	
  arbitrary	
  backend
✦ Common	
  interface	
  to	
  support	
  an	
  opVmizer
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with respect to computation. In practice, we see comparable
scaling results as more machines are added.

In MATLAB, we implement gradient descent instead of
SGD, as gradient descent requires roughly the same number
of numeric operations as SGD but does not require an inner
loop to pass over the data. It can thus be implemented in a
’vectorized’ fashion, which leads to a significantly more favor-
able runtime. Moreover, while we are not adding additional
processing units to MATLAB as we scale the dataset size, we
show MATLAB’s performance here as a reference for training
a model on a similarly sized dataset on a single multicore
machine.

Results: In our weak scaling experiments (Figures 5 and
6), we can see that our clustered system begins to outperform
MATLAB at even moderate levels of data, and while MATLAB
runs out of memory and cannot complete the experiment on
the 200K point dataset, our system finishes in less than 10
minutes. Moreover, the highly specialized VW is on average
35% faster than our system, and never twice as fast. These
times do not include time spent preparing data for input input
for VW, which was significant, but expect that they’d be a
one-time cost in a fully deployed environment.

From the perspective of strong scaling (Figures 7 and 8),
our solution actually outperforms VW in raw time to train a
model on a fixed dataset size when using 16 and 32 machines,
and exhibits stronger scaling properties, much closer to the
gold standard of linear scaling for these algorithms. We are
unsure whether this is due to our simpler (broadcast/gather)
communication paradigm, or some other property of the sys-
tem.

System Lines of Code
MLbase 32

GraphLab 383
Mahout 865

MATLAB-Mex 124
MATLAB 20

TABLE II: Lines of code for various implementations of ALS

B. Collaborative Filtering: Alternating Least Squares

Matrix factorization is a technique used in recommender
systems to predict user-product associations. Let M 2 Rm⇥n

be some underlying matrix and suppose that only a small
subset, ⌦(M), of its entries are revealed. The goal of matrix
factorization is to find low-rank matrices U 2 Rm⇥k and
V 2 Rn⇥k, where k ⌧ n,m, such that M ⇡ UV

T .
Commonly, U and V are estimated using the following bi-
convex objective:

min

U,V

X

(i,j)2⌦(M)

(Mij � U

T
i Vj)

2
+ �(||U ||2F + ||V ||2F ) . (2)

Alternating least squares (ALS) is a widely used method for
matrix factorization that solves (2) by alternating between
optimizing U with V fixed, and V with U fixed. ALS is
well-suited for parallelism, as each row of U can be solved
independently with V fixed, and vice-versa. With V fixed, the
minimization problem for each row ui is solved with the closed
form solution. where u

⇤
i 2 Rk is the optimal solution for the

i

th row vector of U , V⌦i is a sub-matrix of rows vj such that
j 2 ⌦i, and Mi⌦i is a sub-vector of observed entries in the
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with respect to computation. In practice, we see comparable
scaling results as more machines are added.

In MATLAB, we implement gradient descent instead of
SGD, as gradient descent requires roughly the same number
of numeric operations as SGD but does not require an inner
loop to pass over the data. It can thus be implemented in a
’vectorized’ fashion, which leads to a significantly more favor-
able runtime. Moreover, while we are not adding additional
processing units to MATLAB as we scale the dataset size, we
show MATLAB’s performance here as a reference for training
a model on a similarly sized dataset on a single multicore
machine.

Results: In our weak scaling experiments (Figures 5 and
6), we can see that our clustered system begins to outperform
MATLAB at even moderate levels of data, and while MATLAB
runs out of memory and cannot complete the experiment on
the 200K point dataset, our system finishes in less than 10
minutes. Moreover, the highly specialized VW is on average
35% faster than our system, and never twice as fast. These
times do not include time spent preparing data for input input
for VW, which was significant, but expect that they’d be a
one-time cost in a fully deployed environment.

From the perspective of strong scaling (Figures 7 and 8),
our solution actually outperforms VW in raw time to train a
model on a fixed dataset size when using 16 and 32 machines,
and exhibits stronger scaling properties, much closer to the
gold standard of linear scaling for these algorithms. We are
unsure whether this is due to our simpler (broadcast/gather)
communication paradigm, or some other property of the sys-
tem.
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GraphLab 383
Mahout 865

MATLAB-Mex 124
MATLAB 20

TABLE II: Lines of code for various implementations of ALS

B. Collaborative Filtering: Alternating Least Squares

Matrix factorization is a technique used in recommender
systems to predict user-product associations. Let M 2 Rm⇥n

be some underlying matrix and suppose that only a small
subset, ⌦(M), of its entries are revealed. The goal of matrix
factorization is to find low-rank matrices U 2 Rm⇥k and
V 2 Rn⇥k, where k ⌧ n,m, such that M ⇡ UV

T .
Commonly, U and V are estimated using the following bi-
convex objective:

min

U,V

X

(i,j)2⌦(M)

(Mij � U

T
i Vj)

2
+ �(||U ||2F + ||V ||2F ) . (2)

Alternating least squares (ALS) is a widely used method for
matrix factorization that solves (2) by alternating between
optimizing U with V fixed, and V with U fixed. ALS is
well-suited for parallelism, as each row of U can be solved
independently with V fixed, and vice-versa. With V fixed, the
minimization problem for each row ui is solved with the closed
form solution. where u

⇤
i 2 Rk is the optimal solution for the

i

th row vector of U , V⌦i is a sub-matrix of rows vj such that
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with respect to computation. In practice, we see comparable
scaling results as more machines are added.

In MATLAB, we implement gradient descent instead of
SGD, as gradient descent requires roughly the same number
of numeric operations as SGD but does not require an inner
loop to pass over the data. It can thus be implemented in a
’vectorized’ fashion, which leads to a significantly more favor-
able runtime. Moreover, while we are not adding additional
processing units to MATLAB as we scale the dataset size, we
show MATLAB’s performance here as a reference for training
a model on a similarly sized dataset on a single multicore
machine.

Results: In our weak scaling experiments (Figures 5 and
6), we can see that our clustered system begins to outperform
MATLAB at even moderate levels of data, and while MATLAB
runs out of memory and cannot complete the experiment on
the 200K point dataset, our system finishes in less than 10
minutes. Moreover, the highly specialized VW is on average
35% faster than our system, and never twice as fast. These
times do not include time spent preparing data for input input
for VW, which was significant, but expect that they’d be a
one-time cost in a fully deployed environment.

From the perspective of strong scaling (Figures 7 and 8),
our solution actually outperforms VW in raw time to train a
model on a fixed dataset size when using 16 and 32 machines,
and exhibits stronger scaling properties, much closer to the
gold standard of linear scaling for these algorithms. We are
unsure whether this is due to our simpler (broadcast/gather)
communication paradigm, or some other property of the sys-
tem.
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Matrix factorization is a technique used in recommender
systems to predict user-product associations. Let M 2 Rm⇥n

be some underlying matrix and suppose that only a small
subset, ⌦(M), of its entries are revealed. The goal of matrix
factorization is to find low-rank matrices U 2 Rm⇥k and
V 2 Rn⇥k, where k ⌧ n,m, such that M ⇡ UV

T .
Commonly, U and V are estimated using the following bi-
convex objective:

min

U,V

X

(i,j)2⌦(M)

(Mij � U

T
i Vj)

2
+ �(||U ||2F + ||V ||2F ) . (2)

Alternating least squares (ALS) is a widely used method for
matrix factorization that solves (2) by alternating between
optimizing U with V fixed, and V with U fixed. ALS is
well-suited for parallelism, as each row of U can be solved
independently with V fixed, and vice-versa. With V fixed, the
minimization problem for each row ui is solved with the closed
form solution. where u

⇤
i 2 Rk is the optimal solution for the

i

th row vector of U , V⌦i is a sub-matrix of rows vj such that
j 2 ⌦i, and Mi⌦i is a sub-vector of observed entries in the
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with respect to computation. In practice, we see comparable
scaling results as more machines are added.

In MATLAB, we implement gradient descent instead of
SGD, as gradient descent requires roughly the same number
of numeric operations as SGD but does not require an inner
loop to pass over the data. It can thus be implemented in a
’vectorized’ fashion, which leads to a significantly more favor-
able runtime. Moreover, while we are not adding additional
processing units to MATLAB as we scale the dataset size, we
show MATLAB’s performance here as a reference for training
a model on a similarly sized dataset on a single multicore
machine.

Results: In our weak scaling experiments (Figures 5 and
6), we can see that our clustered system begins to outperform
MATLAB at even moderate levels of data, and while MATLAB
runs out of memory and cannot complete the experiment on
the 200K point dataset, our system finishes in less than 10
minutes. Moreover, the highly specialized VW is on average
35% faster than our system, and never twice as fast. These
times do not include time spent preparing data for input input
for VW, which was significant, but expect that they’d be a
one-time cost in a fully deployed environment.

From the perspective of strong scaling (Figures 7 and 8),
our solution actually outperforms VW in raw time to train a
model on a fixed dataset size when using 16 and 32 machines,
and exhibits stronger scaling properties, much closer to the
gold standard of linear scaling for these algorithms. We are
unsure whether this is due to our simpler (broadcast/gather)
communication paradigm, or some other property of the sys-
tem.
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TABLE II: Lines of code for various implementations of ALS
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Matrix factorization is a technique used in recommender
systems to predict user-product associations. Let M 2 Rm⇥n

be some underlying matrix and suppose that only a small
subset, ⌦(M), of its entries are revealed. The goal of matrix
factorization is to find low-rank matrices U 2 Rm⇥k and
V 2 Rn⇥k, where k ⌧ n,m, such that M ⇡ UV

T .
Commonly, U and V are estimated using the following bi-
convex objective:
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(i,j)2⌦(M)

(Mij � U

T
i Vj)

2
+ �(||U ||2F + ||V ||2F ) . (2)

Alternating least squares (ALS) is a widely used method for
matrix factorization that solves (2) by alternating between
optimizing U with V fixed, and V with U fixed. ALS is
well-suited for parallelism, as each row of U can be solved
independently with V fixed, and vice-versa. With V fixed, the
minimization problem for each row ui is solved with the closed
form solution. where u

⇤
i 2 Rk is the optimal solution for the
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with respect to computation. In practice, we see comparable
scaling results as more machines are added.

In MATLAB, we implement gradient descent instead of
SGD, as gradient descent requires roughly the same number
of numeric operations as SGD but does not require an inner
loop to pass over the data. It can thus be implemented in a
’vectorized’ fashion, which leads to a significantly more favor-
able runtime. Moreover, while we are not adding additional
processing units to MATLAB as we scale the dataset size, we
show MATLAB’s performance here as a reference for training
a model on a similarly sized dataset on a single multicore
machine.

Results: In our weak scaling experiments (Figures 5 and
6), we can see that our clustered system begins to outperform
MATLAB at even moderate levels of data, and while MATLAB
runs out of memory and cannot complete the experiment on
the 200K point dataset, our system finishes in less than 10
minutes. Moreover, the highly specialized VW is on average
35% faster than our system, and never twice as fast. These
times do not include time spent preparing data for input input
for VW, which was significant, but expect that they’d be a
one-time cost in a fully deployed environment.

From the perspective of strong scaling (Figures 7 and 8),
our solution actually outperforms VW in raw time to train a
model on a fixed dataset size when using 16 and 32 machines,
and exhibits stronger scaling properties, much closer to the
gold standard of linear scaling for these algorithms. We are
unsure whether this is due to our simpler (broadcast/gather)
communication paradigm, or some other property of the sys-
tem.

System Lines of Code
MLbase 32

GraphLab 383
Mahout 865

MATLAB-Mex 124
MATLAB 20

TABLE II: Lines of code for various implementations of ALS

B. Collaborative Filtering: Alternating Least Squares

Matrix factorization is a technique used in recommender
systems to predict user-product associations. Let M 2 Rm⇥n

be some underlying matrix and suppose that only a small
subset, ⌦(M), of its entries are revealed. The goal of matrix
factorization is to find low-rank matrices U 2 Rm⇥k and
V 2 Rn⇥k, where k ⌧ n,m, such that M ⇡ UV

T .
Commonly, U and V are estimated using the following bi-
convex objective:

min

U,V

X

(i,j)2⌦(M)

(Mij � U

T
i Vj)

2
+ �(||U ||2F + ||V ||2F ) . (2)

Alternating least squares (ALS) is a widely used method for
matrix factorization that solves (2) by alternating between
optimizing U with V fixed, and V with U fixed. ALS is
well-suited for parallelism, as each row of U can be solved
independently with V fixed, and vice-versa. With V fixed, the
minimization problem for each row ui is solved with the closed
form solution. where u

⇤
i 2 Rk is the optimal solution for the

i

th row vector of U , V⌦i is a sub-matrix of rows vj such that
j 2 ⌦i, and Mi⌦i is a sub-vector of observed entries in the
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Binary	
  ClassificaVon

1.2 Definitions and terminology 3

Figure 1.1 The zig-zag line on the left panel is consistent over the blue and red
training sample, but it is a complex separation surface that is not likely to generalize
well to unseen data. In contrast, the decision surface on the right panel is simpler
and might generalize better in spite of its misclassification of a few points of the
training sample.

Which concept families can actually be learned, and under what conditions? How
well can these concepts be learned computationally?

1.2 Definitions and terminology

We will use the canonical problem of spam detection as a running example to
illustrate some basic definitions and to describe the use and evaluation of machine
learning algorithms in practice. Spam detection is the problem of learning to
automatically classify email messages as either spam or non-spam.

Examples: Items or instances of data used for learning or evaluation. In our spam
problem, these examples correspond to the collection of email messages we will use
for learning and testing.

Features: The set of attributes, often represented as a vector, associated to an
example. In the case of email messages, some relevant features may include the
length of the message, the name of the sender, various characteristics of the header,
the presence of certain keywords in the body of the message, and so on.

Labels: Values or categories assigned to examples. In classification problems,
examples are assigned specific categories, for instance, the spam and non-spam
categories in our binary classification problem. In regression, items are assigned
real-valued labels.

Training sample: Examples used to train a learning algorithm. In our spam
problem, the training sample consists of a set of email examples along with their
associated labels. The training sample varies for di↵erent learning scenarios, as
described in section 1.4.

Validation sample: Examples used to tune the parameters of a learning algorithm
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We will use the canonical problem of spam detection as a running example to
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categories in our binary classification problem. In regression, items are assigned
real-valued labels.
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training sample, but it is a complex separation surface that is not likely to generalize
well to unseen data. In contrast, the decision surface on the right panel is simpler
and might generalize better in spite of its misclassification of a few points of the
training sample.

Which concept families can actually be learned, and under what conditions? How
well can these concepts be learned computationally?

1.2 Definitions and terminology

We will use the canonical problem of spam detection as a running example to
illustrate some basic definitions and to describe the use and evaluation of machine
learning algorithms in practice. Spam detection is the problem of learning to
automatically classify email messages as either spam or non-spam.

Examples: Items or instances of data used for learning or evaluation. In our spam
problem, these examples correspond to the collection of email messages we will use
for learning and testing.

Features: The set of attributes, often represented as a vector, associated to an
example. In the case of email messages, some relevant features may include the
length of the message, the name of the sender, various characteristics of the header,
the presence of certain keywords in the body of the message, and so on.

Labels: Values or categories assigned to examples. In classification problems,
examples are assigned specific categories, for instance, the spam and non-spam
categories in our binary classification problem. In regression, items are assigned
real-valued labels.

Training sample: Examples used to train a learning algorithm. In our spam
problem, the training sample consists of a set of email examples along with their
associated labels. The training sample varies for di↵erent learning scenarios, as
described in section 1.4.

Validation sample: Examples used to tune the parameters of a learning algorithm
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training sample, but it is a complex separation surface that is not likely to generalize
well to unseen data. In contrast, the decision surface on the right panel is simpler
and might generalize better in spite of its misclassification of a few points of the
training sample.

Which concept families can actually be learned, and under what conditions? How
well can these concepts be learned computationally?

1.2 Definitions and terminology

We will use the canonical problem of spam detection as a running example to
illustrate some basic definitions and to describe the use and evaluation of machine
learning algorithms in practice. Spam detection is the problem of learning to
automatically classify email messages as either spam or non-spam.

Examples: Items or instances of data used for learning or evaluation. In our spam
problem, these examples correspond to the collection of email messages we will use
for learning and testing.

Features: The set of attributes, often represented as a vector, associated to an
example. In the case of email messages, some relevant features may include the
length of the message, the name of the sender, various characteristics of the header,
the presence of certain keywords in the body of the message, and so on.

Labels: Values or categories assigned to examples. In classification problems,
examples are assigned specific categories, for instance, the spam and non-spam
categories in our binary classification problem. In regression, items are assigned
real-valued labels.

Training sample: Examples used to train a learning algorithm. In our spam
problem, the training sample consists of a set of email examples along with their
associated labels. The training sample varies for di↵erent learning scenarios, as
described in section 1.4.

Validation sample: Examples used to tune the parameters of a learning algorithm
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Figure 1.1 The zig-zag line on the left panel is consistent over the blue and red
training sample, but it is a complex separation surface that is not likely to generalize
well to unseen data. In contrast, the decision surface on the right panel is simpler
and might generalize better in spite of its misclassification of a few points of the
training sample.

Which concept families can actually be learned, and under what conditions? How
well can these concepts be learned computationally?

1.2 Definitions and terminology

We will use the canonical problem of spam detection as a running example to
illustrate some basic definitions and to describe the use and evaluation of machine
learning algorithms in practice. Spam detection is the problem of learning to
automatically classify email messages as either spam or non-spam.

Examples: Items or instances of data used for learning or evaluation. In our spam
problem, these examples correspond to the collection of email messages we will use
for learning and testing.

Features: The set of attributes, often represented as a vector, associated to an
example. In the case of email messages, some relevant features may include the
length of the message, the name of the sender, various characteristics of the header,
the presence of certain keywords in the body of the message, and so on.

Labels: Values or categories assigned to examples. In classification problems,
examples are assigned specific categories, for instance, the spam and non-spam
categories in our binary classification problem. In regression, items are assigned
real-valued labels.

Training sample: Examples used to train a learning algorithm. In our spam
problem, the training sample consists of a set of email examples along with their
associated labels. The training sample varies for di↵erent learning scenarios, as
described in section 1.4.

Validation sample: Examples used to tune the parameters of a learning algorithm
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✦ Build	
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  vectors	
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64 Support Vector Machines

w·x+b=0

w·x+b=0

Figure 4.1 Two possible separating hyperplanes. The right-hand side figure shows
a hyperplane that maximizes the margin.

4.2 SVMs — separable case

In this section, we assume that the training sample S can be linearly separated,
that is, we assume the existence of a hyperplane that perfectly separates the
training sample into two populations of positively and negatively labeled points,
as illustrated by the left panel of figure 4.1. But there are then infinitely many
such separating hyperplanes. Which hyperplane should a learning algorithm select?
The solution returned by the SVM algorithm is the hyperplane with the maximum
margin, or distance to the closest points, and is thus known as the maximum-margin
hyperplane. The right panel of figure 4.1 illustrates that choice.

We will present later in this chapter a margin theory that provides a strong
justification for this solution. We can observe already, however, that the SVM
solution can also be viewed as the “safest” choice in the following sense: a test
point is classified correctly by a separating hyperplane with margin ⇢ even when
it falls within a distance ⇢ of the training samples sharing the same label; for the
SVM solution, ⇢ is the maximum margin and thus the “safest” value.

4.2.1 Primal optimization problem

We now derive the equations and optimization problem that define the SVM
solution. The general equation of a hyperplane in RN is

w · x + b = 0, (4.3)

where w 2 RN is a non-zero vector normal to the hyperplane and b 2 R a
scalar. Note that this definition of a hyperplane is invariant to non-zero scalar
multiplication. Hence, for a hyperplane that does not pass through any sample
point, we can scale w and b appropriately such that min(x,y)2S |w · x + b| = 1.
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