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Hortonworks Data Platform

Scripting Query
(Pig) (Hive)

Metadata Services
(HCatalog)

(Oozie)

Distributed Processing
(MapReduce)

Non-Relational Database
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Workflow & Scheduling
(HCatalog APls, WebHDFS,
Talend, Sqoop, FlumeNG)

Distributed Storage
(HDFS)
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Hortonworks Data Platform
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Apache Pig Committer / PMC Chair

Apache HCatalog Committer / PMC member
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+4. 2Apache Pig

N

Pig Latin, Z5SQLELHE 4t ffHadoop LinfT
JiE= fIPig Latind 475

H R/

S

Pig-latin-cup pic from http://www.flickr.com/photos/frippy/2507970530/
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Pig-latin{sl F
& FrE#20%129% M EV; in A ML 51 2R
USERS = load ‘users’ as (uid, age);
USERS 20s = filter USERS by age >= 20 and age <= 29;
PVs = load ‘pages’ as (url, uid, timestamp);

PVs u20s =join USERS 20s by uid, PVs by uid,;
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Pig vs Hadoop
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Pic courtesy http://www.flickr.com/photos/shutterbc/471935204/
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1

Users = load ‘users as (name, age) ;
Fltrd = filter Users by
age >= 18 and age <= 25;

Pages = load ‘pages as (user, url);
Jnd = joln Fltrd by name, Pages by user;
Grpd = group Jnd by url;
smmd = foreach Grpd generate group,

COUNT (Jnd) as clicks;
Srtd = order Smmd by clicks desc;
TopS = limit Srtd 5;
store Top5 into ‘topbSsites’;

Architecting the Future of Big Data page 9
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In Map Reduce
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ava.io.IOException;
ava.util.ArrayList;
ava.util.Iterator;
ava.util.List;

rg.apache.hadoop.fs.Path;
rg.apache.hadoop.ic.LongWritable;
rg.apache.hadoop.io.Text;
rg.apache.hadoop.io.Writable;

org.apache.hadoop.io.WritableComparable;

o

rg.apache.hadoop.mapred.FileInputFormat;

org.apache.hadoop.mapred.FileOutputFormat;

°

rg.apache.hadoop.mapred.JobConf ;

org.apache.hadoop.mapred.KeyValueTextInputFormat;

°

rg.apache.hadoop.mapred.Mapper;

org.apache.hadoop.mapred.MapReduceBase;
org.apache.hadoop.mapred.OutputCollector;
org.apache.hadoop.mapred.RecordReader;
org.apache.hadoop.mapred.Reducer;
org.apache.hadoop.mapred.Reporter;
org.apache.hadoop.mapred.SequenceFileInputFormat;
org.apache.hadoop.mapred.SequenceFileOutputFormat;
org.apache.hadoop.mapred.Text InputFormat;
org.apache.hadoop.mapred.jobcontrol.Job;
org.apache.hadoop.mapred.jobcontrol.JobControl;
org.apache.hadoop.mapred.lib.IdentityMapper;

class MRExample {
public static class LoadPages extends MapReduceBase

implements Mapper<LongWritable, Text, Text, Text> {

public void map (LongWritable k, Text val,
OutputCollector<Text, Text> oc,
Reporter reporter) throws IOException {
// Pull the key out

String line = val.toString();
int firstComma = line.indexOf(',');
String key = line.substring(0, firstComma);

string value line.substring (firstComma + 1);

Text outKey = new Text (key);

// Prepend an index to the value so we know which file
// it came from.

Text outval = new Text (
oc.collect (outKey, outVal);

+ value) ;

}

public static class LoadandFilterUsers extends MapReduceBase

1

implements Mapper<LongWritable, Text, Text, Text> ({

public void map(LongWritable k, Text val,
OutputCollector<Text, Text> oc,
Reporter reporter) throws IOException {
// Pull the key out

String line = val.toString();

int firstComma line.indexOf (', ");

string value = line.substring(firstComma + 1);
int age = Integer.parselnt (value);

if (age < 18 || age > 25) return;

String key = line.substring(0, firstComma);
Text outKey = new Text (key);:

// Prepend an index to the value so we know which file
// it came from.
Text outVal = new Text ("2" + value)
oc.collect (outKey, outval):
}

public static class Join extends MapReduceBase

store

it

implements Reducer<Text, Text, Text, Text> {

public void reduce (Text key,
Iterator<Text> iter,
outputCollector<Text, Text> oc,
Reporter reporter) throws IOException {
// For each value, figure out which file it's from and

// accordingly.
List<String> first
List<String> second

new ArrayList<String>();
new ArrayList<String>();

while (iter.hasNext()) {
Text t = iter.next();
String value = t.toString

Oz
if (value.charAt (0) AR

first.add(value.substring(1));

else second.add(value.substring(1));

Architecting the Future of Big Data
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reporter.setStatus ("OK") ;
}

// Do the cross product and collect the values

for (String sl : first) {
for (String s2 : second) {
string outval — key + "," + sl + "," + s2;
oc.collect (null, new Text (outval));

reporter.setStatus ("OK") ;

}

}

public static class LoadJoined extends MapReduceBase
implements Mapper<Text, Text, Text, LongWritable> ({

public void map (
Text k,
Text val,
OutputCollector<Text, LongWritable> oc,
Reporter reporter) throws IOException ({
// Find the url

String line = wval.toString();

int firstComma = line.indexOf(',');

int secondComma = line.indexOf(',', firstComma);
string key — line.substring(firstComma, secondComma);

// drop the rest of the record, I don't need it anymore,

// just pass a 1 for the combiner/reducer to sum instead.

Text outKey = new Text (key);
oc.collect (outKey, new LongWritable (1L));
}
}
public static class ReduceUrls extends MapReduceBase

implements Reducer<Text, LongWritable, WritableComparable
Writable> {

public void reduce (
Text key,
Iterator<LongWritable> iter

OutputCollector<WritableComparable, Writable> oc,

Reporter reporter) throws IOException {
// Bdd up all the values we see

long sum = O;

while (iter.hasNext ()) {
sum += iter.next ().get ();
reporter.setStatus ("OK") ;

}

oc.collect (key, new LongWritable (sum));
}
}

public static class LoadClicks extends MapReduceBase

implements Mapper<WritableComparable, Writable, LongWritable,

Text> {

public void map (
WritableComparable key,
Writable val,
OutputCollector<LongWritable, Text> oc,
Reporter reporter) throws IOException {

oc.collect ((LongWritable)val, (Text)key);
)
}

public static class LimitClicks extends MapReduceBase

implements Reducer<LongWritable, Text, LongWritable, Text>

int count = 0;

public void reduce (
LongWritable key
Iterator<Text> iter
OutputCollector<LongWritable, Text> oc,
Reporter reporter) throws IOException {

// only output the first 100 records

while (count < 100 && iter.hasNext ()) {
oc.collect (key, iter.next());
count++;

}

}

public static void main(String[] args) throws IOException
JobConf 1p = new JobConf (MRExample.class);
lp.setJobName ("Load Pages");
1p.setInputFormat (TextInputFormat.class) ;

{

{

1p.setOutputKeyClass (Text.class) ;

1p.setOutputValueClass (Text.class)

1p.setMapperClass (LoadPages.class)
n

FileInputFormat.addInputPath (lp, new

Path ("/user/gates/pages™)) ;

Path ("/user/gates/users

FileOutputFormat.setOutputPath (1p,
new Path("/user/gates/tmp/indexed pages"));

1p.setNumReduceTasks (0) ;

Job loadPages = new Job (lp);

JobConf 1fu = new JobConf (MRExample.class);
1fu.setJobName ("Load and Filter Users");
1fu.setInputFormat (TextInputFormat.class) ;
1fu.setOutputKeyClass (Text.class) ;
1fu.setOutputValueClass (Text.class);
1fu.setMapperClass (LoadAndFilterUsers.class) ;
FileInputFormat.addInputPath(1fu, new
V)i
FileOutputFormat.setOutputPath (1fu,

new Path("/user/gates/tmp/filtered users"));
1fu.setNumReduceTasks (0) ;
Job loadUsers = new Job (1fu);

JobConf join = new JobConf (MRExample.class) ;
join.setJobName ("Join Users and Pages");
join.setInputFormat (KeyvalueTextInputFormat.class);
join.setOutputKeyClass (Text.class) ;
join.setOutputValueClass (Text.class) ;
join.setMapperClass (IdentityMapper.class) ;
join.setReducerClass (Join.class);
FileInputFormat.addInputPath(join, new

Path ("/user/gates/tmp/indexed pages"));

FileInputFormat.addInputPath(join, new

Path ("/user/gates/tmp/filtered users"));

FileOutputFormat.setOutputPath(join, new

Path("/user/gates/tmp/joined")) ;

join.setNumReduceTasks (50) ;

Job joinJob = new Job(join);
joinJob.addDependingJob (loadPages) ;
joinJob.addbDependingJob (loadUsers) ;

JobConf group = new JobConf (MRExample.class);
group.setJobName ("Group URLs") ;

group.setInputFormat (KeyValueTextInputFormat.class) ;
group.setOutputKeyClass (Text.class) ;
group.setOutputValueClass (LongWritable.class) 7
group.setOutputFormat (SequenceFileOutputFormat.class) ;
group.setMapperClass (LoadJoined.class) ;
group.setCombinerClass (ReduceUrls.class) ;
group.setReducerClass (ReduceUrls.class) ;
FileInputFormat.addInputPath (group, new

Path ("/user/gates/tmp/joined")) ;

FileOutputFormat.setOutputPath(group, new

Path("/user/gates/tmp/grouped"”)) ;

group.setNumReduceTasks (50) ;
Job groupJob = new Job(group) ;
groupJob.addDependingJob (joinJob) ;

JobConf topl00 = new JobConf (MRExample.class);
topl00.setJobName ("Top 100 sites");
topl00.setInputFormat (SequenceFileInputFormat.class);
topl00.setOutputKeyClass (LongWritable.class) 7
topl00.setOutputValueClass (Text.class) ;
topl00.setOutputFormat (SequenceFileOutputFormat.class) ;
topl00.setMapperClass (LoadClicks.class) ;
topl00.setCombinerClass (LimitClicks.class);
topl00.setReducerClass (LimitClicks.class) ;
FileInputFormat.addInputPath (topl00, new

Path ("/user/gates/tmp/grouped"”)) ;

FileOutputFormat.setOutputPath (topl00, new

Path ("/user/gates/toplO0sitesforusersl8to25"));

18 to

topl00.setNumReduceTasks (1) ;
Job limit = new Job(topl00);
limit.addDependingJob (groupJob) ;

JobControl jc = new JobControl ("Find top 100 sites for users

25") ;
jc.addJob (loadPages
jc.addJob (loadUsers
jc.addJob (joinJob) ;
je.addJob (groupJob) ;
jc.addJob (limit) ;
Je.run ()

)
)
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Pig vs Hive
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Pig.

- PigEER/
— Yahoo!: 90%LL_E FIMapReducefE . 2 Pig4E R
— Twitter: 80% Ll EBIMapReducefE )l 2 Pig4 B i
— Linkedin: K& HIMapReducef V=2 Pig4 i

=2 {th FZEFH ' : Salesforce, Nokia, AOL, comScore

s PiglEEFKE
— Hortonworks
— Twitter
— Yahoo!
— Cloudera
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Pigfaj 58

« 2008, “Pig Latin: A Not-So-Foreign
Language for Data Processing”, SIGMOD,
Chris Olson

. 2008, ;EIZig3ZApache, Pig 0.1 release
- 2008, A yHadoopF i
2010, B NApache— 2 F i
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Pigh K

« 2010/12—0.8.0
— Python UDF, Scalar, Custom partitioner

« 2011/7—0.9.0
— Pig Embedding

« 2012/4—0.10.0
— Boolean, Jruby

e 77—0.11.0
— Cube/Rank, Datetime
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Pig*T & .MapReduce & {E L H!

* Order by
* Join
— Hash Join
— Replicated Join

— Skewed Join
— Merge Join
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Hash JoinB4gsz3)

Tom physics 95

Tom, (Tom,physics,95)

Marry  math 90 Marry, (Marry,math,90) (Marry,1), (Marry,math,90)
Tom math 87 Tom, (Tom,math,87) (Tom,1), (Tom,math,87)
Marry science 92 Marry, (Marry,science,92) (Marry,1), (Marry,science,92)

Tom science 96 |:> Tom, (Tom,science,96) |:"> (Tom,1), (Tom,science,96)
(Tom,1), (Tom,physics,95)

Marry E3§ Marry, (Marry, £38) (Marry,2), (Marry, £38§)
Tom b= Tom, (Tom,3t3R) (Tom,2), (Tom,dt )
NS 5 EBkey tagging
-------------------------------------------------------------------------- shuffle
(Marry,1), (Tom,1), (Tom,mqth,87)
(Marry,math,90)(Marry,1), ggmig g‘;m’gﬁfgg:’gg
(Marry,sc[er\lce,92)(Marry,2), (Tom:2): (Tom::II:I%'Z) |
(Marry,math,90) % (Marry, £ i8) (Tom,math,87) %2 (Tom,dt R)
(Marry,science,92) (Tom,science,96)
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Order byRJsZ Il

o NI
— BT Reduce I —EB 2 BIHERF
— £ FTotal Order

* Pigsziil
— Sample: HE &M Reduce 77 IR X 5]
— Partitioner: 824 &£ Z| A B#FIReduce
— Reduce: #EFF

A
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Order byBsE I,

Hortonworks
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Job 2

Mary 95
- a3 :> Reduce 1: <88 Job 1
Jenny 98 |
Daniel 78
Alan 04 Tom 83 Daniel 78
Richard 89 | Lee 87 Annie 82
Annie 82 Daniel 78 |sorting | Tom 83
Annie 82 Lee 87
Reduce 1
o Mary 95 Richard 89
arauonin
P 9\| Jenny 98 Alan 94
Alan 94 |sorting | Mary 95
Richard 89 Jenny 98
Reduce 2
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Skewed JoinBy <z

o fEREE Kkey|r] @
— ReducessiTZ4Z 12, RFERTF
— BI%: 1Bkeyn B2 2| A R Areduce
« Pigsziil
— Sample: FBE BT KeyEE % Reduce
— Partitioner: 824 &£ Z| A B#FIReduce
— Reduce: 85 X % & #l2|&E1Reduce, Reduce
FEIRR X4
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Merge Joinf4 sz

- IR
— e F,
« Pigsziil
-k Bx
- AXRE

B#MMerge Sort

RIS BE R
AvVEAC]

— Map Sid

e

« BT R5HELEIAXRFIRAE
- &, AXRi#ITMerge
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F&= 2 F| FHCombiner

 Combiner
— EfFreduce 2 B LB ITIC 2
— AP Map/Reduce z )15 ERIEUIRE =
B RAMPIgEREE £ 17T Combinerfiik
— COUNT, SUM, AVG, TOP
« BIFRIA A
— Combinergg 7] @ : AL F4E T &
— Pig 0.10: FEmap B & 7 &, BUHcombiner
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Z T AN Iess

* Column pruner

* Push up filter

* Push down flatten
* Push up Iimit

» Partition pruning

- ZRits
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Column Pruner

« PigB3zJPrune Column

A =load ‘input’ as (a0, al, a2);
B = foreach A generate a0+al; | PigE s ka2
C = order B by $0;

Store C into ‘output’;

. XLEERTPigXEiESERB3)Column
Prune
- Loadi&#]%& & Schema
- Group byz e EFXRAEIRIF
- B el LLB{THforeachiEZ AR EF RS
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Push up filter

»  PigfE AT LTI EEITD
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H fthpush up/down

 Push down flatten

A =load ‘input’ as (a0:bag, a1);
B = foreach A generate
flattten(a0), al,;

C =order B by ai;

Store C into ‘output’;




43 X pruning

3
i
&r
3
X

+ BREEBEITAF
- HCatLoader

& HCatLoader — Filter

4
5
&_/_ 3 HCatLoader
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7€ il Pig #9 [7] 3 44 1+ 45
PigHh [R] &R A A+ 45

- snappyR1H) & (HADOOP-7990)
- LZO: &FApache?A]

*FFZLZO compression

- ZFHadoop E & ZLZO
- {&tkconf/pig.properties

pig.tmpfilecompression = true
pig.tmpfilecompression.codec = Izo

- FFBLZO, FATUERERIE K90%r M4 Z2 7] 717 & A1

y j |

M H T 13 E27 Py
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& FMapReducefE )V
« BIFMITLIEBIMapReducefE )l

Load
Group by $0 Group by $1 Groap by $2
Foréach Foréach Foréach
Store Stc—)re Stc—>re
- PigBahi#H1T1ENL & H
- REERTEINEEZEZEHEHAE PigeFH+Tid

Z 1R
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12 i & FF L

EUEmultiquery

- mHITSH -M

»  F"exec’trBAMENLIL FF

A = load ‘input’;

BO = group A by $0;

CO =foreach BO generate group, COUNT(A);
Store CO into ‘output0’;

Bl =group Aby $1;

C1 =foreach B1 generate group, COUNT(A);
Store C1 into ‘output?’;

exec

B2 = group Aby $2;

C2 =foreach B2 generate group, COUNT(A);
Store C2 into ‘output?’;

X

Architecting the Future of Big Data Page 31
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- Hadoop: 1% A X —1Tmap
- K% map1’|5lk

« PigBEZI&EF /M At
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Pig 0.11#451%

 Cube

 Rank

o FTEIESLE: Datetime
* JRuby UDF

- TEgefiiE

- SchemaTuplefftit
- Local modefit it
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PighJk 3k

« Low latency®r i
- FIAYARNBIFTHFIE
- TEEEICIE
- Cost based optimizer
- EFRiIFEEIm
- HbaseE’]JomﬁMl:.
«  Visualization, 31z
- KK mE
- EiFAJEXecution Plan 7 x
- X4 (Hortonworks Sandbox, Ambari)

|‘|~
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£ 5 PigHF k&

o 1T MBI
— user@pig.apache.org, dev@pig.apache.org

 TTEkPatch
— Mnewbie JiraFFi4

* Pig Committer
— FEPighi &5 R FNJira L jZK6 T A LI E

— n1h#E FPatch

— ReviewX

L4t
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