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提纲 

 云存储 

 Corsair 

 MeePo 

 从系统角度看云存储的安全 

 云存储应用 



云计算与数据中心 

以服务为基础的云计算是互联网时代信息基础
设施的重要形态，它以新的业务模式提供高性
能、低成本的计算与数据服务，支撑各类信息
化应用。 

云计算极有可能成为未来流行的计算模式 

云存储是云计算的左腿 

没有存储计算玩不好 



从网络社交活动看云存储 
 认识更多的人： 

 虚拟世界 

 消息传递 

 ICQ、QQ 

 联系上我们认识的人： 
 基于真实社会关系 

 消息传递+Profile+文件分享（有限+有向） 

 Facebook、LinkedIn、QQ群 

 数据社交：认识志同道合的人 
 真实的社会关系或者具有共同特征 

 以数据创造+数据共享为核心 

 清华大学校园：Mac的水果篮子、清华大学跳水队、计
53„等600个； 



云存储 

云存储的核心特征 

通过网络获得：云特征的模式 
易获得：随时随地随方式 
永不丢失：一辈子的资产 
安全：可管可控可审查 
 

集体共享和下载 

影视作品      免费软件 

学习资料      歌曲     „„ 

现有云存储 

个人资料的网络备份 

异地异时分享 

现有网络存储服务 

FTP 



云存储服务Corsair 

实现文件数据的存储和共享，提供本地资
源和网络资源的统一文件管理视图 

 

 

为全部用户提供 

共享存储服务 

 

 

为社区用户提供 

共享存储服务 

 

 

为个人用户提供 

共享存储服务 
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Corsair系统架构 
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Corsair界面 

 统一视图管理 

 虚拟目录与索引服务 

 用户管理与社区管理 

 分布式信息检索 



Corsair的传输性能 
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Corsair 的特色 

 快速共享 
 简单的申请操作和审批就可以拥有100 GB的社区空间 

 移动U盘 
 简单的申请操作就可以拥有2GB的个人空间 

 “硬盘扩容” 
 每个用户都可以拥有70TB的网络共享资源 

 用户响应速度和数据传输速度快（清华校内5MBps） 

 简单易用（客户端操作类似Linux Gnome下的资源
管理器） 

 完整的API接口 

 



在我们运营推广该系统半

年之后，清华大学各系各

学生社团的校园FTP基本上

都选择了关闭，转而在我

们的系统上申请社区空间

进行社区内的数据分享。 

Corsair使用情况 

数据 

清华大学 

兰州大学 

大连理工大学 

上海大学 

用户一览 

清华大学数据 

33,000   清华大学在校学生人数 

80,000   客户端下载次数 

16,000   注册用户数 

 3,000  日均在线人数 

   600  注册社区数量 

100 TB  数据量 

 63.1%  5MB/s以上网速比例 

 1.3TB  日均数据流量 

竞争 

产品形态 

客户端 

Windows 
Linux 
Mac 

Web主页 

注册 
信息管理 
讨论交流 



典型社区 



Meepo：新型云存储系统 

 实现文件数据的存储和共享，将网络资源与本地无
缝集成 

 根据不同的需求采取不同的缓存策略，增强用户体
验 

 
 
 

公共社区 

 
 
 

个人空间 

 
 
 

社区空间 

个人空间：每个注册用户享有20G的个人空间，可以离线使用 
社区空间：简单申请可以建立社区，拥有500G的初始社区空间 

公共社区：系统自建的社区，向全部用户开放，包含音乐、影视
等 



Meepo架构一瞥 

Client/客户端 

Layout Manager/布局管理 

Data Service/数据服务 



Meepo客户端结构 

 客户端通过
FUSE/Dokan生成一个
用户态的文件系统。 

 体现给用户的形式就是
用户多了一个硬盘。 

 用户可以用已有的软件
对Meepo挂载的盘做任
意的处理，所有的请求
会被Meepo客户端做处
理。 

 

Linux VFS/ 
Win磁盘服务 

Meepo客户端 
 
 
 
 
 
 

电影播放器、
Office、其他软

件 

操作系统内核 

FUSE/Dokan 

NTFS 

Ext3 

同步
处理 

网络
通信 



Meepo客户端预览 



Meepo客户端预览 



Meepo后台系统结构 



Clients 

Metadata Servers 

Supervisors 

Data Servers 

C1 C2 C3 C4 Mnesia 

Distributed Database 

DFS 

防盗门：访问控制 
固定行车道：网路授权 

防弹衣：数据处
理进程保护 

防火：基于
Chunk的多

副本 

监视器：
踪迹可查 



防弹衣：数据处理进程保护 

硬件 (带 TPM、VT-d) 

系统管理程序根TCB,  被度量且证明（VMM） 

安全应用 1 

和根TCB协同工作 

商用操作系统 

安全无关、无需度量 

安全应用 2 

和根TCB协同工作 
其它应用 

商用操作系统 

. . . . . . . 

隔离边界 

根TCB 是 “服务于所有内核的内核” 

 

可能的? 

1. 根TCB作为系统管理程序管理整个计算平台的CPU, 

内存和外设 

2. 应用程序的内存页面可以被根TCB管理，以禁止其它
应用的非法访问。当然被保护的应用程序必须主动申
请保护 



分布式文件系统 

Chunk-Based 
Distributed 

Database 

Clients 

Metadata Server Data Servers 
Metadata Server Metadata Servers 

Data Servers Data Servers Data Servers 

Clients Clients Clients 
Supervisors Supervisors Supervisors 

Data Servers 

FUSE 
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1. 松耦合的体系结构 

2. 多个Metadata Servers，
维护目录树、文件元信息
及其Chunk的映射表，采
用分布式数据库—可靠 

3. 多个基于Chunk的数据存
储服务器，每个Chunk都
是一个本地文件，支持垃
圾回收和副本创建操作，
采用动态副本策略—可靠 

4. 多个Supervisors负责系
统监控、故障恢复、副本
管理、垃圾回收、历史监
控信息归档、提供审计接
口等—可靠+可管 

•支持各种大小的文件 

•支持rewrite 

•提供兼容posix语义的接口 



iStreaming 
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iCamera 
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iFriend 
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其它应用 

 iemail 

 MeePo chat 

 … 



Thanks! 

Q&A 


