 Performance of Globus Striped GridFTP Server on TeraGrid

We conducted several experiments using our high performance striped GridFTP server. We did both memory-to-memory and disk-to-disk data transfers. Figure 1 compares the performance of globus gridftp server with iperf on a 60 ms RTT TeraGrid network from SDSC to NCSA. For memory-to-memory transfers using globus gridftp server, we used /dev/zero as the source and /dev/null as the destination. It can be observed that throughput achieved with globus gridftp server is very close to (95%) the throughput achieved with Iperf. The iperf numbers shown were obtained by running iperf for 1 minute with the window size set to bandwidth * RTT. When more than one TCP stream was used, the window size was set such that ‘window_size * num_streams’ was approximately equal to bandwidth * RTT. Please note that this is a one-to-one transfer (not a striped transfer).
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Figure 1: Performance of globus gridftp server and iperf on 60 ms RTT TeraGrid network from SDSC to NCSA.

As can be observed from figure 1, the performance of disk-to-disk transfers is significantly less than that of memory-to-memory transfers. As the number of streams increases, throughput reduces. We suspect that increase in the number of ‘seek’ operations might be the reason for this performance degradation. Figure 2 shows the number of seeks done for each degree of parallelism.  It is to be noted that the size of the file that we transferred is 3 GB. 

We also did some striped data transfers, both memory-to-memory and disk-to-disk. For disk-to-disk transfers we used files of size 3 * num_nodes GB except for the transfer involving 64 nodes on each end, in which case we used a file of size 96 GB (3/2 * num_nodes GB). Figure 3 shows the performance of memory-to-memory striped data transfers. It should be noted that we achieved a throughput of 26 Gbps with 32 nodes on each side.
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Figure 2: Number of ‘seek’ operations for various degrees of parallelism
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Figure 3: Performance of memory-to-memory transfers with globus gridftp server on 60 ms RTT TeraGrid network from SDSC to NCSA
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Figure 4: Performance of disk-to-disk transfers with globus gridftp server on 60 ms RTT TeraGrid network from SDSC to NCSA

Figure 4 shows the performance of disk-to-disk striped data transfers. It can be observed that there is a significant reduction in performance compared to memory-to-memory transfers. In order to get more insights, we ran bonnie, a benchmark that measures the performance of file system operations, on both the end systems. We ran bonnie on multiple machines simultaneously to see the effect of multiple simultaneous operations on the performance of the file system. Both NCSA and SDSC have GPFS file system. NCSA has two GPFS scratch file systems, GPFS NSD and high performance GPFS SAN. In our experiments, NCSA was the receiving end and we used the fast IO machines that are directly connected to the SAN.

Figure 5 and 6 shows the impact of multiple simultaneous operations on the disk throughput. Though the graphs show the performance of both read and write operations on both SDSC and NCSA, read performance at SDSC and write performance at NCSA are of importance to us (the data is transferred from SDSC to NCSA in our experiments). It looks like disk read at SDSC is a major bottleneck for the low performance of disk-to-disk transfers.
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Figure 5: Effect of parallel operations on the disk throughput at NCSA

[image: image6.wmf]

0


200


400


600


800


1000


1200


1400


1600


1800


0 2 4 6 8 10
number of nodes


bandw
idth (in M
bit/s) 


Write
Read






Figure 6: Effect of parallel operations on the disk throughput at SDSC
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