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Neu Cloud Oriental System Technology Co., LtdE2=E%

" Leading High Performance Server Manufacturer in
China, Invested By IBM
* Teamsun’s Holdings Subsidiary

M EENeuCloud TEAMSUN' | % 2 5
ExkEl Oriental 1k X Rt T~ A TeamsuN rseic <

Neu Cloud is committed to the events focusing on the IBM POWER servers
manufacturing, the localization, the well matched platform and ecological
system. Owing to establish a comprehensive ecological system and
manufacturing chain, Neu Cloud infuses substantial R&D into the domains
of server, database, middleware, virtualization, cloud computing and big
data. What’s more, joint great efforts with leading enterprises by reaching
agreements to chart a promising future.
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OpenPOWER in NCO Cloud Solution EEEE

=  NCO IAAS cloud manager: Paxes, base on OpenStack development
=  Paxes has been released
= NCO OpenPOWER server is on the way

B openstack NCO Paxes Cloud Manager
KVM drivers NCO m
driver
omc i
et AR Produce by NCO
PowerKVM m
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Market demand
IBM&NCO joint development

Product name: OpenPOWER Management Console(OMC)

Manage hardware and virtualization
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Web interface

Managed OpenPOWER server Managed OpenPOWER server
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Up to 100,000 nodes
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| have OpenStack | have Kimchi | have x86 system | have HMC for
management tool PowerVM servers

e Cloud only e KVM e Different system e HMC manages
e Limited management management PowerVM
hardware only characteristics: through FSP, but
management e No hardware * BMC FSP is not an
capabilities management e PowerkKVM option for
capabilities e Bootloader OpenPOWER

servers
* No OS and e FRUs, sensors,

applications event logs and
management alerts
capabilities
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OpenPOWER System Management Characteristics
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Service processor

Intelligent frame

Energy management

Integrated PCle Gen 3 & CAPI

Virtualization vs Baremetal

Join the conversation at #OpenPOWERSummit

e Different BMC vendors, even build from the ground up
¢ Significantly affect the hardware management capabilities

e Different HW raid vendors
¢ Automatic RAID configuration
e Software RAID requirement

e Share the power, Ethernet
¢ IBM Power 795 like frame?

® On-chip Power Management Micro-controller
e Integrated Per-core VRM
e Critical Path Monitors
¢ Native PCle Gen 3 Support
* Transport Layer for CAPI Protocol
e Coherently Attach Devices connect to processor via PCle
e PowerKVM and PowerNV
e Petiboot
e Ubuntu, RHEL, SLES, CentOS

* GPU enablement & management
e NVlink

OpenPOWER'
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Known OpenPOWER System Management Products

XCAT(Extreme Cloud/Cluster Administration Toolkit)

1. Open source on SourceForge http://xcat.sf.net
e X86 and OpenPOWER
_ | * CLI & RestAPI only
4 » No monitoring
e Announced at http://openpowerfoundation.org/technical/technical-resources/software/

PCM(IBM Platform Cluster Manager)

¢ [BM licensed
F Iatfo FIYY | ¢ Using xCAT as backend

e X86, IBM Power and OpenPOWER
p C M e GUI & CLI & RestAPI
\_ y,

OpenPOWER Management Console
OpenPOWER ¢ IBM & Teamsun joint-development

Management | Sl n il
e Complete features set

Console e Hardware appliance
® OpenStack plugin

OpenPOWER'

Join the conversation at #OpenPOWERSummit




. ,QA Neu Cloud
. Oriental &
IEHREEHRANEAREEAT)
‘ OpenPOWER Management Console
Hardware management
‘if? Welcorme -
M o DoV
Discoweny Resource Exg re Discowery
. Management
D Hardware dlscovery Select a discoverny option:
=l =t B = Single |IPvd4 address -
D Hardware initialization = systemn Statusand Health < Sirvggler 1P addrass
. Settings < Range of IPvd addresses
[ ] Remote power, remote console
[ Task Management <

|:| Hardware inventory
|:| Hardware vitals

|:| Energy management
|:| Remote destiny control
|:| SNMP alters processing
|:| Firmware update

|:| Service processor configuration

All Systems

Select

Actions ~

Name

Create Group

Console Window

&N r=dl  Edit
Remove

‘I redl
Remame

B redi Properties
Saelect All

= r=dl Deselect All

Join the conversation at #OpenPOWERSummit

Related Resources
=

Select the resource type to discoweny:

A -

Discowveny Mo

Type Access

Power On 7l
Power OFf

Lanuch BMC interface fline
Update firmwars i
virtual Server OfFfline
virtual Server I offline
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System Management Features (2/7)
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Unattended operating system provisioning

¢ Os native automatic installers: RedHat kickstart, SUSE autoyast, Ubuntu preseeding, AIX NIM and Windows WinPE

¢ Imaging/cloning — block device, file system
¢ Diskful, diskless, remote media

¢ Operating system updates and patches management

‘ OpenPOWER Management Console

¥ Welcome

Install Resources

Resource Explorer
= p

3 Install Resources

Resource Explorer | Install Resources

i= System Statusand Health <
os Application

& setti ngs <

Upload

@ Task Management

Select Sources name

] rhels6.4-ppcBd-install-copute
PowerkVM
Ubuntu
patch

wu (1]

M4 pagelofl Selected:0

¥ Welcome
D Resource Explorer

Discovery
All Systems

Virtualization
Install Resources
System Status and Health <

Settings <

N Yiid

Task Management

Actions

Deploy

Patch install

versionl.0

versionl.0

lastest

versionl.0

Total:10

0s Status

Uubutull.o ready

PowerkyM ready

Uubutull.o ready

rhels6.4 ready
Filtered:10

. OpenPOWER Management Console

All Systems

Re Explorer

source
All Systems -

Select

All Systerns

Related Resources

Name| create Group Type

- = oo T .o server

Operations

A redt  Console Window >s
Inventory
redt server
= Edit
[ regr Remove sirtual Server
Rename
[E redt  properties Jirtual Server

Select All
Deselect All

- o« page 1 of 1 [T s | Selected:0 Total:10 I

Reglsteration TIme Total Size
09/10/2014,2:30:53 PM 3.05GIB
23/11/2014,8:30:53 PM 4.00 GiB
08/12/2014,4:30:17 PM 7.00 GiB
17/12/2014,7:24:24 PM 2.05 GIB
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System Management Features (3/7)Z===

sl Configuration management

e Applications enablement: installation, configuration, patches and updates
e File sync

¢ Distributed shell

. OpenPOWER Management Console

Y7 Welcome

Install Resources

EJ Resource Explorer
3 Install Resources Resource Explorer | Install Resources
= System Statusand Health <

(8 Application
» Settings <

@ Task Management

Install
Select Sources name Fil Type Status Reglsteration Time Total Size
ile sync
Hosts Uninstall File ready 21/09/2014,2:30:52 PM 0.05GiB
' WAS wversionl1.0 Midware ready 03/12/2014 8:30:53 PM 2.00GIB
WAS patch wersion1.0 Patch ready 27/12/2014,7:24:24 PM 0.50GIB
M4 pagelofl M Selected:0  Total:10  Filtered:10
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System Management Features (4/7)Z=z£
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Monitoring

Hardware monitoring: power status, vitals, eventlogs, SNMP alters, LEDs, service events
Operating systems monitoring: performance, events
Applications monitoring

Push vs pull

‘ OpenPOWER Management Console

¥ Welcome
l:T| Resource Explorer
5 Install Resources

I= System Status and Health -~

Health Summary

Event Log
&~ Settings <

@ Task Management

Health Summary

Systern Status and Health Health Surmmanry
Active Status D £, 5 | -\
Compliance - - 50%6 T5% 2506
Problems 1 1 1
LED Status h N CPU Usage Memory Usage Disk Usage
Select MName Type Problems
& 172.20.126.18 Hardware Management Console By warning
vl El suse virtual Server @ cCritical
B redhat Server OK

P,
\

e “\1
b/
7 "\}
)/

IP Address

172.20.126.11%

172.20.126.117

172.30.126.118
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System Management Features
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Virtualization

management
e Hypervisor provisioning
and configuration

e VM lifecycle management

 Storage/network
management

‘l OpenPOWER Management Console

X Welcome

‘ OpenPOWER Management Console

T Welcome

EJ Resource Explorer <
E Install Resources

i= Systemn Statusand Health <
&S Settings F'e

Izl Task Management

Virtualization

3 Resource Explorer -~
Discovery

All Systerns

Virtualization

B IvM 236(ivm236)

Resource Explorer / Virtual lzation /

Virtual Machine

IVM 236 (ivm2326)

Virtual Ethemet

Virtual Fibre Channel

Install Resources

Resource Explorer | Install Resources

0s Application
Select Sources name

rhels6.4-ppce4-install-copute

+ PowerkvM

Virtual SCSI Virtual Serial

B vMm 28(ivm28) | -More- e
B VM 29(ivm39)
Select Name LPAR ID State Processors Entitled Processors Memory
3 Install Resources
pd3serverls 2 Running 5 0.5 7GB
= System Statusand Health <
pd3serverl? 3 Running 5 0.5 5GB

£ Settings <

[ Task Management

Join the conversation at #OpenPOWERSummit

Deploy

os
Patch install

wversion1.0 Uubutull.o

PowerKvM

versionl.0

Storage Host HA Priority

&0GB IVM39 Not Started

80GB vM39 Not Started

OpenPOWER'



Neu Cloud [G@
Oriental &

IR ERARANEBREEAT

System Management Features (6/7)

Basic Settings Firewall settings

0 |
LAN interface address: 00:Oc: 29 : 20 : 89 : B7 Ethernet
e C u I I y | Available Applications

' Select Application Name ports Allow Incoming
- Secure Shell 22:tcp Allow Incoming by IP Address

Secure R emote Web Access 443:tcp 12443:tcp 9960:tcp

e Users management —
TCP/UDP ports

Select Application Name ports Allowed Hosts

Allow remote Secure Shell access

- Open Pegasus 5989:tcp 0.0.0.0/0.0.0.0
Open Pegasus 189:tcp f::

e Encrypted communication

RMC 657:udp tcp:657 i
9920:tcp udp:9900 0.0.0.0/0.0.0.0
. . 9920:tcp udp:9900 /
e High available management node
5250 2300:tcp tep:2301 /
Incoming Ping o-requesticmp 0.0.0.0/0.0.0.0
sLP a27:udp 0.0.0.0/0.0.0.0 -
———
) OpenPOWER Management Console (=) (m)y (?)
r wWelcome
EJ Resource Explorer < y
(S sl fssuress Settings | Security / Users
System Status and Health <
Users Groups
&Z Settings ~
R Add Acount Change Pa
< .
SoLg, Select Name State Full Name Roles Description
2 Task Management - GroupRead, S...
halt Groupread halt
Active GroupRead, S...
Offline operator GroupRead operator
& root Active GroupRead, S... root
w4 pagelofl »wm Selectad:0  Total:lo  Filtered:10
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System Management Features (7/7)z=3<

Scalability

e How many servers could it manage
e Load balance, Hierarchy

Ul
¢ CLI, GUI, REST API

Delivery

¢ Standalone

e VVirtual appliance: vm image, docker image, etc.
e Hardware appliance

OpenPOWER'
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Backup
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BMC features comparison
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Functiocn BMC on Tyan OpenPOWER
1. BMC Acocess
1.1 IFRI

In Band

BMMC on IBM Fower

BRC on x8C

Out of Band

1.2 SSH
1.2 Telnet
1.4 SHNMP

username/password and
network configuration {ip.
netmask, gatewsay, vian)
for BRC
2. 2 Enable {configure)
sDisable SMIMP
2.2 Firmreware (flash)
3. Hardware Comntrol
3.1 Power on'offfstatus/reset
2.2 IPMI SOL support
2.2 Configure boot order
for the host OS5
Just for next oot
Fearsistently

"t werify

4.2 Proocessors information
4.4 Memony information
4.5 Firmware information
4.8 Power supply

4.7 Manufacture

4.8 WPD informaticn

4.9 MAC addresses of Host

Hawent werify

5.2 CPU temperature and
memony temperature

5.2 PCI slots temperature
5.4 woltags

5.5 LED

?ET:TBEJ_ r the event log
entries

2. Support to use SLP to
discower the bmc

9. Remote media

Mote : '
1. For in-band of IFMI. The IBM version to support Open Power will be releaséd on 2015-10. and for Tyan vession{which alsc means Softlayers wersion) will
be 2015-08.

2. For SMMP related configuraticon. not got any informaticon yet.
2. For firmware update, only HT TR/HT TRS{which means cut of band) is supp¢rted For IBM Cpen POWER, in-band{using update_flash in host S,
powerkOWi and PowerhW) is supported.

4. SLP won't be support for Tyan Spen POWER BMC which is really .mpurtan:t to do hardwane dis

5. The "VWirtual Media Devices™ function on Tyan Open POWER BMC can be :Jf-la-d to mount a local ISO file as a8 virtual disk or ocdrom.
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