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Accelerating Dissipative Particle Dynamics with GPU

Introduction

The implement of GPU parallel computing of
dissipative particle dynamics based on CUDA was
carried out. Some 1ssues 1nvolved, such as thread
mapping, parallel cell-list array updating, generating
pseudo-random number on GPU, memory access
optimization and loading balancing are discussed 1n
detail; Furthermore, Poiseuille flow and suddenly
contracting and expanding flow were simulated to
verity the correctness of GPU parallel computing.
The results of GPU parallel computing of DPD show
that speedup 1s up to 50X compared with CPU serial
computing.
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Verification and Speedup
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Zone size
(number of particles)
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Speedup 1n different zone sizes and different algorithm

if £id <N c1cs then

Jnet <0

load RNGstate <= RNGstate globalltid]

for i<<nlist length do

Compute forces

Update IAL

Compute forces + Update IAL
Update TAL every step end for

Without TAL

R < callRNG()
tiania= F(velocity[tid],position|tid],velocity[nid],position[nid],R)
ﬁ?er - ﬁze!+ﬁid,rrfd

atomic force[tid] < force[tid]*f,.:

store RNGstate global[fid] <= R

end if

Algorithm of generating random number on GPU
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Coarse grained Simulation
of Red Blood Cells
Stretching Deformation

Evolution of a red blood cell
passing through a duct
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Stretching response for constriction with
different size at different time

()
Evolution of a red blood cell passing

through a converging-diverging duct

Simulation of massive red blood cell (ongoing)




