CATEGORY: LIFE & MATERIAL SCIENCE - LS04
G P TECHNOLOGY
CONFERENCE

GeauxDocKk: an ultra—fast molecular docking package

for computer-aided drug discovery

Yun Ding, Ye Fang, W. Feinstein, D.M. Koppelman, J. Moreno, J. Ramanujam, M.Brylinski, M. Jarrell
Louisiana State University, Louisiana Alliance for Simulation-Guided Materials Applications

BACKGROUND CASE STUDY IMPLEMENTATIONS
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SCORING FUNCTION configurations (same color) are plotted in (C). (D) Close-ups. The crystallographic

configuration is light blue.

We implement and maintain fairly similar codes for three platforms: CPU-OpenMP, Phi-
OpenMP, GPU-CUDA. The application front end loads data from input files, then apply
strength reduction optimization and construct Struct of Array (SoA) data for GPU, or
Array of Structure (AoS) data for CPU/Phi. A set of common wrappers for offload

The native-like recognition capacity of the scoring function was optimized by

maximizing the Z-score calculated across the training dataset. The Z-score is defined
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\/az +a§l data allocation, (2) copy-in, (3) kernel computation, and (4) copy-back, thus that CPU/
Phi/GPU code can share the same high level infrastructure. While the low level kernel
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Similarity to native provides considerable speedup. GeauxDock is freely available from our website:
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Figure 3. The native-like recognition on four platforms, a 6 core Xeon E5-2620 CPU, a Xeon Phi 3210A, two Tesla M2090, and

characteristic (ROC) analysis for the
recognition of native-like conformations
in docking ensembles by GeauxDock
compared to other scoring functions.
TPR — true positive rate, FPR — false
positive rate.

a GeForce GTX 980. We use intel compiler 15.0.0 and CUDA 6.5 with optimization flag —
O3. The results demonstrate a considerable speedup using heterogeneous accelerators.

Our early tuning of a Maxwell GeForce GTX 980 GPU provides a two-fold speed up over
a Fermi Tesla M2090 GPU.

capability of our force field is
optimized by maximizing the Z-
score.
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