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_ . ABSTRACT nﬂm

- Image representation is a critical step in computer vision. - The accuracy and quality of the object recognition process could be improved by intro- - Integrating low/middle-level features extracted from images with high-level cognitive re-
- However, it remains as one of the most challenging topics, partly because of the lack of sucien tly discriminative and ducing high-level semantic knowledge representations. presentations shall contribute to a less structured representation of objects, providing a
robust representations, and the high computational cost of state-of-the-art methods. . Additionally, it would contribute to a cognitive object recognition and interrelation more accurate representation of real world objects.

- In our work, we propose an image representation method that integrates low/middle-level features extracted from with its scenario. - Also, it will provide a more discriminative and representative description of objects and
images with high-level cognitive representations, which is accelerated with the use of GPUs. scenarios.

4. OuRr PROPOSAL

GPU ACCELERATED DETECTION APPEARANCE-BASED HYPOTHESIS EVALUATION GPU ACCELERATED
SHAPE DESCRIPTION, EXTRACTION AND MATCHING HYPOTHESES -IMPROVED BOW REPRESENTATION- HiGH-LEVEL SEMANTIC REPRESENTATION

LISF (Invariant Local Shape Features) [1]
- Combinatorial number of hypotheses are ob- 1)local Feature  __,  2)Feature  __  3)Visual

. . Extraction Description Vocabulary
tained from partial matches.

« Our approach computes the BoWs of each feature entry in order to annotate
and map semantically based on the similarity features to the same BoWs.
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- Each hypothesis could be evaluated inde-

pendently. 1) Object 2) Features 3) Semantic Space

- We can take advantage of GPU computing in
evaluating detection hypotheses in parallel.
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Matches between local shape descriptors in two images. It can be seen how these matches
were found even in presence of rotation, scale and translation changes.
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- One of the most widely used appearance-based approaches for representing
images for object categorization is the Bag of Words (BoW) approach. Main

limitations of the BoW approach:

« A 32x speedup is achieved compared to the CPU implementation when extrac-
ting features in a 1000 points object contour [2]. - The visual vocabulary is built using features that belong to both the object
@ and the background (noise extracted from the background is also considered

- Massively parallel implementation in GPU of the two most time expensive parts
of LISF algorithm, i.e. feature extraction and feature matching steps.
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- The metric of success is the distance between object’s features and the seman-
tic space that defines it. Semantic analysis can strengthen the object categori-

- In the BoW representation, every visual word is used, regardless of its low re- zation.

o A 34x speedup is achieved compared to the CPU implementation when mat- as part of the object class description).
ching 290 vs 290 LISF features [3].

- Computed on a NVIDIA GeForce GTX 480. tati discriminati
- Compared to single-threaded Intel CPU Processor at 3.4 GHz @ g @ presentativeness or discriminative power. « The correlation coefficient measures how correlated the entries are with a

—> — | < There is no consensus about which is the optimal way for building the visual |— | Value between 1 and -1, where 1 indicates that the entries are perfectly correla-
vocabulary. ted, O indicates no correlation, and -1 means they are perfectly inversely corre-
OCTAR (Open/Closed contours Triangle Area Representation) [4] , . , lated.

- We propose three properties to assess the ability of a visual word to represent

i should be divided into several coprocessors (cores) in order to accelerate the
- The visual words that best represent a class, best generalize over intra-class va- process.

riability and best di° erentiate between object classes will obtain the highest
. scores for these measures. - Each coprocessors of the GPU has as an input: (a) the strength of the feature
Shape-based hypotheses evaluation and (b) the vector with similarity values. Each coprocessor computes the stren-
- model covering: » A methodology for reducing the size of the visual vocabulary based on these gth of every feature entry until there are no entries left. The score for each featu-

| M properties is also proposed. re entry is multiplied by the similarity correlation between all the features.
Ecov = M Z L) o SIFT + tf-idf + SYM o SURF + tf-idf + SVM
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- object estimation from hypothesis:
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- object estimation fit ed to edges:
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- Open / closed contours.

.- Self containing descriptor. 0’ (p) = { O(p), itp e Q ] . S meimmase - fscesblemmal | oy i
5 5 A ] 10 20 30 40 50 60 70 80 90 100 10 20 30 40 50 60 70 80 90 100 . . . .
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- Partial shape matching method robust to partial occlusion and noise in the Errr = (O, Q) - Caltech-101 dataset. - Vocabularies built with K-means.
contour. « SIFT and SURF local descriptors. - SVM 10-folds, 10 iterations cross validation.
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