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SUMMARY

●  iPALM image reconstruction requires fitting millions images to 2D Gaussians.

●  Particle swarm optimization is an effective method for fitting arbitrary functions to data.

●  GPUs are capable of highly parallel processing including swarm methods.

●  Combining curve-fitting with particle swarms running on GPUs allowed for a significant 
 increase in performance over multi-threaded CPUs thereby offering a substantial 
 reduction in fitting time.

METHODS - ALGORITHMS

RESULTS

iPALM1

●  Interferometric photoactivated localization microscopy is an   
 extension of PALM imaging which produces 3D position  
 information for tagged molecules. PALM imaging was the 
 subject of the 2014 Nobel Prize in chemistry.

●  PALM localization requires fitting detected photons to 2D
 Gaussians to obtain peak locations.

METHODS - GPU

Particle Swarm Optimization2 Curve Fitting
●  Swarms of particles search a parameter space updating their location based on
 the particle's best known position and the best position of the entire swarm.

●  PSO is able to optimize complex functions without derivatives and with potentially
 many dimensions.

●  Each particle updated according to:
 

●  Curve fitting minimizes the mean-squared error between input data points and the
 function output at those locations using parameters derived from the swarm.

●  A 2D Gaussian was fit using six parameters (the swarm searched a 6D space):
 

Random Number Generation
●  PSO is a stochastic technique and requires millions of pseudorandom numbers.
●  The CPU generated seeds for each particle using a hybrid Tausworthe3 generator.
●  Each particle (thread) on the GPU used a Park and Miller MINSTD4 generator
 initialized with the seed from the CPU. 

●  Constant memory:
●  X,Y point arrays
●  swarm bounds

●  Main memory:
●  Image data (input)
●  RNG seeds from CPU
●  Swarm parameters: p
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Grid = nimgs/128 + 1 rows by 128 columns
Block = one swarm for one image
Thread = particle
Threads = 256 particles per swarm per image
11x11 image copied to shared memory

2D Gaussian fit parameters = swarm parameters
Uncertainty = mean SD of last five best positions

Swarm constants fixed:

 = 0.7, c
1
 = c

2
 = 1.0, iterations = 30

Tesla K20c GPU, memory for > 4,000,000 images

- Compared to IDL 8.3 implementation using 84 threads on a 20 core machine
  (Penguin Computing, Xeon 2.8 GHz, 128 GB RAM, Ubuntu 12.04)
- NVIDIA Tesla K20c GPU (5 GB RAM, CUDA 6.5)

Relative Performance (mean = 7.6x)    Runtime
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