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Cluster view: BUE 130 Bull servers
=» Cluster as distributed nodes aggregation bullx R421 E3 Bull AE & MP!
« Client-Server repartition of the tasks

NVIDIA GRID + Citrix Virtualisation
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Solve combinatorial problems on mutli-GPU clusters
=» Choose most appropriate library and technologies
=y Use the whole computation power

Scalable Graphics 3D cloud solution

Multi-level parallelization NVIDIA K6000
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. = Challenge for the next record => L(2,27) ) Proposition: Create regularized GPU tasks

=» Generate tasks to a given level and prepare work for GPUs
=y GPUs tasks are vectorized : exhaustive computation of the last few levels

Massive Hybrid Backtrack Scheme for
the Langford Problem : experimental results

Combinatorial Problems Generic Representation

Method:
CSP = Constraint Satisfaction Problem: Cluster view:
=> Consist of a set of variables, a domain of values for each variable and a set of constraints =» Atask is a consistent arrangement of placed pairs represented by a mask that reports the =» Same representation as the Vectorized method
=» 3-uple (X,D,C) free places « Client-Server repartition
=p Each part place a defined number of pairs and generate binary representation called masks
Combinatorial problems representation: S Method: Miller algorithm
=» NP-complete => SAT formalism => CSP formalism SIVET Regularized algorithm use Backtrack directly on GPU and don't care about lost of threads synchronisation
=» Resolution method (our choice) Tasks generation Cliont or variable =» Generate tasks to a given level and generate work for CPU/GPU
ients _ ) ..
« Tree representation with a static order of the variables and of their values Client (8 cores CPU) assignment = Tasks spread between CPU cores and GPUs (static repartition)
« Backtracking traversal of the search tree for variable_2
=» Parallel resolution Feed the Jckirs assignment Results (Backtrack only with trust in GPU scheduler):
» Tasks generation = search space partitioning i 856 ! for variable_d CPU & GPU tasks repartition Regularized method vs Backtrack method 40 clients
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NBBLOCKS + scalable resolution scheme

Previous limit of the
Miller algorithm was

Langford Problem : _
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Origin: C Dudley Langford observed his son playing with colored cubes, and he noticed a singular b R up to 100% of the ROMEO - all tgzr;lr)gljtaa:i(i:\OOk -
cubes arrangement : NBTHREADS supercomputer _
- two cubes of a given color =» Limitation due to the number of registers: 5 pairs on GPU => 57 registers/threads 3197.526
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/ No overlapping
Description: n pairs of cubes => count the arrangements such that the distances between the — /
two cubes of the different pairs are 1,2, ... n T e
L(2,n) represents the number of these solutions, up to reversal Streaming without OpenMP Streaming with OpenMP
Formalism: a Langford sequence of order n is composed of 2n integers, L, ... L2n

Conclusions & Prospects

A massive parallel resolution scheme for Langford benchmark
combinatorial problems
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