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## Today's Topics

- Mathematical Induction
- Induction Over Lists
- Structural Induction


## Mathematical Induction
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## Example - Gauß's Formula
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- step case: x : xs
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## Induction Principle for Lists - Formally

$$
\begin{aligned}
(P([]) \wedge \forall x . \forall x s . & (P(x s) \longrightarrow P(x: x s))) \\
& \longrightarrow \forall s . P(I s)
\end{aligned}
$$

## Remark

- for lists, $P$ can be seen as function $p$ :: [a] -> Bool


## Exercise - Right Identity for List Append

- definition

| []$++y s$ | $=$ |
| :---: | :--- |
| + | $y s$ |
| $(x: x s)++y s$ | $=$ |
| $x:$ | $(x s++y s)$ |

## Exercise - Right Identity for List Append

- definition

- lemma: [] is a right identity of ++, i.e.,

$$
x s++[]=x s
$$

## Exercise - Associativity of Append

- recall

```
[] ++ ys = ys
    (x:xs) ++ ys = x : (xs ++ ys)
```
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## Exercise - Associativity of Append

- recall

- and 'xs ++ [] = xs' for all lists xs
- lemma: ++ is associative, i.e.,

$$
x s++(y s++z s)=(x s++y s)++z s
$$
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## Exercise - Length and Append

- definition

| length [] | $=0$ |
| :--- | :--- |
| length (_:xs) | $=1+$ length xs |

- lemma: sum of lengths is length of combined list, i.e.,

$$
\text { length } x s+\text { length } y s=\text { length }(x s++y s)
$$

## Structural Induction

## Example - Terms

```
data Term = Var String
    | Lab String Term
    | App Term Term
```


## Example - Terms

## data Term = Var String | Lab String Term | App Term Term

## General Structures - Induction Principle

- for every non-recursive constructor, show base case
- base case: $P(\operatorname{Var} \mathrm{x})$
- for every recursive constructor, show step case
- step case 1: $P(\mathrm{t}) \longrightarrow P(\mathrm{Lab} \mathrm{x} \mathrm{t})$
- step case 2: $P(\mathrm{~s}) \wedge P(\mathrm{t}) \longrightarrow P(\operatorname{App} \mathrm{~s} \mathrm{t})$


## Example - Binary Trees

data BTree $\mathrm{a}=$ Empty
| Node a (BTree a) (BTree a)

## Example - Binary Trees

data BTree $\mathrm{a}=$ Empty | Node a (BTree a) (BTree a)

Induction Principle for Binary Trees

$$
\begin{gathered}
(P(\text { Empty }) \wedge \forall x . \forall I . \forall r .(P(I) \wedge P(r) \longrightarrow P(\text { Node } x I r))) \\
\longrightarrow \forall t . P(t)
\end{gathered}
$$

## Exercise - Perfect Binary Trees

- a binary tree is perfect if all leaf nodes have same depth

```
perfect Empty = True
perfect (Node x l r) =
    height l == height r && perfect l && perfect r
height Empty = 0
height (Node _ l r) =
    max (height l) (height r) + 1
    size Empty = 0
    size (Node _ l r) = size l + size r + 1
```

- lemma: a perfect binary tree $t$ of height $n$ has exactly $2^{n}-1$ nodes, i.e.,

$$
P(t)=\left(\text { perfect } t \longrightarrow \text { size } t=2^{\text {height } t}-1\right)
$$

## Exercises (for November 26th)

1. Prepare for the 1st test!
2. Prove the following equation by induction

$$
\sum_{i=1}^{n} i^{2}=\frac{n(n+1)(2 n+1)}{6}
$$

3. Prove rev $(x s++y s)=$ rev $y s++$ rev $x s$ for

| rev [] | $=[]$ |
| :--- | :--- |
| rev (x:xs) | $=$ rev xs $++[\mathrm{x}]$ |

using the equations

$$
\begin{align*}
x s++[] & =x s \\
(x s++y s)++z s & =x s++(y s++z s)
\end{align*}
$$

