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1. Building an End-to-End Stream
Application

A good way to get started using Hortonworks DataFlow (HDF) with Streaming Analytics
Manager and Schema Registry is to imagine a real life use case, and to learn about the
common HDF stream processing tasks and concepts through this use case. This guide sets
up a fictional use case, and walks you through the deployment and common tasks you
would perform while engaging in many of HDF's stream processing use cases.

Use this guide as a tutorial to get you started with SAM and Schema Registry. All the
resources required to complete the tasks are provided in line.

1.1. Understanding the Use Case

To build a complex streaming analytics application from scratch, we will work with a
fictional use case. A trucking company has a large fleet of trucks, and wants to perform
real-time analytics on the sensor data from the trucks, and to monitor them in real time.
Their analyitcs application has the following requirements:

1. Outfit each truck with two sensors that emit event data such as timestamp, driver ID,
truck ID, route, geographic location, and event type.

* The geo event sensor emits geographic information (latitude and longitude
coordinates) and events such as excessive braking or speeding.

* The speed sensor emits the speed of the vehicle.

2. Stream the sensor events to an loT gateway, which serializes the events as Avro objects
and streams them into separate Kafka topics, one for each Kafka sensor.

3. Use NiFi to consume the serialized Avro events from the Kafka topics, and then route,
transform, enrich, and deliver the data to a downstream Kafka instance.

4. Connect to the two streams of data to do analytics on the stream.

5. Join the two sensor streams using attributes in real-time. For example, join the geo-
location stream of a truck with the speed stream of a driver.

6. Filter the stream on only events that are infractions or violations.

7. All infraction events need to be available for descriptive analytics (dash-boarding,
visualizations, or similar) by a business analyst. The analyst needs the ability to do
analysis on the streaming data.

8. Detect complex patterns in real-time. For example, over a three-minute period, detect
if the average speed of a driver is more than 80 miles per hour on routes known to be

dangerous.

9. When each of the preceding rules fires, create alerts and make them instantly accessible.
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10Execute a logistical regression Spark ML model on the events in the stream to predict if a
driver is going to commit a violation. If violation is predicted, then alert on it.

The below sections walks you through how to implement all ten requirements.
Requirements 1-3 are done using NiFi and Schema Registry. Requirements 4 through 10, are
implemented using the new Streaming Analtyics Manager.

1.2. Reference Architecture

This reference architecture diagram gives you a general idea of how to build an HDF

cluster for your trucking use case. Review this suggested architecture before you begin
deployment.

Real-time Analytics Architecture with HDF

Sensor So Cloud Insta i
Sorsources g?ffer';t (';i.i n Core Data Processing Centers
Locations
Nifi Core Cluster
M1 Data
Lot N Acquisition H+
China Cloud Instance Nifi Regional | site to Site @ nifi
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(Azure)
Data Data
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minific® STREAMING (NEEUCELE] .
_2)ANALYTICS
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minific.® |
pc. 2011 - 2016. All Rights Reserved -
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2. Prepare Your Environment

2.1. Deploying Your HDF Clusters

About This Task

Now that you have reviewed the reference architecture and planned the deployment
of your trucking application, you can begin installing HDF according to your use case
specifications. To fully build the trucking application as described in this Getting Started
with Stream Analytics document, use the following steps.

Steps

1. Install Ambari 2.5.1.

2. Install HDP 2.6.1 Cluster via Ambari.

3. Install HDF 3.0 Management Pack.

4. Update HDF 3.0 Base URL.

5. Add HDF 3.0 Services to HDP 2.6.1 cluster.

Find instructions for these installation steps in Installing HDF Services on a New HDP Cluster.

More Information

Planning Your Deployment

2.2. Registering Schemas in Schema Registry

The trucking application streams raw events that are serialized into Avro from the two
sensors to its respective Kafka topics. NiFi consumes from these topics, and then routes,
enriches, and delivers them to another set of Kafka topics for consumption by the
streaming anlatyics applications. To do this, you must perform the following tasks:

¢ Creating the 4 Kafka topics

* Registering Schemas for each of the Kafka topics in the Schema Registry

2.2.1. Create the Kafka Topics

About This Task

Kafka topics are categories or feed names to which records are published.
Steps

1. Log into the node where Kafka broker is running.

2. Create the Kafka topics using the following commands:



https://docs.hortonworks.com/HDPDocuments/HDF3/HDF-3.0.0/bk_installing-hdf-and-hdp/content/ch_install-ambari.html
https://docs.hortonworks.com/HDPDocuments/HDF3/HDF-3.0.0/bk_planning-your-deployment/content/ch_deployment-scenarios.html
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cd /usr/[hdf/\hdp] current/kaf ka- br oker/ bi n/

./ kaf ka-t opi cs. sh \

--create \

--zookeeper <zookeeper-host>: 2181 \
--replication-factor 2 \
--partition 3\

--topic rawtruck_events_avro

. I kaf ka-t opi cs. sh \

--create \

- -zookeeper <zookeeper-host>: 2181 \
--replication-factor 2\
--partition 3\

--topic rawtruck_speed_events_avro

./ kaf ka-t opi cs. sh \

--create \

--zookeeper <zookeeper-host>: 2181 \
--replication-factor 2 \
--partition 3\

--topic truck_events_avro

. I kaf ka-t opi cs. sh \

--create \

- -zookeeper <zookeeper-host>: 2181 \
--replication-factor 2\
--partition 3\

--topic truck_speed_events_avro

More Information

Apache Kafka Component Guide

2.2.2. Register Schemas for the Kafka Topics

About This Task

Register the schemas for the 2 Kafka topics that NiFi will consume from and the two other
Kafka topics that NiFi will publish the enriched events to. Registering the Kafka topic
schemas is benefiicial in several ways. Schema Registry provides a centralized schema
location, allowing you to stream records into topics without having to attach the schema to
each record.

Steps

1. Go to the Schema Registry Ul by selecting the Registry service in Ambari and under
'Quick Links' selecting 'Registry Ul'

2. Click the "+" button to add a schema, schema group and schema metadata for the Raw
Geo Event Sensor Kafka topic:

e Nanme = rawtruck_events_avro

e Description = Raw Geo events fromtrucks in Kafka Topic



https://docs.hortonworks.com/HDPDocuments/HDP2/HDP-2.6.1/bk_kafka-component-guide/content/index.html
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« Type = Avro schema provider
e Schema Group = truck-sensors-kaf ka

e Conmpatibility: BACKWARD

Check the evolve check box
¢ Copy the schema from here and paste it into the Schema Text area.
* Click Save

3. Click the "+" button to add a schema, schema group (exists from previous step), and
schema metadata for the Raw Speed Event Sensor Kafka topic:

« Name = rawtruck_speed_events_avro

e Description = Raw Speed Events fromtrucks in Kaf ka Topic
e Type = Avro schema provider

e Schema Group = truck-sensors-kaf ka

e Conmpatibility: BACKWARD

e Check the evolve check box

¢ Copy the schema from here and paste it into the Schema Text area.

¢ Click Save

4. Click the "+" button to add a schema, schema group and schema metadata for the Geo
Event Sensor Kafka topic:

e Name = truck_events_avro

e Description = Schema for the Kafka topic naned
"truck_events_avro'

e Type = Avro schema provider
e Schema Group = truck-sensors-kaf ka

e Conmpatibility: BACKWARD

Check the evolve checkbox
¢ Copy the schema from here and paste it into the Schema Text area.
* Click Save

5. Click the "+" button to add a schema, schema group (exists from previous step), and
schema metadata for the Speed Event Sensor Kafka topic:

« Name = truck_speed_events_avro



https://raw.githubusercontent.com/georgevetticaden/hdp/master/reference-apps/iot-trucking-app/trucking-data-simulator/src/main/resources/schema/truck-geo-event-log.avsc
https://raw.githubusercontent.com/georgevetticaden/hdp/master/reference-apps/iot-trucking-app/trucking-data-simulator/src/main/resources/schema/truck-speed-event-log.avsc
https://raw.githubusercontent.com/georgevetticaden/hdp/master/reference-apps/iot-trucking-app/trucking-data-simulator/src/main/resources/schema/truck-geo-event-kafka.avsc
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e Description = Schema for the Kafka topic naned
"truck_speed_events_avro'

e Type = Avro schema provider
« Schema Group = truck-sensors-kaf ka

e Conmpatibility: BACKWARD

Check the evolve check box
¢ Copy the schema from here and paste it into the Schema Text area.
* Click Save.

More Information

If you want to create these schemas programmatically using the Schema Registry client via
REST rather than through the Ul, you can find examples at this Github location.



https://raw.githubusercontent.com/georgevetticaden/hdp/master/reference-apps/iot-trucking-app/trucking-data-simulator/src/main/resources/schema/truck-speed-event-kafka.avsc
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Hortonworks DataFlow June 9, 2017

3. Creating a Dataflow Application

3.1. Data Producer Application Generates Events

The following is a sample of a raw truck event stream generated by the sensors.

HDF Ref App Data Sources: TruckGeoEvent and TruckSpeedEvent Streams

@ Each Truck emits different event stream
— Truck Geo Event

— Truck Speed Event
Truck Geo Event:
routeld eventType
eventTime eventsource  driverid latitude
4 4 4 A A

| | i | |

2016-10-19 14:54:38.18| truck_geo_event |40] 23 | Jeff Markham | 1090292248 | Peoria to Ceder Rapids Route 2 | Lane Departure| 40.7 | -89.52 |1|

I l ] |
N v

v A4
truckld
driverName route longitude ¢, rolationid
Truck Speed Event:
teld speed
eventTime eventSource driverid rou
A 4 A T A
2016-10-19'14:54:38.18| truck_speed_event|40| 23 | Jeff Markham | 1090292248 | Peoria to Ceder Rapids Route 2 | 73 |
i l AR
5 ©Hortonworks Inc. 2071~ 2016 Al Rights Reserved 4 b4 HORTONWORKS

driverName route

The date producing application or data simulator publishes these serialized Avro raw events
into Kafka topics. The following is what the raw event looks like serialized into Avro using
the Schema Registry.

What an Event Looks Like after being Serialized by the Schema Registry

First 13 bytes contains info  The remaining bytes is the Avro object serialized. The Avro

to identify the schemafor object will not have the full schema as a traditional Avro
the event in the Schema object contains

Registry: schemald,
schemaVersion, protocol
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3.2. NiFi: Create a Dataflow Application

To make things easier to setup, import the NiFi Template for this flow by downloading
it this Github location. After importing, select Use Case 1 process group. The below
instructions are with respect to that flow.

3.2.1. NiFi Controller Services

Click on Flow Configuration Settings icon and select Controller Services tab.
Hortonworks Schema Registry Controller Service
1. Click on Flow Configuration Settings icon and select Controller Services tab.

2. You will see the HWX Schema Registry controller service. Edit the properties to
configure the Schema Registry URL based on your environment. You can find this
value in the Streaming Analytics Manager Service in Ambari for the configuration
property called r egi stry. url . An example of what the URL looks similar to ht t p: / /
$REG STRY_SERVER: 7788/ api / v1.

3. Enable this controller service.
RecordReader and RecordWriter Controller Services

The RecordReader and RecordWriter controller services are new controller services that
allows you convert events from one type (json, xml, csv, Avro) to another (json, xml, csv,
Avro). These controller services use the Schema Registry to fetch the schema for the event
to do this conversion. There are a number of different schema access strategies you can
configure on the RecordReader and RecordWriter to tell the Record Reader/Writer how to
look up the schema information. For example, if you are reading records serialized by the
Hortonworks Schema Registry, the schema identifier required to look up the schema in the
registry is embedded in the header of the payload. Hence, the RecordReader would use the
schema access strategy called "HWX Content-Encoded Schema Reference". The following
are the RecordReader and RecordWriter controller services used for the NiFi template
imported:

» Avro Truck Events - Reads Avro events and looks up the schema id via the HWX Content-
Encoded Schema Reference strategy. This schema id is then used to query the schema
from the Hortonworks Schema Registry.

* CSV Truck Events - Reads csv events and looks up the schema name from the value of the
"Schema Name" attribute. This schema lookup strategy is called the "Use 'Schema Name'
Property" access strategy. This value of this schema name property is then used to query
the schema from the Hortonworks Schema Registry.

* AvroRecordSetWriter - Writes events into Avro and looks up the schema identifier info
using the HWX Schema Reference Attribute strategy. This controller also uses a write
strategy of HWX Content-Encoded Schema Reference where the Avro object will have
schema identifier information pre-appended on the header.

* AvroRecordSetWriter-Read-Schema-From-HWX-Via-Schema-Name - Writes events into
Avro and looks up the schema using the Schema Name access strategy. This controller



https://raw.githubusercontent.com/georgevetticaden/hdp/master/reference-apps/iot-trucking-app/trucking-data-simulator/src/main/resources/nifi-flows/Nifi_and_Schema_Registry_Integration_End_to_End_Example.xml
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also uses a write strategy of HWX Content-Encoded Schema Reference where the Avro
object will have schema identifier information pre-appended on the header.

» CSVRecordSetWriter - Writes events into CSV and looks up the schema identifier using
the HWX Schema Reference Attribute strategy. The write schema strategy is also HWX
Schema Reference attributes. This means when the csv is written the schema identifier
information is stored in named attributes of the flow file.

* CSVRecordSetWriter-Read-Schema-From-HWX-Embedded - Similar to the previous csv
writer but the schema identifier is looked using the HWX Content-Encoded Schema
Reference strategy.

Enable all of these controller services.

3.2.2. NiFi Ingests the Raw Sensor Events

In the Use Case 1 process group, go into the "Acquire Events" process group. The first step
in the NiFi flow is to ingest the raw serialized Avro events from the two Kafka topics. We
will use the new ConsumerKafkaRecord processor for this.

Upstream app is sending avro objects serialized

via HWX Schema REgistry into kafka topics

Use ConsumeKafkaRecord to read Avro and convert to CSV by
doing the following:

1. Get schemald from beginning bytes of serialized AVro object
2. Use the schemald to lookup the schema

3. Convert Avro object to CSV Records using the schema

Truck Geo Kafka Stream Truck Speed Kafka Stream

In 0 (0 bytes) In 0 (0 bytes)
Read/Write 0 bytes / 0 bytes Read/Write 0 bytes / 0 bytes
Out 0 (0 bytes) Out 0 (0 bytes)
Tasks/Time 207 / 00:00:03.169 Tasks/Time 297/ 00:00:02.169

| l

Name success Name success
Queued 0 (0 bytes) Queued 00 bytes)

!

Truck Geo Truck Speed
Events Events

Both ConsumerKafkaRecord processors are configured with an AvroReader controller
service and the CSVRecordSetWriter-Read-Schema-From-HWX-Embedded controller service
to convert from Avro to CSV using a schema.

S Note

Make sure for both processors, you change the Kafka Brokers property value to
your cluster settings.
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Processor Details

SETTINGS

’—I— Change the value to
SCHEDULING PROPERTIES COMMENTS .
your cluster setting

Required field

Kafka Brokers
Topic Name(s)
Topic Name Format
Record Reader
Record Writer
Security Protocol
Kerberos Service Name
Kerberos Principal
Kerberos Keytab
SEL Contaxt Sarvice
Group ID

Offset Reset

Max Poll Records

Max Lneommitted Time

Value

tp2-hdfé.field. hortonworks.com: 6667
it

names

Ao Truck Events -

PLAINTEXT

P00 00000000000

3.2.3. Publish Enriched Events to Kafka for Consumption by
Analytics Applications

After NiFi has done the routing, transforms, and enrichment, NiFi will publish the enriched
events into Kafka topics. These topics have a schema registered for it in the Schema
Registry and we will store the schema identifier for the schema in the FlowFile attributes
(UpdateAttribute processors) and use the PublishKafkaRecord processor to push the events

into Kafka.

Enrich the Data

Serialize CSV into Avro by fetching =
schema associated with kafka topic =
from the HWX Schema REgistry. =

Specify Schem:
UpdateAttribute
org.apache i - nif-

From Truck Ges Events >
Queued 0(0 bytes)

0 (0 bytes) 5min
0 bytes / 0 bytes 5 min
0 (0 bytes) 5 min
Tasks/Time 0/ 00:00:00.000 5 min

Name success
Queued 0 (0 bytes)

v
a and Destination [; >
2 0.0.0-264 s
0 (0 bytes) 5 min In
Read/Write 0 bytes /0 bytes 5 min
0 (0 bytes) S min out
Tasks/Time 0/ 00:00:00.000 5 min

a0

Hame success
Queuad 0 (0 bytas)

Mame success

/

Events to Truck Strea
KafkaRecord_0_101.2.0.3.0
rif-kafka-010nar

0(0 bytes)
Read/Wrte 0bytes /0 bytes
0(0 bytes)
Tasks/Timez 0/ 00:00:00.000

Queued 0 (0 bytes)

From Truck Speed Events
Queued 0 {0 bytes)

ify Schema and
tribute 1.2.0.3

0 (0 bytes)

Read/Write 0 bytes / 0 bytes

0 (0 bytes)

Tasks/Time 0/ 00:00:00.000

7

Smin
§ min
Smin

E min

-

5 min
5 min
5min

5min

The PublishKafkaRecord processor is configured with the controller service 'CSV Truck
Events' for the Record Reader and uses the AvroRecordSetWriter to write the events
into Avro. It is a serialized Avro object with the schema identifier in the header that gets
published to Kafka for consumption by SAM.

10
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S Note

Make sure for the PublishKafkaRecord, you change the Kafka Brokers property

value to your cluster settings.

Processor Details

Required field

Kafka Brokers

Topic Name

Record Reader

Record Writer

Security Protocal
Kerbaros Service Name
Kerberos Principal
Kerberos Keytab

S5L Context Service
Delivery Guarantee
Message Key Field
Max Request Size
Acknowledgment Wait Time

Mav Matadata Wair Tima

SETTINGS SCHEDULING PROPERTIES COMMENTS Change the value to

5900 00 00O 00O OO OO

your cluster setting

p2-hdfé.field hortonworks.com:6667

${kafka.topic}

CSV Truck Events =
AvroRecordSetWriter -
PLAINTEXT

No value et

No value set
Mo value sat
No value set
Best Effort
No value set
1MB
§secs

R ear

3.2.4. Start the NiFi Flow

Start the Process Grouped called "Use Case 1".

11
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4. Creating a Stream Analytics
Application

1. Create a Service Pool and Environment

2. Create Your First Application

3. Creating and Configuring the Kafka Source Stream

4. Connecting Components

5. Joining Multiple Streams

6. Filtering Events in a Stream using Rules

7. Using Aggregate Functions over Windows

8. Implementing Business Rules on the Stream

9. Transforming Data using a Projection Processor
10Creating Alerts with a Notification Sink

11Streaming Alerts to an Analytics Engine for Dashboarding
12Streaming Violation Events to an Analytics Engine for Descriptive Analytics

13Streaming Violation Events into a Data Lake and Operational Data Store

4.1. Create a Service Pool and Environment

Before you create an application, you have to create a Service Pool and then an
Environment that you associate with an application. Refer to the Streaming Analytics
Manager User Guide sections on Streaming Analytics Manager Environment Setup and
Managing Stream Applications.

4.2. Create Your First Application

About This Task

The Streaming Analtyics Manager provides capabilities to the application developer
for building streaming applications. You can go to the Stream Builder Ul by select the
Streaming Analytics Manager service in Ambari and under Quick Links select SAM UL.

Creating a new stream application requires two steps: clicking the + icon, and then
providing a unique name for the stream application and associating the application with an
Environment.

Steps

12


https://docs.hortonworks.com/HDPDocuments/HDF3/HDF-3.0.0/bk_streaming-analytics-manager-user-guide/content/ch_sam-manage.html
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Hortonworks DataFlow June 9, 2017

1. Click the + icon on the My Applications dashboard and choose New Application.

2. Specify the name of the stream application and the environment that you want it to use
stream.

3 Note
The name of the stream application cannot have any spaces.

Add Stream

Result

SAM displays the Stream Builder canvas. Builder components on the canvas palette are the
building blocks used to build stream applications. Now you are ready to start building the
streaming application.

4= Edit and name the stream
application

Last Change:0s ago ~ Version:CURRENT  (DEV (o}

— Processo.r. source, and sink palette /
contains builder components Application and

deployment

configuration

Deploy button to
deploy stream ]
applications to the e NOT RUNNING

streaming engine

4.3. Creating and Configuring the Kafka Source
Stream

About This Task

The first step in building a stream application is to drag builder components to the canvas.
As described in the Hortonworks DataFlow Overview, Stream Builder offers four types of
builder components: sources, processors, sinks, and custom components.

13
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Every stream application must start with a source.

Complete the following instructions to start building a stream application. Use these steps
to implement Requirement 4 of the use case.

Steps

1. Drag the Kafka builder component onto the canvas, creating a Kafka tile:

@
= Last Change:2m 59s ago  Version:CURRENT Q Q 'ﬁ
SOURCE

Katka source tile
—

25 KAFKA Gray dot indicates that the build

§g 3 01 44—  component is not configured
PROCESSOR I
Click the arrows to
Z increase or decrease
the number of builder
component instances
for performance and
T scalability needs

2. Set the number of run-time instances for your Kafka tile component by clicking the up
arrow on the tile.

3. Double-click on the tile to begin configuring Kafka. After you specify a Kafka topic
name, SAM communicates with the Schema Registry and displays the schema:

14
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Jr-marnann

Kafka connection settings are

TruckGeoEvent populated by SAM based on the
Kafka service in Environment from
the Service Pool g
REQUIRED OPTIONAL NOTES i
CLUSTER NAME * Output
streamanalytics hd B
truckld*
Il SECURITY PROTOCOL *
driverld*
Il PLAINTEXT v
driverName*
BOOTSTRAP SERVERS * routeld*
secure-fenton-hdf5 field hortonworks.com:6667,secure route*
KAFKA TOPIC * eventType*
truck_events_avro - latitude*
longitude*

CONSUMER GROUP ID *

correlationld*
truck_geo_event_1| ‘

geoAddress

After you select a Kafka topic, /
SAM fetches the topic schema Cancel

from Schema Registry

Result

Once you have configured your Kafka component correctly, the tile component displays a
green dot.

More Information

Hortonworks DataFlow Overview

4.4. Connecting Components

About This Task

To pass a stream of events from one component to the next, create a connection between
the two components. In addition to defining data flow, connections allow you to pass a
schema from one component to another.

Steps

1. Click the green dot to the left of your source component.

8 KAFKA (014
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2. Drag your cursor to the component tile to which you want to connect.

Example

The following example shows two connections: a connection from Kafka sink
TruckGeoStream to the join processor, and a connection from the Kafka sink
TruckSpeedStream to the same join processor.

Q

SOURCE

@

L

—_

PROCESSOR &

z

~

‘?f TruckGeoEv... ¢

TruckSpeed

My Applications / |0T-Trucking-Ref-App

Q&

Last Change:Os ago  Version:CURRENT

Two Kafka compenents are
connected to the Join processor.
Both streams and the respective
schemas are passed to the Join

processor.

You can connect components by
clicking the green dot on a
component tile and dragging to the
dot on the component tile to which
you want to connect

4.5. Joining Multiple Streams

About This Task

Joining multiple streams is an important SAM capability. You accomplish this by adding the

Join processor to your strream application.

This section shows you how to configure a Join processor that joins the truck geo-event
stream with the speed event stream, based on Requirement 5 of the use case.

Steps

1. Drag a Join processor onto your canvas and connect it to a source.

2. Double click the Join tile to open the Configuration dialog.

3. Configure the Join processors according to the example below.

Example
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gatinne LINTTrialina Dat Ann

JOIN . . .
------- Join stream_1 on field driverld Wiait 5 seconds for
streams to catch up
CONFIGURATION NOTES Inner join with stream_2 on before the join occurs
driverld
Input Output
kafka_strearn_1 - driverld A e Y "
kafka_stream_1 -
JOIN TYPE SELECT STREAM SELECT FIELD WITH STREAM driverld=
eventTime* driverName*
INNER - kafka_stream_2 - driverld - kafka_stream_1 - rivertiame
eventSource* routeld*
WINDOW INTERVAL TYPE*
truckld* route*
. Time -
driverld: eventType®
driverName* WINDOW INTERVAL* SLIBING INTERVAL latitude*
routeld* 05 Seconds M Seconds N longitude*
route* [ —— SELECT ALL correlationld*
suenttipet [ * driverd | geohddress
X v
latitude* T speed
longitude*
The output of the
correlationld* joins Cancel n

4.6. Filtering Events in a Stream using Rules

About This Task

SAM provides powerful capabilities to filter events in the stream. It uses a Rules Engine,
which translates rules into SQL queries that operate on the stream of data.

The following steps demonstrate this, implementing Requirement 6 of the use case.
Steps

1. Drag the Rule processor to the canvas and connect it from the Join processors.

My Applications / 10T-Trucking-Ref-App

= o Last Change:0s ago  Version:CURRENT Q Q #
SOURCE
Drag the Rule processor from
- the palette and connect it to the
— Join processor
EVENT HUB!

y
HDF:
% g TruckGeoEV... (g1} o
L] }' JOIN 01k ofpe @”@ RULE 0lbe

PROGESSOR 8 TruckSpeed.. (g1

2. Double click the Rule processor, click the Add new Rules button, and create a new rule.
3. Click OK to save the new rule.

Example
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linatiane LNV Teniakina Dat_Ann

EventType

CONFIGURATION

Input

eventTime*
eventSource*
truckld*
driverld*
driverName*
routeld*
route*
eventType*
latitude*
longitude*

correlationld*

NOTES

Click to add rules which get

translated into SQL on the stream
L CCNEULTEEE 46— and aliows filtering of stream

events
Name Condition Actions

Violation Event eventType <> 'Normal' o

T

A rule that is translated into SQL
that looks for any event in the
stream with an event type not

equal to Normal, which represents
a Violation Event

Output

eventTime*
eventSource*
truckld*
driverld*
driverName*
routeld*
route*
eventType*
latitude*
longitude*

correlationld*

canCEI “

4.7. Using Aggregate Functions over Windows

About This Task

Windowing is the ability to split an unbounded stream of data into finite sets based on
specified criteria such as time or count, so that you can perform aggregate functions (such
as sum or average) on the bounded set of events. SAM exposes these capabilities using the
Aggregate processor. The Aggregate processor supports two window types, tumbling and
sliding windows. The creation of a window can be based on time or count.

The following images show how to use the Aggregate processor to implement
Requirement 8 of the use case.

Steps

1. Drag the Aggregate processor to the canvas and connect it to the Rule processor.
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My Applications / I0T-Trucking-Ref-App

v
Cl Last Change:9s ago  Version:CURRENT
SOURCE
T
EVENT H
@ o 3 AGOREGATE g1y}
[
HOF
& g TruckGeoEv.. 4y § T
JOIN ®.q EventT)
. ‘—p-}. 01h epe S0 EventType Y
TruckSpeed..
FrocEsSoR 8 " bilg- Drag the Aggregate
processor onto the
Z canvas and connect it to
AGGREGATE Violent Events Rule
~
BRANC
>+

Q&

2. Double-click on the Aggregate processor, and configure it to calculate the average speed

of driver over a three-minute duration.

(@ £ AT Triinbina Dat Ann

DriverAvgSpeed

At the end of the window, this
is the new schema that will be
output to the stream: the
average speed of every driver

The fields to group by

SELECT KEYS* l

CONFIGURATION  NOTES

Input
driverld* WINDOW INTERVAL TYPE*
driverName* Time
routeld*
| WINDOW INTERVAL*
| route* ;
3 Minutes -
eventType*
atitude* SLIDING INTERVAL
atriiude’
3 .
longitude* Minutes -

correlationld* TIMESTAMP FIELD

geoAddress* processingTime X -

speed*

Output Fields

Output

driverld*
driverName*
route*

speed_AVG*

Cancel n

4.8. Implementing Business Rules on the Stream

About This Task

This section shows you how to implement the business rule you created above to detect
high speeding drivers. "High speed" is defined as greater than 80 miles per hour over a

three-minute time window.

This step partially implements Requirement 8 of the use case.

Steps

1. Drag the Rule processor onto the canvas and connect to it to the DriverAvgSpeed

Aggregate processor:
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@
a Last Change:0s ago
SOURCE
—
EVENT HUBS
i

VersionCURRENT @, @ %#

DriverAvgs

J 3 o TAVGS.. m,l,_._ o RL‘JLE
HDFS =

§‘,} §G TruckGeoEv... (g1 o

KAFKA ‘—.

o >+ JON €01r s G EventType
PROCESSOR §€ TruckSpeed... 447) o

Z,

~

ANCH
0IN

401)e

AGG

Add the Rule processor to the
canvas and connect it to the
DriverAvgSpeed Aggregate
processor
2. Configure the business rule as follows:
Add New Rule
RULE NAME*
Speeding Driver
DESCRIPTION*
Driver who is speeding excessively
)
CREATE QUERY* speed_AVG % = GREATER_THAN x v | 80
QUERY PREVIEW:

] -
speed_AVG > 80

Cancel
Result

The fully configured business rule should look similar to the following. Only high speed
events continue on in the stream.
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RN

IsDriverSpeeding

-------------------------- Only high speed

CONFIGURATION NOTES events continue on in

the stream
Input \ Output
driverld* driverld*®
driverName* Name Condition Actions driverName*
route* Speeding Driver speed_AVG > 80 o route*
speed_AVG* speed_AVG*

4.9. Transforming Data using a Projection
Processor

About This Task

It is common to do transformations on the events in the stream. In our case, before we
alert on the speeding driver, we want to convert the average speed we calculated in the
aggregate processor into a integer from a double so it is easier to display in the alert. The
projection processor allows you to do these transformations.

Steps

1. Drag the Projection processor onto the canvas and connect to it to the IsDriverSpeeding
Rule processor:

My Applications / 10T-Trucking-Ref-App

Q @

SOURCE

Last Change:23sago  Version:CURRENT @ Q@ &#

¢ o Y DWErAVGS.. g1y a—pe 30 ISDMNEISP-. (g1 5o I PROJECTION (01 ¢
HOF

% & TUCKGeOEV.. (1) o ’—'

JOIN ©. EventTy

K o D> 010 epe S0 EventType 1) 4
PROCESSOR g TruckSpeed.. (o1 o
AGGREGATE
.

>
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2. When you double click on the projection processor, you will see a number of out of the
box functions however a Round function does not exist.

PROJECTION

CONFIGURATION NOTES

Input FROJECTION FIEL DS Output
driverid*
driverName*
IoN |

route” | +
speed_AVGH UPPER

LOWEI

INITCAP

SUBSTRING

CHAR_LENGTH

CONCAT

Cancel E

3. Adding UDFs (User Defined Functions) is easy to do within SAM. Follow the below steps
to add Round UDF function to SAM.

a. From the left-hand menu, click Configuration, then Application Resources.

b. Select the UDF tab and click the + sign to create the ROUND UDF. The j ar for this
UDF can be downloaded from here. The simple java class used to implement this
Round function using the SAM SDK can be found here. Unzip the downloaded
artifact and use the jar called sam-custom-udf-0.0.5.jar. Configure the UDF with the
following values:

Add UDF

ROUND
b

ROUND
Rounds a double to integer

FUNCTION
- i
AME

hortonworks_hdf sam.custom.udf math Round

sam-custom-udf-0.0.5 jar |
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¢. After uploading the UDF, you should see the new Round UDF created.

F Notifiers o

Custom Processor up
ROUND Q
Name Description Type Class Name Argument Types Return Type Actions
ROUND Rounds a double tointeger ~ FUNCTION  hortonworks.hdf.sam.custom.udf. math. Round DOUBLE LONG i}

4. After creating the UDF, go back to your Application and double click on the on the
Projection Processor you added to the canvas and you see ROUND in the FUNCTION
drop down list. Configure the ROUND function as the following:

)T Teiiabina Daf Ann

CONFIGURATION  NOTES

Input PROJECTION FIELDS* Output
driverName* ) ) ) . driverName*
| FUNCTION ARGUMENTS FIELDS NAME
route* et
o ROUND X v % speed_AVG - speed_AVG_Round| + route
speed_AVG* speed_AVG*

speed_AVG_Round*

4.10. Creating Alerts with Notifications Sink

About This Task

The Notifications sink allows you to create alerts. The Notification sink supports email
alerts, and it is extensible— you can plug in other types of notifications.

The following steps demonstrate how to create email alerts when drivers are speeding. Like
custom UDFs, custom notifications can be added to SAM.

Steps

1. Drag the Notifications sink to the canvas and connect to it to the Round Projection.
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Last Change:2m 14sago  VersionCURRENT @ @, &¥

-

’,,, Y DUNerAVgS.. (g1 u—ppe Yo ISDVEISD.. (07 bpre W Round o b

NOTIFICATL.. o

g TruckGeoBw gy o

|I_.‘ >+ JOIN o015 a—pe 2o EventType wre

gg Truckspeed.. (g1 b

2. Configure the Notifications sink to generate email alerts for high speeding drivers.

Alert-Speeding-Driver-Alert

REQUIRED OPTIONAL NOTES

Input FROM EMAIL ID *
driverld® hwx.hdf testing@gmail.com
1]
E
v * |
driverName TO EMAILID*
route*

hwx_hdf testing@gmail.com

speed_AVG*
EMAIL SUBJECT *
speed_AVG_Round*
Speeding Driver

You can refer to the EMAIL CONTENT TYPE
input schema using EL
to create customized text/plain

alert messages

EMAIL BODY *
\ Driver ${driverName} is speeding at

${speed_AVG_Round} mph over the last 3 minutes
on route: ${route}
.

Cancel “

4.11. Streaming Alerts to an Analytics Engine for
Dashboarding

About This Task

In addition creating notification alerts, a common use case requirement is to send these
alerts to a dashboard so they can be displayed and visualized. SAM offers this capability by
allowing you to stream data into DRUID and then using Superset to create dashboards and
visualizations.

Steps

1. Drag the Druid sink to the canvas and connect to it to the Round Projection.

24



Hortonworks DataFlow June 9, 2017

Last Change:0s ago  Version:CURRENT Q Q a

|_..LNOT\F\CATI o

F. T DAverAgS. . qgr)o—pa &8 SDIVEISR (g1 b I Round oire

pe -5) DRUID o

8 TruckGeoEv.. ¢o1) 4

II"' >+ JOIN 015 s—pe 1 EventType oire

gg TruckSpeed.. g1 4

2. Stream these events into a Druid cube called alerts-speeding-drivers-cube by configuring
the Druid processor like the following.

Alert-Speeding-Driver-Cube

REQUIRED OPTIONAL NOTES

Input DATASOURCE NAME *
T | %
driverld alerts-speeding-drivers-cube | |
El
driverName* |
ZOOKEEPER CONMNECT STRING *
route*
i secure-fenton-hdf1 field hortonworks.com:2181,secure-f
speed_AVG*
DIMENSIONS *
speed_AVG_Round*
[+ _route | .
* speed_AVG ] * speed_AVG_Round

TIMESTAMP FIELD NAME *

processingTime v

WINDOW PERIOD *

PT10M
Cancel “

3. In the Creating Visualization Section, describe how to create dashboards for the alerts-
speeding-drivers-cube.

4.12. Streaming Violation Events to an Analytics
Engine for Descriptive Analytics

About This Task

Now lets implement Requirement 7:
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All infraction events need to be available for descriptive analytic (dash-boarding,

visualizations, etc.) by a business analyst. The analyst needs the ability to do analysis on the

streaming data.

The analytics engine in SAM is powered by Druid. The following steps show how to stream

data into Druid, so that a business analyst can use the Stream Insight Superset module to
generate descriptive analytics.

Steps

1. Drag the Druid processor to the canvas and connect it to the ViolationEvents Rule
processor.

SN Last Change:1s ago  Version:CURRENT
source

e ’_._ 7\ NOTIFICATL. (¢

o Y DiverAvgS.. (1) o—poe @m iSDiiverSp.. g1y e mi ROUNS arh
% ég T ~ L. =) Dashboard-... g
||—D- >+ JON 01r s—pe S8 EVENTYBE  (p1ph
PROCESSOR g TruckSpeed... ;) 4
- » -= DRUID o

e

2. Configure the Druid processor. You can edit the ZooKeeper connect string
in the advanced section of the Druid Service in Ambari, under the property
drui d. zk. servi ce. host.

The name of the insight data
Violation-Events-Cube sourcefcube to which you
"""""""""""""""""" want to stream data.

Business analysts use these

REQUIRED OPTIONAL NOTES data sources to query the
data
Input DATASOURCE NAME *
eventTime* violation-events-cube n

eventSource*
ZOOKEEPER CONNECT STRING *

truckld*
i secure-fenton-hdf1 field.hortonworks.com:2181,secure-f
driverld*
DIMENSIONS *
driverName*
routeld*
X v
route* = eventType [ = latitude = longitude
eventType* * correlationld | * geoAddress
latitude*
TIMESTAMP FIELD NAME *
longitude*

processingTime -
correlationld*

WINDOW PERIOD *

Cancel n

3. Configure the Aggregator Info settings, under the OPTIONAL menu

Qe &
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Violation-Events-Cube

REQUIRED OPTIONAL NOTES

Input

eventTime* DRUID PARTITIONS
! ]

eventSource®

truckld* PARTITION REPLICATION

driverld* 1

driverName*

Aggregator Info 4+

routeld*
AGGREGATOR INFO lﬁ
route*
Count Aggregator -

eventType*

NAME *
latitude*

cnt
longitude*

correlationld*

Add a Count Aggregator and give ita
name Cancel “

4.13. Streaming Violation Events into a Data Lake
and Operational Data Store

About This Task

Another common requirement is to stream data into an operational data store like HBase
to power real-time web apps as well as a data lake powered by HDFS for long term storage
and batch etl and analytic.

Steps

1. You will need ot have HBase service running. This can be easily done by adding the HDP
HBase Service via Ambari. Create a new HBase table by logging into an node where
Hbase client is installed then execute the below commands

cd /usr/ hdp/ current/hbase-client/bin
[ hbase shel |
create 'violation_events', {NAME=> 'events', VERSIONS => 3}

2. Create the following directory in HDFS and give it access to all users. Log into a node
where HDFS client is installed and execute the below commands

su hdfs
hadoop fs -nkdir /apps/trucki ng-app
hadoop fs -chnmod 777 /apps/trucking-app

3. Drag the HBase sink to the canvas and connect it to the ViolationEvents Rule processor.
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obe

||_.' >s JON

oibe

g TruokGeokr
01h e—pe o EventType

&a TruckSpeed

4. Configure the Hbase Sink as below.

Operational-Store-Violation-Events

REQUIRED OPTIONAL NOTES

Input CLUSTER NAME *
eventTime* streamanalytics
eventSource* o

HBASE TABLE *
truckld* . .
defaultviolation_events
| driverld*®
COLUMN FAMILY *
driverName*
events
routeld*
route* BATCH SIZE*
eventType* b
latitude*
longitude*

correlationld*

0

o 3 Diiverhgs

bie - Violation

o g HBASE

Last Changes ago  Version:CURRENT @ @ ¥

|_._ [i\ NOTIFICATL. (¢,

01h b 0 ISDAVErSD 1) bpe @ Round N
I_,. ) Dashboard-... qg;
o1
o
|
-
F
¥
| |
-
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Operational-Store-Violation-Events

REQUIRED OPTIONAL NOTES

Input ) WRITE TO WAL?
aventlime* ROW KEY FIELD
eventSource®
truckld*
driverld*
driverName*
routeld*
route*
eventType*
latitude*
longitude*

correlationld*

5. Drag the HDFS sink to the canvas and connect it to the ViolationEvents Rule processor.

Q @

SouRCE

6. Configure HDFS as below. Make sure you have permissiosn to write into the directory

you have configired for HDFS path.

eventTime hd

o 5 DriverAvgS.. g1y L_gg ®g isDriversp
% §§ TruckGeoEv. 0ire
|I_._ > JOIN 015 a—pre @0 EventType 01} ave =) Violation 0
PROCESSOR 8 TruckSpeed... (g8
D o g Operationa. ¢,
~ \
o g HBASE o

0

ew

Last Change:0s ago  Version:CURRENT

Round

NOTIFICATL... ¢

-

I_._ -5 Dashboard-.. 4y,

aQaQR
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Data-Lake-HDFS

REQUIRED  OPTIONAL

Input

eventTime*
STRING
eventSource*
STRING
truckid*
INTEGER
driverld*
INTEGER
driverName*
STRING
routeld*
INTEGER
route*®

STRING
eventType*
STRING
latitude*
DOUBLE
longitude*
DOUBLE

correlationld*

LONG

NOTES

PATH *

| /apps/trucking-app

FLUSH COUNT *

| 1000

ROTATION POLICY

Time Based Rotation v
ROTATION INTERVAL MULTIPLIER *

3
ROTATION INTERVAL UNIT *

MINUTES v

OUTPUT FIELDS *

Cancel
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5. Deploy an Application
5.1. Configure Deployment Settings

About This Task

Before deploying the application, you must configure deployment settings such as JVM
size, number of ackers, and number of workers. Because this topology uses a number of
joins and windows, you should increase the JVM heap size for the workers.

Steps

1. Click the gear icon on the top right corner of the canvas to display the Application
Configuration dialog.

2. Increase Number of Workers to 5.

3. Set Topology Worker JVM Options to -Xmx3072m.

Example

Application Configuration

GENERAL ADVANCED

MUMEBER OF WORKERS

3

NUMBER OF ACKERS
1

TOPOLOGY MESSAGE TIMEQUT (SECONDS)
40

TOPOLOGY WORKER JVM OPTIONS
-Xmx3072m

5.2. Deploy the App

After you have configure the application's deployment settings, click the Deploy button on
the lower right of the canvas.
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a @ Last Change:8sago  Version:CURRENT @ @ &#

= ’_,_ i\ NOTIFIGATL.

DriverAvgs © g isDriversp 31y bpe m Round I3
. P nre

§€ g TrUCkGROEv.. (g1 4 L- .

|r._ > JON 015 s—pe ©o EventType e A Violation:

PROCESSOR g TruckSpeed... qg1p &

> o g Operationa.. (g

Y

o 0 Datarlake-. o

tatus,
ACTIVE
m

During the deployment process, Streaming Analytics Manager completes the following
tasks:

1. Construct the configurations for the different big data services used in the stream app.
2. Create a deployable jar of the streaming app.
3. Upload and deploy the app jar to streaming engine server.

As SAM works through these tasks, it displays a progress bar.

Building Application Jars

The stream application is deployed to a Storm cluster based on the Storm Service defined in
the Environment associated with the application.

After the application has been deployed successfully, SAM notifies you and updates the
button to red to indicate it is deployed. Click the red button to kill/undeploy the app.
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LastChange:23sago  VersionCURRENT @ @ #F

& |_._ i) NOTIFICATL.
o 5 DEVErAVES.. qg1pape S0 ISDIVEISP. (o), bpe W ROU arh
’—’ L_ =, Dashboard

§r§ 8 TruckGeokv... (g, 5
PROCESSOR g Truckspeed.. qg1) 0

) o js. Operation "
p

-

= Data-Lak

>+

5.3. Running the Stream Simulator

Now that you have developed and deployed the NiFi Flow Application and the Stream
Analytics Application, we are ready to run a data simulator that generates truck geo events
and sensor events for the apps to process.

To generate the raw truck events serialized into Avro objects using the Schema registry and
publish them into the raw Kafka topics, do the following:

1. Download the Data-Loader Unzip it and copy it to the node the cluster. Lets call the
directory you unzip it to as: $DATA_LOADER_HOME. Then execute the following. Make
sure to replace variables below with your environment specific values (you can find the
REST URL to schema registry in Ambari under SAM service for config value registry.url) .
Make sure java (jdk 1.8) is on your classpath.

tar -zxvf $DATA LOADER HOVE/routes.tar.gz

nohup java -cp \

stream si mul ator-j ar-w t h- dependenci es.jar \

hor t onwor ks. hdp. ref app. t rucki ng. si nul at or.

Si nmul ati onRegi strySeri al i zer Runner App \

20000 \

hor t onwor ks. hdp. ref app. t rucki ng. si nul at or. i npl . domai n. transport. Truck \
hor t onwor ks. hdp. r ef app. t rucki ng. si nul ator. i npl . col | ectors.
Kaf kaEvent Seri al i zedW t hRegi stryCol | ect or \

1\

$DATA LOADER HOME/ r out es/ mi dwest/ \

10000 \

$KAFKA BROKER _HOST: $KAFKA PORT \

$REST_URL_TO_SCHEMA_REG STRY \

ALL_STREAMS \

NONSECURE &

2. You should see events being published into the Kafka topics called: raw-
truck_events_avro and raw-truck_speed_events_avro, Nifi should be consuming
those, enriching them and then pushing into the truck_events_avro and
truck_speed_events_avro kafka topics and then SAM consumes from those topics.
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6. Stream Operations

The Stream Operation view provides management of the stream applications, including the
following:

* Application life cycle management: start, stop, edit, delete
¢ Application performance metrics
* Troubleshooting, debugging

¢ Exporting and importing applications

6.1. My Applications View

Once a stream application has been deployed, the Stream Operations displays operational
views of the application.

One of these views is called My Application dashboard.

To access the application dashboard in SAM, click My Application tab (the hierarchy icon).
The dashboard displays all applications built using Streaming Analytics Manager:

Each stream application is represented by an application tile. Hovering over the application
tile provides status, metrics, and actions you can perform on the stream application.

My Applications &

Q Sort: Last Updated = ﬂ

TruckersWin H Trucking-|0T-Stream-Analytics H Connected-Airport
"
# Configuration

0 o 0 0 0 1o 38 30 3 23 0 0 0 0 0
Real-Time-Price-Optmization H Streaming-Fraud-Detection : Real-Time-Offer

0 0. 0
0 ) 0 0 0 0 0 ) 0 0 0 0 0
Connected-Home CyberAnalytics

0 0

6.2. Application Performance Monitoring

To view application performance metrics (APM) for the application, clicking on the
application name on the application tile.
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The following diagram describes elements of the APM view.

My Applications / View: I0T-Trucking-Ref-App Link to Ambari Storm View for
The environment more detailed metrics
|0T'Tf“Cki“9'REf‘APD<— to which your app Last Change:9h 28m 19 ago  Version: CURRENT = el Schema
is deployed
Input
EMITTED ‘TRANSFERRED CAPACITY LATENCY ERRORS WORKERS EXECUTORS driverld
G
% sec
0 0 0 0 0 3 21 | e
stanG
route
sTanG
speed_AVG
= . vouess
P N he 3 DINETAVIS.. (g1) by €0 Speed 01b oo @ TransformR.. ¢, o
° L JOIN & g FilterByE 1 utput
K i g TruckSpeed. (o, > i o et il pe -5 Violation- :
ey streaming . toan driverld
arp o BR| ENRICHHR (1) I
performance Spl driverName
e O plit o1k e- sTRING
metrics d % ENRICH-TIM... 4 7 ) . »e >+ JOIN1 —
route
o B2 ENRICH-WEA. ¢ 01, b et

speed_AVG
oouee

speed_AVG_Round
Metrics powered by Long

§ X Ambari Metrics - .
COMPONENT FILTER X v DATE/TIME RANGE FILTER 2017-06-05 20:02:31 - 2017-06-05 20:32:31

Record (IOT-Trucking-Ref-App) l v T

Hover over any
component to
see its
associated
schema

Input/Output Acked Tuples Failed Tuples

6.3. Troubleshooting and Debugging a Stream
application

At the top right corner of the APM, there is a Storm icon that takes you to the Storm
Ambari view.

The Storm Ambari View provides the following capabilities for deeper troubleshooting and
debugging:

* Topology View and Metrics: shows a visual representation of the deployed topology and
topology level Metrics.

¢ Distributed Log Search: allows users to search all logs across supervisor machines for a
topology; results can include zipped logs.

¢ Dynamic Log Levels: allows Users and Administrators to dynamically change the log level
settings for a running topology.

¢ Topology Event Inspector: allows viewing of tuples flowing through the topology along
with the ability to turn on/off debug events without having to stop/restart the entire
topology.

¢ Dynamic Worker Profiling: allows users to request worker profile data directly from the
Storm Ul (Heap Dumps, JStack Output, JProfile).

Use the first portion of the Ambari Storm View to review the topology summary and
statistics, set event profiling, search logs, and dynamically change them.
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Admin

- " " Distributed log search
n Topology Listing ) streamline-1-I0T-Trucking-Ref-App acrossalllogs ~— P || SearchinLogs - Q
\ Window  Alltime ¢ System Summary OFF Debug OFF
A
TOPOLOGY SUMMARY TOPOLOGY STATS
ID:  streamline-1-IOT-Trucking-Ref-App-3-1496685847 Window Emitted Transferred Complete Latency (ms) Acked Failed
‘Owner: storm
EonCS © © © 0 Change log levels
Status:  ACTIVE e
3hom0s o o o
Uptime:  9h42m9s "
Workers: 3 1d0hOm0s 15360 17960 36160.785 3100
Esartors 21 Alltime 15360 17960 36160.785 3100
Tasks: 21

Memory: 9408

Worker-Host:Port: secure-sam-hdfS field.hortonworks.com:6700, N
secure-sam-hdfé.field.hortonworks.com:6701, Turn on event profiling
secure-sam-hdfé.field hortonworks.com:6700

Scroll down to review the deployed topology and see metrics about its components.

streamline-1-10T-Trucking-Ref-App (]
[N IR ¢ | S N
E— [rr—
B e e o O O L T >
i
st e L —
a8 e
,,,,, ]
The streaming application that SAM
deployed to the Storm engine
Kafka Spout Lag
] Topic Partition Latest Offset Spout Committed Offset Lag
No Data Found.

More detailed metrics on the individual components (source, sink, and processor)
in the deployed application

Spouts l (]

Id Executors Tasks Emitted Transferred Complete Latency (ms) Acked Failed Error Host:Port Last Error Error Time
1-TruckGeoEvent 1 1 1340 1340 30596.000 1560 0
2-TruckSpeedEvent 1 1 1380 1380 41797.844 1540 0

Showing 102 of 2entries. . . .

6.3.1. Streaming Engine Infrastructure Metrics

The following dashboard shows infrastructure metrics for the streaming engine used; in this
case, it shows details about the Storm cluster.
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6.3.2.

& namn
EXDEUTOR Topology Listing L]
Tepslogy Mame Stataii Utime
06 Trucking:IOT-Stream-Analvtics facm |
BURERVIBOR

Superylsor Summary ]

Mot Haty [<21) ey Uptime

Actoriut Md hertomisris b 1

torlsll e -
QL

Changing Log Levels Dynamically and with Expiration

Policies

6.3.3.

When debugging a stream application, the ability to change the log dynamically is a
powerful troubleshooting feature. However, since typical stream applications handle
millions of events per second, changes to log levels can impact performance unless
safeguards such as expiration policies are defined. The following diagram shows how to
change log levels with expiration policies.

streamline-1-I0T-Trucking-Ref-App Searchin Logs ‘Change Log
Lavel
Window Alltime B System Summary OFF Debug OFF > B & o 0O
Change Log Level Click the log icon to
Modify the logger levels for topology. Note that applying a setting restarts the timer in the workers. To configure the root logger, use the name ROOT. configure the
logger
Logger Level Timeout Expires At Action

com.your.organization LoggerName ALL 5%

Distributed Log Search

Storm is a distributed streaming engine, which means that many worker nodes can be
used to power the streaming application. Because it has a distributed architecture, logs are
distributed across the cluster on many worker nodes. Searching for log data across workers
can be a painful process. With distributed log search, however, you can search across all
logs located across all worker nodes.

The following steps describe how to use distributed log search.

1. Type your search string in the distributed log search text box:

',! Ambari  streamanal... {iises [EEEE Dashboard ~ Services  Hosts  Alerts EH

Type what you want to search across logs,

n Topology Listing streamline-1-10T-Trucking-Ref-App and configure whether you want to also — ERROR - q

search archived logs

Search archived logs )
i s OFF OFF
Window Alltime System Summary Debug DeepSearch E
Change Log Level
Modify the logger levels for topology. Note that applying asetting restarts the timer in the workers. To configure the root logger, use the name ROOT.
Logger Level Timeout Expires At Action
comyour.organization.LoggerName ALL v %0
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2. Review the results.

3. Click on the link to navigate to the exact location in the log file.

host:port Maich

rifesctora 11 field horormvorks

6.4. Exporting and Importing Stream applications

Service pool and environment abstractions combined with import and export capabilities
allow you to move a stream application from one environment to another easily.

To export a stream application, click the Export icon on the My Application dashboard. This
downloads a JSON file that represents your streaming application.

Trucking-10T-St...

Z Refresh
" & Edit
0 [CiClone
| [ Export

0 0 C 0 0

To import a stream application that was exported in JSON format:

1. Click on the + icon in My Applications View and select import application:

New Application

Impart Applcation

2. Select the JSON file that you want to import, provide a unique name for the application
and specify which environment to use.
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Import Stream

SELECT JSOM FILE *

Choase File | Trucking-I0T-Streaming-Analtyics json

TOPOLOGY NAME

Trucking-10T-Streaming-Analtics-App-lmport

ENVIRONMENT *

Dev
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7. Advanced: Doing Predictive Analytics
on the Stream

Requirement 10 of this use case states the following:

Execute a logistical regression Spark ML model on the events in the stream to predict if a
driver is going to commit a violation. If violation is predicted, then alert on it.

HDP, the Hortonworks data at rest platform provides powerful set of tools for data
engineers and scientists to build powerful analytics with data processing engines like Spark
Streaming, Hive and Pig. The below diagram illustrates a typical analytics life cycle in HDP.

Building a Predictive Model on HDP

1 5 Explore small subset of events to identify predictive
~ = features and make a hypothesis. E.g. hypothesis: “foggy

h ! i i j
RSEISSSERells weather causes driver violations”

. | Identify suitable ML algorithmsto train a model — we will
[ 2 use classification algorithms as we have labeled events
B 1. ¥%

data

| , Transform enriched events data to aformat that is
friendly to Spark MLlib — many ML libs expect
training datain a certain format

Train a logistic classification Spark model on YARN, with

above events as traininginput, and iterate to fine tune
generated model

Once the model has been trained and optimized, insights can be created by scoring the
model in real-time as events are coming in. The next set of steps in the life cycle has to do
with scoring the model in real-time using HDF components.
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Scoring a Predictive Model on HDF

Model Export the Spark Mllib model and importinto the HDF’s
Registry Model Registry

Enrich with Features
STREAMING
JALYTICS

Use SAM’s enrich/custom processors to enrich the event
with the featuresrequired forthe model

Transform/Normalize

Use SAM'’s projection/custom processors to
ST EA:\QNG

transform/normalize the streaming event and the
features required for the model

Use SAM’s PMML processor to score the model for each
stream event with its required features

Alert / Notify / Action
STREAMING Use SAM’s rule and notification processorsto alert,
Tl

notify and take action using the results of the model

In the next few sections we will walk through how to do steps 5 through 9 in SAM.

7.1. Logistical Regression Model

With steps 1-4 with HDP, we were able to build a logistical regression model. The model
was then exported into PMML. The below diagram illustrates the features, coefficients and
output of the model.

Logistical Regression Model to Predict if Driver Will Commit a Violation

<PMML xmlns="http://www.dmg.org/PMML-4_1" version="4.1">
<Header copyright="DMG.org"/>
<DataDictionary numberOfFields="8">
Mode|_Feature_Certification’ optype= continuous' datalype= integer />

<DataField fode1_Feature_WagePlan" optype="continuous” dataType="integer"/> Input Features
<DataField fode1_Feature_FatigueByHours" optype="continuous" dataType="double"/>
<DataField fodel_Feature_FatigueByMiles" optype="continuous" dataType="double"/> _ to the Model
<DataField fode1_Feature_FoggyWeather" optype="continuous" dataType="double"/>
<DataField fode1_Feature_RainyWeather" optyp: ntinuous” dataTyp

DatgField odel Fegture Windvieather" optyp Qntinuo dataTvpe-
<DataField iolationPredicted” optype="categorical" dataType="string"s
<Value 'yes"/>
<Value value="no"/>
</DataField>

<RegressionModel modelName="Binary Classification for Truck Demo" functionName="classification" Details of the
algorithmName="logisticRegression” normalizationMethod="softmax" Algorithm being used
targetFieldName="ViolationPredicted":
<MiningSchema>

<MiningField name="Model_Feature_Certification"/>

<MiningField name="Model_Feature_WagePlan"/>

<MiningField name="Model_Feature_FatigueByHours"/>

<MiningField name="Model_Feature_FatigueByMiles"/>

<MiningField name="Model_Feature_FoggyWeather"/>

<MiningField name="Model_Feature_RainyWeather"/>

2 L Efeatuce Wi Output of the model:

‘ <MiningField name="ViolationPredicted"” usﬂgEType="yre_d'icted"/> ) yes = Violation Predicted
</MIningschemas - -
<RegressionTable targetCategory="yes" intercept="0"> no = No Violation predicted
<NumericPredictor nam jodel_Feature_Certification” coefficient="-0.5484931520986547"/>

<NumericPredictor name lodel_Feature_WagePlan" coefficient="0.32167608426097444"/>
<NumericPredictor nam lodel_Feature_FatigueByHours" coeffici 0.11878325692728164"/> Ty
<NumericPredictor name="Model_Feature_FatigueByMiles” coefficient="-0,05352068317534395"/> Coefficients of the
<NumericPredictor nam lodel_Feature_FoggyWeather" coefficien 557630499793003"/> Model
<NumericPredictor name lodel_Feature_RainyWeather" coefficien .5753110023672502"/>

<NumericPredictor name="Model_Feature_WindyWeather" coefficient="6.491968184728098E-4"/>

2 res

<RegressionTable targetCategory="no" intercept="0"/>
</RegressionModel>

</PMML>
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7.2. Export the Model into SAM's Model Registry

About This Task

SAM provides a registry where you can store PMML models. To get started with predictive
analytics, upload this logistical regression model.

Steps
1. Download this PMML model and save it locally with an . xrm extension.

2. Select the Model Registry menu item.

w

. Click the + icon.

4. Give your PMML model a name.

(9]

. From Upload PMMIL File, select the PMML file you just downloaded.

Add Model
MODEL NAME*

DriverViolationPredictionModel
UPLOAD PMML FILE*

Choose File | DriverViolationLogisticalRegessionPredictionModel-pmml.xml

6. Click Ok.
Result

The model is saved in the Model Registry.

Model Registry

Model Name PMML File Name Actions

DriverViolationPredictionModel DriverViolationLogisticalRegessionPredictionModel-pmml.xml o
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7.3. Enrichment and Normalization of Model
Features

Now that the model has been added to the model registry, you can use it in the streaming
application by the PMML processor. Before the model can be executed, you must enrich
and normalize the streaming events with the features required by the model. As the above
diagram illustrates, there are 7 features in the model. None of these features come as

part of the stream from the two sensors. So, based on the driverld and the latitude and
longitude location, enrich the streaming event with these features and then normalize it
required by the model. The table below describe each feature, enrichment store, and the
normalization required.

Feature Description Enrichment Store Normalization
Model_Feature_Certification | Identifies if the driver is HBase/Phoenix table called |"yes" # normalize to 1
certified or not drivers

"no" # normalize to 0

Model_Feature_WagePlan |ldentifies if the driver ison |HBase/Phoenix table called |"Hourly" # normalize to 1
an hourly or by miles wage | drivers

plan "Miles" # normalize to 0

Model_Feature_FatigueByHolifhe total number of hours |HBase/Phoenix table called |Scale by 100 to improve
driven by the driver in the  |timesheet algorithm performance (e.g:
last week hours/100)

Model_Feature_FatigueByMileBhe total number of miles HBase/Pheonix table called |Scale by 1000 to improve
driven by the driver in the timesheet algorithm performance (e.g:
last week miles/1000)

Model_Feature_FoggyWeathgbetermines if for the given | APl to WeatherService if (foggy) # normalize to 1
time and location, if the else 0

conditions are foggy

Model_Feature_RainyWeatheDetermines if for the given | APl to WeatherService if (raining) —> normalize to 1
time and location, if the else 0
conditions are rainy

Model_Feature_WindyWeathddetermines if for the given | APl to WeatherService if (windy) # normalize to 1
time and location, if the else 0
conditions are windy

7.4. Setting up your Enrichment Store and
Building Custom UDFs and Processors

About This Task

As the table above indicate four of the seven features comes from HBase/Phoenix tables.
This section gives you instructions on setting up the HBase/Phonenix tables timesheet
and drivers, loading them with reference data, and downloading the custom UDFs and
processors to do the enrichment and normalization.

Install HBase/Phoenix and download the sam-extensions
1. If HBase is not installed, install/add an HBase service.
2. Ensure that Phoenix is enabled on the HBase Cluster.

3. Download the Sam-Custom-Extensions.zip and save it to your local machine.
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4. Unzip the contents. We will call the unziped folder $SAM_EXTENSIONS
Steps for Creating Phoenix Tables and Loading Reference Data

1. Copy the $SAM_EXTENSIONS/scripts.tar.gz to a node where where HBase/PHoenix
client is installed.

2. On that node, untar the scripts.tar.gz. We will call this directory $SCRIPTS
tar -zxvf scripts.tar.gz

3. Go to the directory where the phoenix script is located which will create the phoeneix
tables for enrichment and load it with reference data.

cd $SCRI PTS/ phoeni x

4. Open the file phoenix_create.sh and replace <ZK_HOST> with the FQDN of your
ZooKeeper host.

5. Make the phoenix_create.sh script executable and execute it. Make sure you to
JAVA_HOME

./ phoeni x_create. sh
Steps for Verifying Data has Populated Phoenix Tables

1. Start up sqline Phoenix client.

cd /usr/ hdp/ current/phoeni x-client/bin
./sqlline.py $ZK_HOST: 2181: / hbase- unsecur e

2. List all the tables in Pheonix.

I'tabl es

3. Query the drivers and timesheet tables.

select * fromdrivers;
select * fromtinesheet;

7.5. Upload Custom Processors and UDFs for
Enrichment and Normalization

To perform the above enrichment and normalization, upload the custom UDFs and
processors you downloaded in the previous section.

7.5.1. Upload Custom UDFs

Steps for Uploading the Timestamp_Long UDF
1. From the left-hand menu, click Configuration, then Application Resources.

2. Select the UDF Tab and click the + sign to create the TIMESTAMP_LONG UDF. This udf
will convert a string date time to a Timestamp long. The simple class for this UDF using
the SAM SDK can be found here.
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3. The jar for this UDF is located in SAM_EXTENSI ONS/ sam cust om udf - 0. 0. 5. j ar.

4. Configure the UDF with the following values:

Add UDF

TIMESTAMP_LONG

DISPLAY NAME *

( | TIMESTAMP_LOMG

| DESCRIPTION *

| | Converts a string date time to a Timestamp Long

{  FUNCTION

\SSNAME *

I | hortonworks.hdf sam.custom.udf time ConvertTeTimestampLong

¢ sam-custom-udf-0.0.5 jar [
Cancel “

Steps for Configuring the Get_Week UDF
1. Select the UDF tab and click the + sign to create the GET_WEEK UDF.

2. Thej ar for this UDF is located in SAM_EXTENSI ONS/ sam cust om udf - 0. 0. 5. j ar.
This udf will convert a timestamp string into the week of the year which is required for
an enrichment query. The simple class for this UDF using the SAM SDK can be found
here.

3. Configure the UDF with the following values:

Add UDF

GET_WEEK
DISPLAY NAME *
{ | GET_WEEK
| oEscRIPTION *

{ | For a given date time string, the functions returns the week of the date/time

I | FUNCTION

\SSNAME *
b | hortonworks.hdf.sam.custorn.udf time. GetWeek

{ ) }
DF JAR *

i sam-custom-udi-0.0.5 jar !
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7.5.2. Upload Custom Processors

Steps for Uploading the ENRICH-PHOENIX Custom Processor
1. From the left-hand menu, click Configuration, then Application Resources.

2. Select Custom Processor and click the + sign to create the ENRICH-PHOENIX processor.
Configure the processor with the following values. This processor can be used to
enriched streams with data from Phoenix based on a user supplied sql statement. The
java class for this processor using the SAM SDK can be found here.

ustom Processo UDF Notifiers

EAMING ENGINEX STORM
ENRICH-PHOENIX
ESCRIPTION Enriches the input schema with data from Phoenix based on user supplied SQL

LASSNAME® hortonworks hdf.sam custom.pracessor

PLORD e samcustorprocessor 0,05 arwith dependenciesfar
. naa Conaries

ich.phoenix Phaeni¥EnrichmentSecureProcesse

Default
Field Name Ul Name Optional  Type Value Tooltip Actions
zkServerUrl Phoenix Zookeeper false  string Zookeeper server url in the format of SFQDN_ZK_HOST $ZK_PORT 8
Connection URL
enrichmentSQL Enrichment SQL false  string SQL to execute for the enriched values o
enrichedOutputFields  Enrichment Output Fields false  string The output field names to store new enriched values o
secureCluster Secure Gluster false  boolean true Check f connecting to a secure HBase/Phoeni Cluster o
kerberosClientPrincipal | Kerberos Client Principal true string “The principal uses to connect to secure HBase/PHoenix Cluster. Required if o
secureClusteris checked
kerberosieyTabFile  Kerberos Key Tab File true string Kerberos Key Tab File location on each of the worker nodes for thee principal o
configured
t L | CLEAR
{
b
¢
i
{
L | CLEAR

Caneel m

ENRICH-PHOENIX Configuration Values
¢ Streaming Engine - Storm
* Name - ENRICH-PHOENIX

 Description - Enriches the input schema with data from Phoenix based on user
supplied SQL

¢ ClassName -
hort onwor ks. hdf . sam cust om processor. enri ch. phoeni x. Phoeni xEnri chnment Secur
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* Upload Jar - The jar for this custom processor can be found under

SAM _EXTENSI ONS/ sam cust om processor-0.0.5-jar-wi t h-

dependenci es. j ar
Click the Add Config Fields button and and the following 3 configuration fields
* Add a config field called zkServerUrl with the following values:

a. Field Name - zkServerUrl

b. Ul Name - Phoenix ZooKeeper Connection URL

¢. Optional - false

d. Type - string

e. ToolTip - ZooKeeper server url in the format of $FQDN_ZK_HOST:$ZK_PORT
* Add a config field called enrichmentSQL with the following values

a. Field Name - enrichmentSQL

b. Ul Name - Enrichment SQL

o

Optional - false

d. Type - string

)

. ToolTip - SQL to execute for the enriched values
* Add a config field called enrichedOutputFields with the following values:
a. Field Name - enrichedOutputFields
b. Ul Name - Enrichment Output Fields
¢. Optional - false
d. Type - string
e. ToolTip - The output field names to store new enriched values
¢ Add a config field called secureCluster with the following values:
a. Field Name - secureCluster
b. Ul Name - Secure Cluster
¢. Optional - false
d. Type - boolean

e. ToolTip - Check if connecting to a secure HBase/Phoenix Cluster
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¢ Add a config field called kerberosClientPrincipal with the following values:
a. Field Name - kerberosClientPrincipal
b. Ul Name - Kerberos Client Principal
¢. Optional - true
d. Type - string

e. ToolTip - The principal uses to connect to secure HBase/PHoenix Cluster. Required
if secureCluster is checked

* Add a config field called kerberosKeyTabFile with the following values:
a. Field Name - kerberosKeyTabFile
b. Ul Name - Kerberos Key Tab File
c. Optional - true
d. Type - string

e. ToolTip - Kerberos Key Tab File location on each of the worker nodes for thee
principal configured

Input and Output Schema for ENRICH-PHOENIX
* Copy this input schema and paste into the INPUT SCHEMA text area box
¢ Copy this output schema and paste into the OUTPUT SCHEMA text area box
Steps for Uploading the ENRICH-WEATHER Custom Processor
1. Select Custom Processor and click the + sign to create the ENRICH-WEATHER processor.
This processor can be used to enrich streams with weather data based on time and lat/

long location. The java class for this processor using the SAM SDK can be found here.

2. Configure the processor with the following values.
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Field Name UlName Optional Type Default Value Tooltip Actions

weatherServiceURL Weather Web Service URL false string The URL 1o the Weather Web Service

ENRICH-WEATHER Configuration Values

* Streaming Engine - Storm

* Name - ENRICH-WEATHER

» Description — Enrichment with normalized weather data for a geo location

* ClassName -

hortonworks.hdf.sam.custom.processor.enrich.weather.WeatherEnrichmentProcessor

» Upload Jar - The jar for this custom processor can be found under SAM_EXTENSI ONS/

sam cust om processor-0.0.5.j ar

Click the Add Config Fields button and and a configuration field with the following values:

* Field Name - weatherServiceURL

Ul Name - Weather Web Service URL

Optional - false

Type - string

Tooltip - The URL to the Weather Web Service
Input and Output Schema for ENRICH-WEATHER
» Copy this input schema and paste into the INPUT SCHEMA text area box

» Copy this output schema and paste into the OUTPUT SCHEMA text area box
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Steps for Uploading the NORMALIZE-MODEL-FEATURES Custom Processor

1. Select the Custom Processor Tab and click the + sign to create the NORMALIZE-MODEL-
FEATURES processor. This processor is to normalized the enriched fields to format that
the model is expecting.

2. Configure the processor with the following values.

Field Name Ul Name Optional Type Defauit Value Tooltip Actions

NORMALIZE-MODEL-FEATURES Configuration Values

* Streaming Engine - Storm

* Name - NORMALIZE-MODEL-FEATURES

» Description — Normalize the features of the model before passing it to model

» ClassName -
hortonworks.hdf.sam.custom.processor.enrich.driver.predictivemodel.FeatureNormalizationProcessor

* Upload Jar - The jar for this custom processor can be found under SAM_EXTENSI ONS/
sam cust om processor-0.0.5a.j ar

Input and Output Schema for NORMALIZE-MODEL-FEATURES

» Copy this input schema and paste into the INPUT SCHEMA text area box

» Copy this output schema and paste into the OUTPUT SCHEMA text area box
Result

We have uploaded three custom processors required to do enrichment of the stream and
normalization of the enriched values to feed into the model.
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Configuration | Application Resources

Name Jar File Name Actions

ENRICH-PHOENIX input schema with data from Phaenix based on user supplied SQL

ENRICH WEATHER ized weather data for a geo lacation sam-custom-processor-0.0.5 jar o

NORMALIZE MODEL FEATURES | Normalize the features of the model before passing it to model sam-custom-processor-0.0.5ajar o

If you go back to the Stream Builder, you will see three new custom processors on palette.

)
<
>

7.6. Scoring the Model in the Stream using a
Streaming Split Join Pattern

About This Task

Now that you have created the enrichment store, loaded the enrichment data and
uploaded the custom UDFs and processors to SAM, build the stream flow to score the
model in real-time. In this case, you want to predict violations for events that are not
blatant infractions.

Steps
1. Click into to the Trucking IOT application you built.
2. Double click the Event Type rule processor to display the Add New Rule dialog.

3. Configure the new rule with the following values:
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Add New Rule

RULE NAME*

| Non Vielation Events

DESCRIPTION*

Events that are not violations that we want to do predictions on

CREATE QUERY* eventType X - EQUALS X - ‘Normal X '] n
QUERY PREVIEW:
eventType = 'Nermal'
Cancel
Result
Your new rule is added to the Event Type processor.
EventType
CONFIGURATION MNOTES
Input +Add New Rules Output
eventTime* eventTime*
eventSource* Name Condition Actions eventSource®
truckld* ViolationEvents eventType <> ‘Normal' s m truckld*
driverld* N R driverld*
TEGES Non Violation Events eventType = 'Normal' S NTEGES
driverName* driverName*
routeld* routeld*
route* route®
eventType* eventType*
latitude* latitude*
longitude* longitude*
correlationld® carrelationld*
Cancel

7.7. Streaming Split Join Pattern

About This Task
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You objective is to perform three enrichments:

* Retrieve a driver's certification and wage plan from the driver's table
* Retrieve the driver's hours and miles logged from the timesheet table
* Query weather information for a specific time and location.

To do this, use the split join pattern to split the stream into 3, perform the enrichment in
parallel, and then re-join the three streams.

Steps for Creating a Split Join Key

1. Create a new split key in the stream which allows you to join in a common field when
you join the three stream. To do this, drag the projection processor to the canvas and
create a connection from the EventType rule processor to this projectioin processor.
When configuring the connection, select the Non Violation Events Rule which tells SAM
to only send non violation events to this project processor.

EventType-PROJECTION
TREAM ID*

rule_transform_stream_3

"name": "eventTime",

"type": "STRING",

"optional": false
b b
{

"name": "eventSource",

"type": "STRING",

"optional": false =
b
{

"name": "truckIid",

"type": "INTEGER",

"antinnal": falae

Non Violation Events

SHUFFLE

Cancel E

2. Configure the projection processor to create our split join key called splitJoinValue
using the custom udf we uploaded earlier called "TIMESTAMP_LONG". We will also do a
transformation which calculates the week based on the event time which is required for
one of the enrichments downstream. Configure the processor like the following:
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[prtaaTiana LI e tar R

% CONFIGURATION NOTES
.

[ 0JECTION "
Input PROJECTIONFIEL DS Output
* latitude % correlationld * speed
J— [N o ool
truckid* FUNCTION ARGUMENTS FIELDS NAME router
| driverld* TIMESTAMP_LONG splitJoinValue + eventType®
s
driverName* latitude*
GET_WeEK ook .
routeld* longitude*
| route* correlationld*
3
1 eventType* geoAddress*
latitude* speed*
longitude* splitJoinValue*
correlationld* week*

] Cancel m
|

Steps for Splitting the Stream into Three to Perform Enrichments in Parallel

1. With the split join key created, we can split the stream into three to perform the
enrichments in parallel. To do the first split to do the enrichment of the wage and
certification status of driver, drag the "ENRICH-PHOENIX" processor the canvas and
connect it from the Split project processor

2. Configure the enrich processor like below. After this processor executes, the output
schema will have two fields populated called driverCertification and driverWagePlan.

a. ENRICHEMNT SQL: select certified, wage_plan from drivers where driverid=
${driverid}

b. ENRICHMENT OUTPUT FIELDS: driverCertification, driverWagePlan
c. SECURE CLUSTER: false
d. INPUT SCHEMA MAPPINGS: Leave defaults

e. OUTPUT FIELDS: select all fields except for driverFatigueByHours and
driverFatigueByMiles
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[l e

ENRICH-HR

CONFIGURATION ~ NOTES

Input PHOENIX ZOOKEEPER CONNECTION URL * Output

eventTime* sam-hdf0.field.hortonworks.com:2181

eventType*

eventSource™
ENRICHMENT SQL *
truckld* latitude*
select certified, wage_plan from drivers where driverid=5${driverid}
driverld* longitude*

ENRICHMENT QUTPUT FIELDS * ) onld
driverName* correlationl

driverCertification, driverWagePlan

routeld* geoAddress*
route* SECURE CLUSTER= speed*
eventType* e o e splitJoinValue*
latitude* KERBEROS CLIENT PRINCIPAL week

longitude* driverCertification*

KERBEROS KEY TAB FILE driverWagePlan*

Cance' n

correlationld*

3. Create the second stream to do enrichment of the drivers hours and miles logged in last
week by dragging another "ENRICH-PHOENIX" processor to the canvas and connect it
from the Split projection processor.

My Applications / I0T-Trucking-Ref-App

€ Last Change:0Os ago  VersionCURRENT @, @ ¥

source

= I_, 7| NOTIFICAT

o Y DriverAvaS.. qg1) s—pa ©@ isDriverSp 015 aPpe W Round .
F L. —, Dashboard:

8o TruckGeokv... ¢

° lr._ s JOIN 015 b 0 EVENLTYPE  (01) hg ) Viclation.. qo,

TruckSpeed... o

PROCESSOR &

b o g Operationa... (g

~ oy Datalake . (o)
o BR| ENRICHHR 4015 4
. m Spit : ENRICH-PHOENIX

0
x
| ENRICHPHO. (o,

4. Configure the enrich processor like below. After this processor executes, the
output schema will have two fields populated called driverFatigueByHours,
driverFatigueByMiles.

a. ENRICHEMNT SQL: select hours_logged, miles_logged from timesheet where driverid=
${driverld} and week=${week}

b. ENRICHMENT OUTPUT FIELDS: driverFatigueByHours, driverFatigueByMiles

c. SECURE CLUSTER: false
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d. INPUT SCHEMA MAPPINGS: Leave defaults

e. OUTPUT FIELDS: select splitJoinValue, driverFatigueByHours, driverFatigueMiles

dinlina Daf fAna

ENRICH-Timesheet

CONFIGURATION NOTES

Input

eventTime*
eventSource*
truckld*
driverd*
driverName*
routeld*
route*
eventType*
latitude*
longitude*

correlationld*

PHOENIX ZOOKEEPER CONMECTION LIRL *

Output

secure-sam-hdf0.field. hortonworks.com:2181 splitJoinValue*

ENRICHMENT SoL *

select hours_logged, miles_logged from timesheet where driverid= ${driv

EMRICHMENT OUTPUT FIELDS *

driverFatigueByHours

driverFatigueByMiles

driverFatigueByHours, driverFatigueByMiles

Cance' n

5. Create the third stream to do weather enrichment by dragging the custom processor we
uploaded called "ENRICH-WEATHER" processor to the canvas and connect it from the
Split project processor.

a @
source

o 8 TruckGeokv

&

8 Truckspeed.
PROCESSOR: ¢

z

~

o

My Applications / I0T-Trucking-Ref-App

F, y Driveraugs

lr,_ >+ JOIN 01y e—pe 28 Eventlype  qo1) g, - Viclation
o j~ Operationa

Data-Lake

o o SPlit

o

o

o

o

Last ChangeOs ago  Version:CURRENT @, @ ¥

|,,. 7| NOTIFICATL..
L.._ Dashboard-

b—pe g isDriverSp.. o) sppe M Round

bo B ENRICHHR (1),

B
o Bf| ENRICH-Tim.. (15 &

ENRICH-WEATHER
| ENRIGHWEA
[

6. Configure the weather process like the following (currently the weather
processor is just a stub that generates random normalized weather info). After
this processor executes, the output schema will have three fields populated
called Model_Feature_FoggyWeather, Model_Feature_RainyWeather,
Model_Feature_WindyWeather.
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a. WEATHER WEB SERVICE URL: http://weather.com/api?lat=${latitude}&Ing=
${longitude}

b. INPUT SCHEMA MAPPINGS: Leave defaults

c. OUTPUT FIELDS: Select the splitloinValue and the three model enriched features

ENRICH-WEATHER

CONFIGURATION  NOTES

lnput WEATHER WEB SERVICE URL * Output
eventTime* http://weather.com/api?lat=5{latitude}&Ing=5{longitude} splitJoinValue*
eventSource* Model_Feature_FoggyWeather*
INPUT SCHEMA MAPPING

truckld* . . Model_Feature_RainyWeather*
eventTime eventTime - Y

driverld* Model_Feature_WindyWeather*
eventSource eventSource

driverMName*

routeld* truckld truckld

route* driverld driverld

eventType* driverName driverName

latitude*
routeld routeld

longitude*
route route

correlationld*
Cance‘ n

Steps for Rejoining the Three Enriched Streams

1. Now that we have done the enrichment in parallel by splitting the stream into 3, we can
now join the 3 streams by dragging the join processor to the canvas and connecting the
join from the 3 streams.

My Applications / 10T-Trucking-Ref-App

@
C3 Last Change0s ago  VersionCURRENT @ @, ¥
sounce
= r 7 NOTIFICA
&r o 3 DIWETAUGS.. qorp appe B EDTMEISD.. (g7) bpe @< Round 3
g | & It s ’-' L,_ -
M o~ JOIN 015 bppe 98 EVENTYDE (g1} hug <) Violation o
PROCESSOR g TuckSpeed- qo1) o
¥ o i Operstiona.. )
~ o o Datarlake-. (g
B ENRCHHR (01, 4
> r-
o m SPlt e _
& o 5 ki y by X o
w o Bf] ENRICHWEA ¢ ;) J
s

2. Configure the join processor like the following where we use the joinSplitValue to join all
three streams.
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For the Output field, just click SELECT ALL to get all the fields across the three streams.

3. Now that we have joined three enriched streams, lets normalize the data into the
format that the model expects by dragging to the canvas the "NORMALIZE-MODEL-
FEATURES" custom processor that we added. For the output fields select all the fields
and the leave the the mapping as defaults.

PI“
NORMALIZE-MODEL-FEATURES

CONFIGURATION NOTES

Input B Output
eventTime* TTUE‘ eventTime*
eventSource* eventSource®
truckld* truckld*
driverld* driverld*
driverName* driverName*
routeld* routeld*

] route* route*
eventType* eventType*
latitude* latitude*
longitude* longitude®
correlationid* correlationld*

Cancel n B
Result

Your flow looks similar to the following.

My Applications / I0T-Trucking-Ref-App

@
Q Last Change0sago  Version:CURRENT @, @ ¥
sounce
= I_, 7| NOTIFICAT
v o 3, DrverAvgS.. (o1 e—ppe 3@ isDriverSp 01y ape @ Round o1ph
& § Lgeect ans r L. =) Dashboarc-
° lr,_ 5, JOIN o1y bpe 08 EventTye  4oq) b, -5 Violation o
pROCESSOR g TruckSpeed-. 401y o
by o g OPEr@tiona.. (o,
~ o Damae.

> o B ENRICHHR (g1, 0
r NORMALIZE- MODEL-FEATURES
o i SPIt nre
EO3 o T ENRICHTIM. 401 o o s JOINENRIC... (015 0 B NORMALIZE-.( 1) &
o o T ENRICHWEA ;) J
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7.8. Score the Model using the PMML Processor
and Alert

About This Task

Now you are ready to score the logistical regression model.

Steps

1. Drag the PMML processor the canvas and connect it to the Normalize processor.

Last Change:28s ago  Version.CURRENT @, @, ¥

’_._ 7\ NOTIFICATL.. ¢y
8 isDriverS ound o
v o1ra—pe 20 ISOTVESD. 1) ye u ove
e =) Dashboard
01) a—pe &0 EventType 015 s -5 Violation- o

|_,_ B ENRCHHR 1) o
vire

o m’ SPiit

[ B ENRICHTIM (15 o 3y 5, JOINENRIC.. 401 4o 2| NORMALIZE. oy 3
.

B2 ENRICHWEA. (1 4 * i PMML
e gz T

2. Configure the PMML processor like the following by selecting the
DriverViolationPredictionModel that you uploaded to the Model Registry earlier. After
this processor executes, a new field called ViolationPredicted is added to stream for the

result of the prediction. In output fields, select all the contextual fields you want to pass
on including the model value result.
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Predict

CONFIGURATION

Input

eventTime*

STRING

eventSource*

STRING

truckld*
NTEGER

driverld*
NTEGER

driverName*
STRING

routeld*
NTEGER
route*
STRING
eventType*
STRING
latitude*
DOUSLE
longitude*
DOUSLE
correlationld*
LONG

NOTES

MODEL NAME*

DriverViolationPredictionModel v

SELECT ALL

QUTPUT FIELDS*

a *  |ongitude X v

Output

ViolationPredicted*
3TRIN

eventTime*
3TRIN
eventSource*
ING
truckld*
INTEGER
driverld*
INTEGER
driverName*

STRING
routeld*
INTEGER
route*

STRING
latitude*
DOUBLE
longitude®
DOUBLE

geoAddress*

STRING
Cancel “

3. Determine if the model predicted if the driver will commit a violation by dragging a rule
processor to the canvas and configuring a rule like the following:

Edit Rule

RULE NAME*

| Violation Predicted

DESCRIPTION*

model returned a prediction

.
CREATE QUERY violationPredicted % v | | EQUALS % v | | ‘yes
QUERY PREVIEW

ViolationPredicted = 'yes'

Cancel n
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4. If a violation is predicted, send it to a Druid to display on a dashboard. Drag the Druid

processor to canvas and configure. Stream the events into a cube called alerts-violation-
predictions-cube.

Dashboard-Predictions

REQUIRED OPTIONAL NOTES

Input DATASOURCE NAME *

ViolationPredicted* alerts-violation-predictions-cube

ime*

eventTime ZOOKEEPER CONNECT STRING * |
| eventSource* secure-sam-hdf2.field. hortonworks.com:2181,secure-sar
| ]
| truckld*

DIMENSIONS *
driverld*

= \ViolationPredicted

eventType*
latitude* TIMESTAMP FIELD NAME *

B
longitude* processingTime v

Cancel “

Result

The final flow looks like the following:
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Q

SOURCE

rg

.y DriverAvgs..

§G TruckGeoEv.

01» e—ppe 20 EventType 01 e ) Violation-

TruckSpeed... 4 gy

g

o g Operationa

) Data-Lake-

o m Spit

01» e—pe 2o isDriversp...

|_.. B ENRICHHR (o
0ibe

. g‘ ENRICH-Tim.... ¢ o,

o T ENRICH-WEA.

0

Last Change:0s ago

e o Round

* D JOIN-ENRIC.

Version:CURRENT

01

0

QAo &

’—.- 1\ NOTIFICATI... qq;

L. = Dashboard-

oo T NORMALIZE- ¢,

. %0 Prediction

| Dashboard-
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8. Creating Visualizations Using Superset

A business analyst can create a wide array of visualizations to gather insights on streaming
data. The platform supports over 30+ visualizations the business analyst can create. For
visualization examples, see the Gallery of Superset Visualizations.

The general process for creating and viewing visualizations is as follows:

1. Whenever you add new data sources to Druid via a Stream App, perform the Refresh
Druid Metadata action on the Superset menu.

2. Using the Superset Stream Insight Ul, create one or more "slices". A slice is one business
visualization assoicated with a data source (e.g: Druid cube).

3. Using the Dashboard menu, add the slices to your dashboard and organize their layout.

3 Note

Note that when a SAM app streams data to a new cube using the Druid
processor, it will about 30 minutes for the cube to appear in Superset. This is
because Superset has to wait for the first segment to be created in Druid. After
the cube appears, users can analyze the streaming data immediately as it is
streaming in.

8.1. Creating Insight Slices

The following steps demonstrate a typical flow for creating a slice:
1. Choose Slices on the Menu.
2. Click + to create a new Slice.

3. Select the Druid Data Source that you want to use for the new visualization:

OO Suparset of secwnyw 5 Maage w [ Souces v W Sces @ Dashboarde 4 SOLLsh w o & awv

n - n Fecard Count ;

I Cluster Ehanged by nged O 1 1

4. Select a Chart Type from the menu.
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This example creates a "Sunburst" visualization where we are rolling up multiple
dimensions like route, eventType and driver info. Configure the chart and click Execute
Query.

Violation Details Breakdown - B[~ [0 [Bien [@em | oy

Datasource & Chart Type

Lane Departure Des Moines to Chi 7.58%
[druid-ambari] [violation-events-cubs] ¥

=

Sunbuist ¥

Time @
Time Granularity  Origin ®
1 haur

o 7.58% of total

32.3% of parent

m1:220

Hierarchy ®
 routa | [ x sventTypa

Primary Metric &
counTr)

Secondary Metric ®
CoUNTY)

Row limit

5000

Filters @

+ Add iter

5. Another visualization could be integration with MapBox Here we are mapping where
violations are occurring the most based on the lat/long location of the event

00 Superset csecum v s Musew Soucesv WSk @ Dwhoewds 4 SQLLbv o ® aw
. O« [ G [0 | oo
Route Violations Map -
st i
e =
pers -
p— [l
s B0 e
Tme® . o L
. 5 @ -
T Ganiam @ Osgn® e
o ois s e
¢ noann :
P waa . L
United States .., o
e , vl
wsso ol *
s s s g
— . 2 '6 EnTuCKY
PR—— canoite
e Sindniy ﬂ‘ Cobtoe CAROLIN:
- ] o= g .
P—
T - e ciroLinn
s— P e
sSSP ALABAMA
o oad

® Save 35 | Drves Viglations Bresk
® Do not 554 19 3 dashbeard
Add thea 1o exiting dashboard

Add 1 nw dashboard
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8.2. Adding Insight Slices to a Dashboard

After you create slices, you can organize them into a dashboards:
1. Click the Dashboard menu item.
2. Click + to create a new Dashboard.

3. Configure the dashboard: specify a name and the slices to include in the Dashboard.

00 Superset o secumyv 4 Mauge v B Scurces v M Sliees @ Danhbosdy

& o w 0o &

4. Arrange the slices on the dashboard as desired, and then click Save.

8.2.1. Dashboards for the Trucking IOT App

The IOT Trucking app that we implementing using the Stream Builder was streaming
violation events, alerts and predictions into three cubes:

* violation-events-cube
¢ alerts-speeding-drivers-cube
¢ alerts-violation-predictions-cube

Based on the powerful visualizations that SuperSet offers, you can create the below
powerful dashboards in minutes.
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loT Dashboard

©O Superset of Sccuityw 5 Manage v © Sources Ll Sices @ Dashboards 4 SOLLab v o & awv

Trucking I0T Dashboard «

Top Routes with Vielations
~
& ~ . _  Saint Louis to Tulsa
: Saint Louis to Chicago Route2
2 S
8 ot
- Springfield to KC Via Hanibal Route 2 # \%n
. -} " o’
2 \‘& o
H Salnt Louis 1o Chicago gt g
] o
g
H
Route Details
o o
Oes omes o Cheago m
Unae i dtance Des Moies 1o Chcago w2
Unesfe following distance Des Moines o Chcago 17
Des Momnes 10 Checage 68
Unsate o distance St Louis 1o Memptis 05
Sam Louis 1o Memptis 08
Unsate folomng sstance Samt Lous 1o Memos 08
St Louis 1o Mempns 540
Samt Lowss to Chicago Route2 €0
Unsafe 1ai distance. Sant Lowis 1o Chicage Route2 o
Unsate fotomng astance SuntLows o Cicago Roste? 50
Unsate o ditance Des Moes to Chicago houte 2 w20
Lane Dot Mnes to Chicago Rouse 2 510
Unsae floming datance Des Moines 1o Chicago Route 2 e
Unsafe tai distance Memphis to Lite Rock Route 2 a0
Des Moines 10 Chucago oute 2 a0
Sam Louis 10 Cicago Route2 so
Unsate fotowng Sstance Memphis o L Rock Route 2 wao
Memphis o i Rock Route 2 a0
Memphi o i Rock Route 2 0
 Unsale following dstance Peorta to Ceder Rapids. 270 P

0 - S [—, Y DJ:;’”‘"“@
’ — s i

3 Pt
P MisSOuRI

- b T @@

i
Wea Jimor, ey om Vet s 0700 P e Jon 07.08 P10 T amon Thu hnow 03 T mos oo A T 08,08 A Tha dumon.©

Alerts Dashboard

66



Hortonworks DataFlow

June 9, 2017
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