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Abstract

High-performanceomputingclustes (commodityhard-
ware with low-latency high-bandwidth interconnects)
basedon Linux, are rapidly becomingthe dominantcom-
puting platform for a wide range of scientificdisciplines.
Yet, straightforwad softwae installation, maintenance
and health monitoring for large-scaleclustes has been
a consistentaind nagging problemfor non-clusterexperts.
TheNPACI Rodkstoolkit takesa freshperspectiveon man-
agementandinstallationof clustesto dramaticallysimplify
softwae versiontradking, andclusterintegration.

Thetoolkit incorporatesthe latestRedHat distribution
(includingsecuritypatdhes)with additional clusterspecific
softwae. Using the identical softwae tools usedto cre-
ate the basedistribution, uses can customizeand localize
Rods for their site  Strong adheenceto widely-usedde
factg tools allows Rods to move with the rapid pace of
Linux development.Version 2.1 of the toolkit is available
for downloadand installation. To date 10 clustes spread
amongb institutionshavebeenbuilt usingthis toolkit.

1. Intr oduction

Strictly from a hardware componentand raw process-
ing power perspectie, commodity clustersare phenome-
nal price/performanceomputesngines However, if ascal-
able“cluster” managemenstrateyy is not adoptedthe fa-
vorableeconomicof clustersarechangediueto the addi-
tional on-goingpersonnetostsinvolvedto “careandfeed”
for the machine. The compleity of clustermanagement
(e.g.,determiningif all nodeshave a consistensetof soft-
ware)often overrunspart-timeclusteradministratorgwho
are usuallydomainapplicationscientists)}to eitherof two
extremestheclusteris notstabledueto configuratiorprob-

lems,or softwarebecomestale(securityholes known soft-
warebugsremainunpatched).

While earlier clusteringtoolkits expenda greatdeal of
effort (i.e., software)to compareconfigurationsof nodes,
RocksmakescompleteOS installationon a nodethe basic
managementool. With attentionto completeautomation
of this processjt becomedgasterto reinstallall nodesto a
known configurationthanit is to determineif nodeswere
out of synchronizationin the first place. Unlike a users
desktop,the OS on a clusternodeis consideredo be soft
statethat can be changedand/orupdatedrapidly. This is
clearly diametricallyopposedo the philosophyof config-
uration managementools like Cfengine[7] that perform
exhaustve examinationandparity checkingof aninstalled
OS.At first glancejt seemsvrongto reinstallthe OSwhen
a configurationparameteneedgo be changedIndeed for
a singlenodethis might seemtoo hearyweight. However,
this approactscalesexceptionallywell (seeTable 1) mak-
ing it a preferrednodefor evenamodest-sizedluster Be-
causeheOScanbeinstalledfrom scratchin ashortperiod
of time, different(and perhapsincompatible)application-
specificconfigurationsaneasilybeinstalledon nodes.

One of the key ingredientsof Rocksis a robust mech-
anismto producecustomized(with security patchespre-
applied)distributions that definethe completeset of soft-
warefor a particularnode. Within a distribution, different
setsof software can be installed on nodes(for example,
parallel storageseners may needadditionalcomponents)
by defininga machinespecificRed Hat Kickstartfile. A
Kickstartfile is a text-baseddescriptionof all the software
packagesand software configurationto be deplojed on a
node. By leveragingthis installationtechnology we can
abstracbutmary of thehardwaredifferencesandallow the
Kickstart processo autodetecthe correcthardware mod-
ulesto load (e.qg., disk subsystentype: SCSI, IDE, inte-
gratedRAID adapter;Ethernetinterfaces;andhigh-speed



network interfaces) Further we benefitfrom therobustand
rich supporthatcommerciaLinux distributionsmusthave
to beviablein todaysrapidly advancingmarketplace.

Wherever possible,Rocks usesautomaticmethodsto
determineconfigurationdifferences.Yet, becauselusters
areunified machinesthereare a few servicesthat require
“global” knowledgeof the machine— e.g.,a listing of all
computenodesfor the hostsdatabaseandqueuingsystem.
Rocksusesa MySQL databaséo definetheseglobal con-
figurationsand then generateslatabaseeportsto create
service-specificonfigurationfiles (e.g., DHCP configura-
tion file, /etc/hostsandPBSnodedfile).

SinceMay of 2000,we've beenaddressinghe difficul-
ties of deploying manageablelusters. We've beendriven
by onegoal: make clusterseasy By easywe meaneasy
to deploy, manage,upgradeand scale. We're driven by
this goal to help deliver the computationapower of clus-
tersto a wide rangeof users.It's clearthatmaking stable
and manageabl@arallel computingplatformsavailable to
awide rangeof scientistswill aidimmenselyin improving
the paralleltoolsthatneedcontinualdevelopment.

In Section2, we provide an overvien of contemporary
clustersprojects. In Section3, we examinecommonpit-
fallsin clustermanagementln Section4, we examinethe
hardwareandsoftwarearchitecturén greatedetail. In Sec-
tion 5, we detailthe managemergtrategy which guidesev-
erythingwe develop. In Section6, you'll find deeperdis-
cussionof the key NPACI Rockstools, andin Section?,
we describefuture Rocksdevelopment.

2. RelatedWork

In thissectionwereferencevariousclusteringeffortsand
comparehemto the currentstateof Rocks.

e Real World Computing Partnership - RWCP s re-
searchgroup startedin 1992, and basedin Tokyo.
RWCP hasaddresse@ wide rangeof issuesin clus-
tering from low-level, high-performancecommuni-
cation [14] to manageability Their SCore soft-
ware providessemi-automatedodeintegrationusing
Red Hat's interactie installationtool [3], and a job
launchersimilarto UCB’s REXEC (discussedn Sec-
tion4.1).

e Scyld Beowulf - Sgyld Computing Corporations
product,ScyldBeowulf is a clusteringoperatingsys-
tem which presentsa single systemimage (SSI) to
usersthroughthe Bproc mechanisnby modifying the
following: the Linux kernel,the GNU C library, and
someuserlevel utilities. Rocksis notan SSIsystem.
On Soyld clustersconfigurationis pushedo compute
nodesby a Sgyld-developedprogramrun on the fron-
tendnode.Sgyld providesagoodinstallationprogram,

but haslimited supportfor heterogeneousodes.Be-
causeof thedeepchangesnadeto thekernelby Sgyld,

mary of the bug andsecurityfixesmustbe integrated
andtestedby them. Thesefundamentakhangege-
quire Sgyld to take on mary (but notall) of the duties
of distribution provider.

ScalableCluster Environment - The SCE projectis
a clusteringeffort being developedat KasetsartUni-
versityin Thailand[16]. SCEis a software suitethat
includestoolsto install computenodesoftware, man-
ageandmonitorcomputenodesanda batchscheduler
to addresshedifficultiesin deploying andmaintaining
clusters.Theuseris responsibléor installingthefron-
tendwith RedHat Linux ontheirown, thenSCEfunc-
tionality is addedto the frontendvia a slick-looking
GUL. Installing and maintaining compute nodesis
managedvith a single-systenimageapproactby net-
work booting (a.k.a.,disklessclient). Systeminfor-
mationis gatheredandvisualizedwith impressieweb
and VRML tools. In contrast, Rocks provides an
entire, self-containedclusteraware installation built
uponRed Hat's distribution. This leadsto consistent
installationsfor both frontendand computenodes,as
well as providing well-known methodsfor usersto
addand customizeclusterfunctionality Also, Rocks
doesnt employ diskles<lients,avoiding scalabilityis-
suesandfunctionalityissueqnotall network adapters
cannetwork boot).

Open Cluster Group - The Open Cluster Group
has produceda developers releaseof their OSCAR
toolkit [10]. OSCARis a collectionof commonclus-
teringsoftwaretoolsin theform of tarfilesthatarein-
stalledon top of a Linux distribution on the frontend
machine. When integrating computenodes,IBM’s
Linux Utility for clusterinstall(LUI) operatesn asim-
ilar mannerto RedHat'’s Kickstart. OSCARrequires
adeepunderstandingf clusterarchitectureandsys-
tems,reliesupona 3rd-partyinstallationprogram,and
hasfewersupporteatlusterspecificsoftwarepackages
thanRocks.

VA Linux - VA Linux sells software cluster bun-
dles.Theinstalledsoftwareis configuredattheir facil-

ity whenthe systemis orderedusing“Build-to-Order
Software” (BTOS) [6]. However, the BTOS system
doesnot provide the rich scripting ability of Kick-

start, and requiresthe buyer to hand-configuresach
node. Further thereis no software upgradestrat-
egy. VA Linux doesprovide a rich managemensys-
tem (VACM) [11], however, it relieson Intel’s pro-
prietaryEmegeny ManagemenPort, andrequiresa
dedicatednanagemenietwork of serialcablesto be



installed. In comparisonRocksrunson a variety of
hardware and needsno secondarymanagemenhet-
work.

e Extreme Linux - Extreme Linux is a community
movementstartedn early 1998at the“ExtremeLinux
Workshop”. At that workshop,Red Hat and NASA
CESDISjointly releasedca CD containinga distribu-
tion to help build Beowulf-class clusters. This was
really a collection of now-standardclustertools like
MPI1 and PVM. Sincethen, ExtremeLinux hasheld
five moreworkshopstasked with definingthe current
andfuturerole of Linux high-performancelustering.
A follow-up CD hasnotbeernrelease@ndthe packag-
ing efforts appeato have halted.

3. Pitfalls

We embarledonthe Rocksprojectafterspendingayear
runninga single, Windows NT, 64-node,hand-configured
cluster This clusteris animportantexperimentalplatform
thatis usedby the ConcurrentSystemsArchitectureGroup
(CSAG) at UCSDto supportresearchn parallelandscal-
ablesystems.On the whole, the clusteris operationaknd
senesits researchHunction. However, it staysrunningbe-
causeof frequent,on-site,administratointervention. After
this experience,it becameclear that an installationman-
agemenstrat@y is essentiafor scalingandfor technology
transfer Thissectionexaminessomeof thecommorpitfalls
of variousclustermanagemerdapproaches.

3.1 Disk Cloning

The CSAG clusterabove is basically managedwith a
disk cloning tool, wherea modelnodeis hand-configured
with desiredsoftware andthen a bit-image of the system
partitionis made.Commercialoftware (ImageCasin this
case)is then usedto clone this image on homogeneous
hardware. Disk cloningwasalsoespouseasthe preferred
methodof systenreplicationin [13]. While clustersusually
startout ashomogeneoughey quickly evolve into hetero-
geneousystemslueto therapidpaceof technologyrefresh
asthey arescaledor asfailedcomponentsrereplaced As
anexampleoverthepastl0 monthstheRocks-basetMe-
teor” clusterat SDSC, hasevolved from a homogeneous
systento onethathasfive differenttypesof nodesfrom two
vendorswith two differenttypesof disk-storageadapters.
Further ahandfulof thesemachinesaredual-homedther
netfrontendnodesandmostcomputenodeshave Myrinet
adaptersbut notall.

Node heterogeneitys really a commonstatefor most
clustersandbeingableto transparentlynanagehesesmall
changesnalesthe completesystemmorestable . Addition-
ally, while the softwarestateof a machinecanbedescribed

asthe sequentiaktreamof bits on a disk, a more power-
ful andflexible conceptis to usea descriptionof the soft-
ware componentshat comprisea particularnodeconfigu-
ration. In Rocks,softwarepackagenamesandsite-specific
configuratioroptionsfully describeanode.Thistext-based
description(Red Hat Kickstart file) of the most complex
machine,the frontendnode,is lessthan 20 KB (compute
nodedescriptiorfilesare12 KB). At thestartof thisproject,
we assumedhatmaintaininga separatelescriptionfile for
eachcomputenodetype would be essential However, this
assumptiorturnedout to be false. Usingthe distribution’s
toolsfor hardwareprobinganda smallamountof additional
probing(e.g.,checkingfor the existenceof a Myrinet card
on the PCI bus), a singleKickstartfile canbe usedfor all
five nodetypesin the Meteorcluster

3.2 Installing Each System“By Hand”

Installing and maintaining nodesby hand is another
commonpitfall of neophyteclusteradministrators At first
glanceit appearsnanageablegspeciallyfor smallclusters,
but as clustersscaleand astime passessmall differences
in eachnodes configurationnegatively affectssystemsta-
bility. Evensarvy computemprofessionalsvill occasionally
enterincorrectcommandine sequencesmplying thatthe
following questionseedto beanswered:

o “What versionof softwareX do| have on nodeY?”

e “SoftwareserviceX on nodeY appearso be down.
Did | configureit correctly?Whenmy scriptattempted
to update32 nodesran,wasnodeX offline?”

e “My experimenton nodeX justwenthorribly wrong.
How do| restorethelastknown goodstate?”

TheRocksmethodologyeliminategheneedto askthese
guestions(which rotate generally around consisteng of
configuration).

3.3 Proprietary Installation Programs and Un-
neededSoftware Customization

Proprietaryand/or specializedcluster installation pro-
grams seemlike a good idea when presentedwith the
currenttechnologyof commercialdistributions. However,
going down the path of building a customizedinstalle
meansthat mary of the hardware detectionalgorithms
thatarepresentin commercialdistributionsmustbe repli-
cated. The paceof hardware updatesnakesthis tasktoo
time-consumindor researclgroupsandis really unneeded
“wheel reinvention”. Proprietaryinstallers,suchasthe one
usedand marketedby VA Linux, often demandhomoge-
neoushardwareor, evenworse aspecifichrandof homoge-
neoushardware. This reduceshoicefor a clusteruserand
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caninhibit the ability to grow or updatea cluster While
Rocksdoesnot have all the bells andwhistlesof someof
theseinstallers,it is hardware neutral. Also, specialized
clusterinstallationprogramsftendon’t incorporatehelat-
est software, a pitfall which is described,and addressed,
laterin this paper

Unneededoftwarecustomizatiorns anothempitfall. New
clusteradministratorseemunableto resisttinkering with
kernel configurationsand other components. Sometimes
customizedkernelsare warranted(e.qg., patchingto allow
accesso hardwareperformanceounters)but oftenareun-
necessaryWhile nothingin Rocksprecludescustomker-
nels,the default configurationusesthe stockRedHat con-
figuredkernel.

4. Rocks Cluster Hardware and Software Ar -
chitecture

To providecontext for thetoolsandtechniqueslescribed
in the following sectionswe’ll introducethe hardwareand
softwarearchitectureon which Rocksruns.

Figurel shavsatraditionalarchitecture&eommonlyused
for high-performanceomputingclustersas pioneeredoy
the Network of Workstationsproject[15] andpopularized
by the Beowulf project[12]. This systemis composedf
standarchigh-wlumeseners,an Ethernethetwork, powver
and an optional off-the-shelfhigh-performancelusterin-
terconnecte.g., Myrinet or Gigabit Ethernet). We've de-
fined the Rocksclusterarchitectureto containa minimal
setof high-volume componentsn an effort to build reli-
ablesystemdy reducingthecomponentountandby using
componentsvith largemean-time-to-dilurespecifications.

In supportof our goal to “make clusterseasy”, we've
focusedon simplicity. Thereis no dedicatednanagement

network. Yet anothernetwork increaseshe physicalde-

ployment(e.g., more cables,moreswitches)andthe man-

agemenburden,asonehasto managehemanagementet-

work. ! We've madethe choiceto remotelymanagecom-

pute nodesover the integrated Ethernetdevice found on

mary senermotherboardsThisnetwork is essentiallyfree,

is configuredearly in the boot cycle, and can be brought
up with a very small systemimage. As long as compute
nodescancommunicatéhroughtheir Ethernetthis stratgy

workswell. If acomputenodedoesnt respondverthenet-

work, it canberemotelypower cycled by executinga hard

power cycle commandfor its outleton a network-enabled
power distribution unit. > If the computenodeis still un-

responsie, physicalinterventionis required.For this case,
we have a crashcart —amonitorandakeyboard.

This stratgyy hasbeeneffective,eventhougha crashcart
appearso be non-scalableHowever, with moderncompo-
nents,total systemfailure ratesaresmall. Whenbalanced
againsthaving to dehug or managea managememetwork
for faults, reducingnetwork compleity appeardo be “a
win”. The downsideof usingonly Ethernet,s thatan ad-
ministratorsis “in the dark” from the momentthe nodeis
poweredon (or reset}o thetime Linux bringsupthe Ether
netnetwork. Our experiencehasbeenif Linux can' bring
up the Ethernetnetwork, either a hardware error hasoc-
curredwith a high probability that physicalinterventionis
necessaryor acentral(common-mode3ervice(oftenNFS)
hasfailed. Hardware repairsrequirenodesto be removed
from the rack. For acommon-moddailure, fixing the ser
vice and then power cycling nodes(remotely)solves the
dilemma. To minimize the time an administratoris in the
dark, we've developeda servicethat allows a userto re-
motelymonitorthestatusof aRedHatKickstartinstallation
by usingtelnet(seeSection6.2). With this straightforvard
technologydetailsof a nodepower-on-self-tesis the only
statusthatcannotbe viewed from a remotelocation. How-
ever, it appearshatvendorswill soonprovidethecapability
to view BIOS over integratedEthernetdevices. This tech-
nological changeis beingdriven by the needsof Internet
ServiceProvidersto cutcostsin deploying largewebfarms.

4.1 Frontend Node

Thefrontendis installedwith widely-usedstandardoft-
ware to supportclusterapplicationdevelopmentand par
allel applicationexecution. We've experimentedwith gcc,
g77 and The Portland Group’s High PerformanceFortran
compilersandwe are currentlyinvestigatingintel’s Linux
C/C++andFortrancompilers.

Someof the librariesfound on the frontendare Intel's

1Recursiorsucks.!
2A hardpawer cycle ona Rockscomputenodeforcesthenodeto rein-
stallitself.



Math KernelLibrary which containsmathfunctions(FFTs,
matrix multiply, etc.) thataretunedfor Intel processoras
well asvariousparallelmachinemessaggassindibraries
MPICH (Myrinet and Ethernetdevice support)and PVM
(Ethernedevice support).

To supportjob launchingin productionervironments,
we've packagedhe PortableBatch System(PBS)andthe
Maui schedulerPBSis usedfor its workloadmanagement
system(startingandmonitoringjobs) andMaui is usedfor
its rich schedulingfunctionality Whenthe frontendis in-
stalled,PBS and Maui are automaticallystartedand a de-
faultqueuds defined.

For developmentervironments,Rocksincludesmpirun
from the MPICH distribution and REXEC (remoteexecu-
tion) systermfrom UC Berkeley [5]. REXECprovidestrans-
parent,secureremoteexecutionof paralleland sequential
jobs. It hasa sophisticatedignal handlingsystemwhich
providesremoteforwardingof signals. REXEC alsoredi-
rectsstdin,stdoutandstderrfrom eachparallelprocessand
it propagatesa local ervironmentincluding ervironment
variablesuserlD, grouplD andcurrentworking directory

4.2 Compute Nodes

Computenodesaretheworkhorses- they executeall the
jobs. Peakperformancaes dictatedby the numberandtype
of computenodesandnormallytherearemary morecom-
pute nodesthan frontendnodes. Sincetherecan be wide
rangefor the numberof computenodes,our software has
beendesignedo accommodatéhis variable.

5. ManagementStrategy

Our managemerdtrat@y is basedon thefollowing phi-
losophy:

It mustbe trivial to deploy ary versionof soft-
wareon ary nodeof the cluster regardlesf the
clustersize.

To implementhis vision, we've definedtheserules:

o All softnaredeplojedon Rocksclustersarein RPMs.

e Require 100% automatic configurationof compute
nodes.

e It'sessentiato usescalableservicefHTTP, NIS, etc.).

RedHat hasdevelopedtwo key technologiesvhich di-
rectly supportthis philosophy: Red Hat PackageManager
(RPM)andtheKickstartinstallationtool. Analogougo Sun
Microsystemspackagesan RPM packagecontainsall the
files (e.g.,binaries headeffiles, init scripts,manpagesyor

deploying a particularsoftwaremodule. More importantly
RPMscanbe installedusingthe commandine which pro-
motesaddingor updatingpackagesia scripts.

RedHat haswritten a sophisticatedgustomizablescript
which automatepackagéenstallationfrom RedHat distri-
butionscalledKickstart Nodesinstalledin this mannerare
driven by a usercreatedconfigurationfile that essentially
containsthe answergo all the questiongposedby a stan-
dardinteractive installation.Kickstartfiles alsocancontain
scriptsthatarerun duringtheinstallation. Rocksleverages
this scriptingfeatureto achieze 100%automaticconfigura-
tion of computenodes.

Rocks clustersare fundamentallyabout managingtwo
systems:a frontendnodeanda computenode. The fron-
tendnoderequiresthe skills of a sarvy UNIX user asthis
is amachinewhich runsmary of theservicefoundonary
robustsener. In contrastthe computenodeis a minimal
sener, andsimply senesasacontainetto run paralleljobs.
Simplifying the role of a computenode,treatingtheir base
OS as statelessand requiring 100% automaticconfigura-
tion makesscaling-outtenable.Eachcomputenodeadded
to the systemonly incrementghe total managemengffort
by asmallamount.

Anotherrequiremenfor scalingout is only usingscal-
ableservicesandutilizing dynamicservicesfor frequently
changingstatewhich mustbe communicatedo compute
nodes(userinformation, network configuration etc.). For
installation,computenodesuseKickstart's HTTP method
to pull RPMsacrosghe network. For configuringEthernet
devicesoncomputenodestheDynamicHostConfiguration
Protocol(DHCP) is essential.Useraccountconfiguration
(e.g.,passwerdsandhomedirectorylocations)aresynchro-
nized from the frontendnodeto computenodeswith the
Network InformationService(NIS).

We have employed oneunscalableservice the Network
File System(NFS)[8]. Thefrontendnodeexportsall user
homedirectorieso computenodesvia NFS.We aresearch-
ing for ascalablealternatve.

Whatdoesthis all mean?The stratgyy describedabove
simplifies cluster managementpromotesexperimentation
andprovidesa methodto keepproductionmachineson cur-
rentsoftware. As mentionedn Section3, we usedto spend
alargeamounbf time checkingf computenodesverecon-
sistent. Now, ratherthanwondering,we simply reinstall
by sendinga messagever the network. After a compute
node completesits reinstallation,currently 5-10 minutes,
thenodeis consistent.

Our stratgy promotessxperimentation Developerscan
changeconfigurationandtry servicesn a wantonmanner
becauseany numberof computenodescanberestoredo a
known goodstatein 5-10minutes.

Finally, softwareon productionmachinesanbesystem-
atically andcontinuallyupgraded As describedn the next



section,we've built atool thateasilyupdatesa Rocksdis-
tribution (a collectionof RPMsfrom RedHat, thecommu-
nity and NPACI). This tool canbe usedto apply the latest
securityadvisoriesandbug fixes. After theupdatesareval-
idatedon a smalltestcluster the productionsystemcanbe
upgradedy submittinga “reinstall cluster”job to Maui, as
notto disturbany runningapplicationsOncethereinstalla-
tion is completethe next job will have aknown, consistent
softwarebase.

6. Tools

6.1 Managing a Cluster-EnhancedLinux Distrib u-
tion with Rocks-Dist

A major problemin the day-to-dayadministrationof
clustersis managingthe software that runs on the nodes.
This problemis twofold. First, how is the softwareinitially
deployed andwhat is the administrationcostof the initial
deployment?Secondhow areupgradedo the systemsoft-
wareachievedandhow aresoftwareupgradeshosen?

Theinitial deploymentof a Rocksclusteris performed
using Red Hat's Kickstartinstallationprogram. However,
sincea RedHat distribution is only a collectionof RPMs,
aryone can createa new distribution that canbe installed
with Kickstart. This is the foundationof the Rocksdistri-
bution: We startwith a stock Red Hat release apply Red
Hat’s updatesandadda small numberof RPMs. The new
distribution is supportedby Kickstart and remainstrue to
theoriginal structureof a RedHat distribution, only thelist
of softwarepackagesasbeenexpanded.

6.1.1 KeepingUp with Software

Oneof thewidely-claimedbenefitsof opensourcesoft-
ware is the rapid pace of development. Thesebenefits
rangefrom the quick closureof securityholesin software,
to rapid performanceandfunctionality enhancementsAl-
thoughtheseare tremendousenefitsof Linux (and open
sourcen general)this rapidturnaroundof softwareis also
a greatburdenon systemadministrators.For example,in
lessthanayear RedHat6.2for Intel had124updatedack-
ages.Therewerealso74 securityvulnerabilitiesreportedo
www.securityfocus.comfor which several of the updated
packagesveretargeted. On average,this amountsto one
updateevery threedays.

A goalof Rocksis to provide anagile clustertoolkit that
restsontop of thelatestRedHat Linux softwareset.|In this
vein, the only manageablschemdor addressingoftware
updatess to automaticalljtrackthem.While RedHatdoes
not always”get it right” they mustremainresponsie and
correctary errorsto maintaintheir leading market share.
We simply do not have the manpaver, time, or interestto
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Figure 2. Building a Rocks distrib ution with
rocks-dist.

inspectevery softwareupdateandblessit. If RedHatships
it, sodowe.

To integrateour softwarewith Red Hat's stockandup-
datedpackageswe createda programcalled rocks-dist
Rocks-distgatherssoftware componentgrom the follow-
ing sourcesandconstructsa singlenew distribution:

e RedHat software - The stock distribution and up-
dated RPMs replicated onto a local mirror.
Rocks-distresoles version numbersof RPMs
andonly includesthe mostrecentsoftware. This
behaior aloneallows us to producean always
up-to-dateRedHatdistributionthatfreestheuser
from having to updatesoftwareafteraninitial in-
stallation.

e Third party software - Any desiredsoftwarenotin-
cludedin RedHat. Someof our databasgack-
agedall into this cateyory.

e Local software - All RPMsbuilt on site. For Rocks,
thismeansall RockspackagesndKickstartpro-
filesfor computenodesandfrontendnodes.This
alsoincludesour eKV enhancemerib Kickstart
to provide statusandinteractize control over the
network duringtheKickstartprocess.

6.1.2 Extensibility

Figure2 illustratesthe processof gatheringsoftwareto
producea distribution. The resulting Rocks distribution
looksjust like a RedHat distribution, only with moresoft-
ware.A consequencef thisis repeat-ability- a Rocksdis-
tribution can be run throughthe identical processto pro-
ducean enhancedRrocksdistribution. This allows a user
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suchasauniversitycampusto addlocal softwarepackages
to Rocks,andhave all departmentsuild clustersbasedoff
the campus'distribution. This object-orientechpproachs
illustratedin Figure3.

We ervision a hierarchy of Rocks distribution hosts,
eachaddingsoftwarepackagedor child distributions. This
methodof distributing software allows us to focuson our
Rockscomponentsvhile remaininghighly extensiblefor
endusers.

6.1.3 Kickstarting and Heterogeneity

Software homogeneityis not always a desirablegoal.
Forinstanceduringdevelopmenbf Rocks we hadtheneed
to isolatedevelopersfrom one anotherandallow different
distributionsto be installedon computenodesof a shared
cluster This needis notisolatedto software development,
evenproductionusersmaywantcustomsoftwaredeployed
onnodedor aspecificjob run, withoutaffectingotherusers
onthecluster

Whenbuilding a new distribution, rocks-distreplicates
the software from its parentdistribution using wget over
HTTP (seeFigure 3) and createsa new tree comprised
mostly of symboliclinks to the mirrored software. Inside
this treeis a build directory that containsKickstart files.
Userscan customizethis new distribution by editing the

2 (Bruno@frontand-o:/home/Bruno
Red Hat Linux (C} 2000 Red Hat. Inc.

{Tab>/<Alt-Tah> between elements | <Space> selects | <F12 next screen

Figure 4. Shoot-node and eKV. Red Hat's Kick-
start screen is redirected over Ethernet.

Kickstartfiles andmanuallyaddingnen RPMsthatrocks-
distdid notintegrate.By creatingmultiple distributionsand
editingtheKickstartfiles, theusercancreateuniqueconfig-
urationsfor subset®f clusternodes.Further becauseach
distributionis composednainly of symboliclinks, eachdis-
tribution is lightweight(on the orderof 25MB) andcanbe
built in underaminute.

Thestratgyis similarto disklessclientswhichboottheir
systemimageoff NFS. However, by pushingthe software
to the nodeswe incur a singlenetwork bandwidthpenalty
whichdoesnotrecureverytimethenodeboots.Furtherwe
cancreatevariantsof the softwareimagesn minimal space
andtime.

6.2 Reinstallation

Reinstallatioris the primary mechanisnfor forcing the
baseOS on theroot partition of computenodesto aknown
state. As a sidenote, all non-rootpartitionsare presered
overreinstallsandtherefore canbeusedaspersistenstor
age.After building adistribution with rocks-distthedistri-
butionis appliedto computenodesvia reinstallation.

A computenodereinstallsitself whenan administrator
invokesshoot-node or afterahardpowercycle (e.g.,power
failure). Shoot-nodés a command-lingool that, over Eth-
ernet,instructsa computenodeto reboatitself into instal-
lation mode.It monitorsthenodes progressandpopsopen
anxtermwindow which displaysthe statusof the RedHat
Kickstartinstallation.This statuds redirectecver the Eth-
ernetby eKV (EthernetKeyboardandVideo). Thisis ac-
complishedby slightly modifying Red Hat's Kickstartin-
stallation program,anaconda to capturestandardoutput
and presentit on a telnet-compatibleport. Shouldsome-
thing go wrong, we've alsoinsertedcodethatallows users
to interactwith theinstallationthroughthe samextermwin-
dow thatreportstheinstallationstatus(Figure4).

Using HTTP to distribute RPMs, scaleswell. Table 1
shavsthetotal time to reinstalla numberof nodesconcur



Nodes | Total Reinstall Time (minutes)
1 10.3
2 9.8
4 10.1
8 104
16 111
32 13.7

Table 1. Reinstallation performance. The
HTTP server is a dual 733 MHz Pl with 100
Mbit Ethernet. Compute nodes are 733 MHz
- 1 GHz with Myrinet. Times include the time
taken to rebuild the Myrinet driver. Each node
transf ers approximatel y 150 MB of data from
the server.

rently. In thisexperimentheHTTP seneris dual733MHz
Pl with fastEthernetandthecomputenodesare733MHz
- 1 GHz with Myrinet. Timesincludethetime takento re-
build theMyrinet driver. Eachnodetransfersapproximately
150MB of datafrom thesener.

Asmentionecdkarlier computenodereinstallatiortimeis
betweerb and10 minutes.Theupperboundis for compute
nodeswith a Myrinet card, which retuild the driver from
sourceon its first boot afteraninstallation. Driver retuilds
mitigatetheproblemof having to keepN Myrinetdriverbi-
narypackagesor N versionsof theLinux kernel.Because
the Linux kernel hasmoduleversioningenabled(the de-
faultfor RedHat compiledkernels),it will only load mod-
ulesthat were compiledfor that particularkernelversion.
TheLinux kernelmovesquickly — for theyear2000,there
were5 updatego the "stabletree”. Sincewe maintainthe
packagdor theMyrinet driver, we quickly grew tired of the
cycleof: installinga nodewith thelatestkernelandcompil-
ers,preparinghekerneltreefor compilation,compilingthe
Myrinet driver, packagingthe driver, thentransportingthe
binary packagebackto our distribution sener. The easiest
way to manageernelversionchangess to have eachcom-
putenodecompilethe Myrinet driver from a sourceRPM.
The Myrinet driver modulecanbe compiled,installed,and
startedwithout incurring a reboot. The seeminglyheavy-
weight solutionaddsonly a 20-30%time penaltyon rein-
stallation.

6.3 Cluster Monitoring

We have only recentlybegunto addresgong-termmoni-
toring of computenodes But, we believe we have provided
afoundationto allow for gatheringandprocessingf clus-
ter state. This is achiered using standardJNIX tools and
Gangliafrom UC Berkeley.

6.3.1 SystemLogger

Computenodesforward all syslogmessageto a fron-
tend machine. To addressscalability the name of the
loghostis sentto computenodesasa DHCP option, allow-
ing nodesto reportto differenthosts. As the Linux kernel
boots,all log messageare cachedand sentto the syslog
daemononce started,enablingan operatorto seeall the
boot-timemessagesntheloghost.

6.3.2 SNMP

Computenodesrun SNMP with a Linux MIB to allow
interactve probing of machinesusing standardools. We
provide a scriptcalledsnmp-statusto allow the userto in-
quireaboutthe processtatuson ary givennode.

6.3.3 Ganglia

Gangliais a lightweight, distributed, multicast-based
monitoring system[1]. Eachnoderunsa daemoncalled
adendrite.Dendritescollectsoftwareandhardwareconfig-
uration, statechangesand a notion of "health” on nodes.
This informationis multicastto collectingagentscalledax-
ons. A usercanthenrun the commandine gangliaappli-
cationto discover an axonagentandquerythe stateof the
cluster

Onceanhour, all thedendritesnulticaststaticconfigura-
tion informationsuchasthenumberandspeedf the CPUs,
thekernelversion,andtheamountheRAM installed.Once
every five secondsthe dendritesreportwhat they view as
significantchangesn the percentagef CPUtime, load av-
eragesmemoryload,andnumberof runningprocesses.

In comparisorto snmp-statusGGangliais a lightweight
pushof information,whereasnmp-statuss a hearyweight
pull. Onbalancemoredetailednformationcanbeobtained
from SNMP.

6.4. Configuration Database

Oneof the mostseriouspitfalls of UNIX is the lack of
a commonformatfor configurationfiles. The Registry on
Windows machiness anattemptto enforcea singleexten-
sibleformatfor configuration Althoughthe Registry hasits
own problemsijt is a stepin theright direction.Rocksclus-
tersusea MySQL databaséor site configuration.Thetwo
key tableswe provide are,1) a DHCP optionstableand,2)
anodetable. Fromthesetableswe generatdhe /etc/hosts,
/etc/dhcpd.confandPBSconfiguratiorfiles.

The “nodes table” housesthe bindings betweenhost
namesandEthernetaddresses/Vhenthe frontendmachine
is installedfrom the RocksCD distribution, the database
is created,and an entry for this machineis addedto the



databaseBindingsfor the computenodesareaddecto the
databasdoy runningthe utility insert-ethers on the fron-
tendmachineandsequentiallypootingcomputenodeswith
the RocksCD. Insert-ethergnonitorssyslogmessagefor
DHCP requestsrom new hostsand when found, gener
atesa hostnamebindsthe hostnameo its EthernetMAC
addressandaddsthis informationto the databaselnsert-
ethersthen rehuilds service-specificonfigurationfiles by
runningreportsirom thedatabasegndrestartingherespec-
tive services.

For mostnodessuchascomputenodespnly thetupleof
(name MAC) is requiredas|P addressearegeneratedly-
namicallywhenwe build the/etc/hostsand/etc/dhcpd.conf
files. For nodesthat must publishtheir IP addresqe.g.,
frontend nodes)we storethe triple of (name,ip-address,
MAC). Table2 illustratesthis flexibility .

7. Curr ent Statusand Futur e Work

As of July 2001,Rocksversion2.1is:

e RedHat7.1baseplusRedHat’'s 79 securityadvisories
andbugfixes.

e Assortedcommunity software (MPICH, PVM, Intel
mathkernellibrary, etc.).

o NPACI software(the softwaredescribedn this paper).

We'veusedRocksto install5 clustersontheUCSDcam-
pus and at least4 groupshave installedtheir own Rocks
clusters(AdvancedComputingCenterfor Engineering&
Scienceat UT Austin, Pacific NorthwestNationalLabs,the
ChemistryDepartmentat NorthwesternUniversity, and a
group at the Hong Kong Baptist University). We say “at
least”four becaus¢hetotal numberis unknonvn asour soft-
waredoesnt requireregistration,therefore we don't have
a hardcountof Rocksusers— we only know our userbase
throughdirectcommunication.

Rocks s installed with a floppy anda CD (ISO im-
agedownloadablefrom ht t p: / / r ocks. npaci . edu).
The frontend Kickstart file is built from a simple web
form (https://rocks. npaci . edu/ ki ckstart/),
andis savedontothefloppy. After thefrontendis installed,
the sameCD is usedto bring up the individual compute
nodes(the floppy is not neededfor computenodeinstal-
lations). This schemaeis similar to Sgyld ComputingCor
porations clusterinstallationfound on their ScyldBeowulf
CD[4].

We look forwardto integratingfuture clusters.Two an-
nounceclusterswvhichwill berunningRocksare: 1) apro-
totype machinefor the GriPhyN project,and 2) a produc-
tion clusterfor the Scrippsinstituteof Oceanograph¢SIO).
TheGriPhyNproject(Grid PhysicaNetwork) is taskedwith

building a Petabyte-scaleomputationakrnvironment.Paul
Avery, the principal investigator haschosento use Rocks
to build a prototypeTier 2 sener. Whenin production the
Tier 2 siteswill provideroughly1/3of thecyclesneededy
high-enegy physiciststo analyzedatacomingfrom exper
imentsat CERN'’s Large HadronCollider. Detlef Stammer
of SIO,will beusingRocksto build a128-nodeclusterused
to studyoceangeneralkirculationthroughoceanmodeling
andocearnstateestimation.

We alsolook forwardto attackingtheissuesve discover
aswe grow our cluster(asof July 2001,it standsat82 com-
putenodes)andwe’re eagetrto integratenew softwareand
hardwaretechnologiesnto Rocks. We’re actively working
ona projectwhich extendsthe NPACI Rockstoolkit to eas-
ily put clusterson the Globus Grid [9]. On the hardware
side, as1A-64 nodesand InfiniBand interconnectcompo-
nents[2] arrivein thecommodityspacewe’ll includetheir
respectie packagesn futurereleases.

8. Conclusion

Armed with a managemenstratgy which dictatesthe
threemechanismsf 1) all softwaredeployedarein RPMs,
2) 100%automaticconfigurationof computenodesand3)
utilizing only scalableserviceswe've built atoolkit which
allows non-clustersystemsexperts to easily deplogy and
maintaintheir own high-performanceluster

NPACI Rocksis acollectionpointfor Linux clustersoft-
ware—we encouragall participationfrom the community
especiallybug fixes, future enhancemensuggestionsand
new softwareRPMs.
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Name IP MAC Rack Comment
frontend-0 192.168.1.1 00:50:8b:a5:4c:f4 0 Gatavay machine

D Model

1 2

3 3 hp-procune-0 192.168.4.1 00:01:e7:1a:be:00 O Etherneswitchfor Cabinet0
5 1 compute-0-0 00:50:8b:e0:3a:a7 0

6 1 compute-0-1 00:50:8b:e0:44:5e 0

7 1 compute-0-2 00:50:8b:e0:40:95 O

Table 2. An example of the nodes table stored in the Rocks MySQL database. Some hosts have IP
addresses, while most hosts have dynamicall y generated IP addresses.
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