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Traditional Enterprise Storage

DAS (Direct Attached Storage)
SAN (Storage Area Network)

NAS (Network Attached Storage) [BSfSEa

Software

Application |
Software

o : |
Application [
Software

Network

| File System [ | File System |

FC/GbE

'
o
o
Storage '

_________________________________




B oD R

S1EEE High Performance N&ﬁfﬁ

(Image / Swap) Object Storage

REFE

Block Storage

Bucket

AB & Large Capacity
(Snapshot)

Virtual SAN

HEFMH

Shared Storage

NAS (nfs/SMB/CIFS)
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QingCloud Server QingCloud Server Third-party Storage
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About CEPH
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About CEPH
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About GlusterFS

No Stripe

Split Brain
S BF AR PR &

RAW / QCOW2 Image File
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About EBS
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for workloads where data is accessed infrequently, and
scenarios where the lowest storage is important. Magnetic
volumes provide approximately 100 IOPS on average, with an
ability to burst to hundreds of IOPS.

development and test environments, and boot volumes. General
Purpose (S5D) volumes are designed to offer single digit
millisecond latencies, deliver a consistent baseline performance

of 3 IOPS/GB to a maximum of 10,000 IOPS,
and provide up to 160 MBps of
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