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Match between structures of query & document title

... distance between sun

how faris sun from earth ——>
f f and earth

>

Match between topics of query & document

Microsoft Office —= ... Microsoft ... PowerPoint, Word, Excel...

Level of Semantics

Match between word senses in

Word Sense

utube —> youtube NY —> New York

Match between phrases in query & document

Phrase
hotdog —> hot dog

Match between terms in query & document

NY —> NY youtube —> youtube
6

Li Hang et al, SIGIR 2012 Tutorial
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Q XAk

. $3i——Bag of Words
Query = Q(q, 9 -, qm)
Ad = A(aq, a,, ..., an)

- TRHE

Jaccard(Q,A) = :g Bﬁ: i
~  Match(Q,A)
. _ Q-4
Cosine(Q,A) = ToTAl )
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1. Issue z as a query to a search engine 5.

2. Let R(z) be the set of (at most) n retrieved
documents dy, dsa, ....dy

3. Compute the TFIDF term vector v; for each

S S e, document d; € R(x)
e e ansean et suse — T S 4. Truncate each vector v; to include its m highest
_ S P S s T weighted terms
45 e » =
- 5. Let C(z) be the centroid of the Ly normalized
— vectors v;:

Pt

1 e
C(zr)=—
w2~ Tl

6. Let QE(x) be the Ly normalization of the centroid C(z):

L _CWw
QE®) = 1ok

Mehran Sahami et al, WWW 2006
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Query
T~ — QE(Q) = (Wi, Wy, ..., W)

ke .
o . - 4
o 1 e o=
‘\g - TS

‘q Match(Q, 4) = QE(Q) - QE(A)

i\‘ QE(A) = (W1JW2' ""Wn)

Ad-Keyword /
Mehran Sahami et al, WWW 2006
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FE =B : Topic Modeling

PROBABILISTIC GENERATIVE PROCESS

o] STATISTICAL INFERENCE
™ N
o,;@y ((\QE
pank 5
= Ioa:%’@g DOC1: money’ bank’ loan’
8 u / bank? money’ money?
T ? bank? loan?
TOPIC
] \
\“—~—.—,—
e — 2 2
& TOPIC 1 ? DOC2:  money”  bank’
7 bank® river’ loan’ stream”’
stream < bank® money’
et Yy
o Q/eeé'
— ?

DOC3: river? bank?
TOPIC —— stream’ bank? river” river’

stream” bank’

—
TOPIC 2

Mark Steyvers et al, 2007
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FERfERY : Topic Modeling

ouery /P(ZIQ) = (22,23, .., 20)
\ (O 1

Match(Q,A) = D;s(P(Z1Q), P(Z]A))

1 +A +A
D;s(Q[lA) = E[DKL (Q”QT) + Dk, (A”—Q > >]
kell,K €l

- k
/ m € [1 M] Dk (Q14) = § 1ZiQ[l0922iQ — log,z{']
Ad-Keyword

P(Z|A) = (28,24, ...,z

DDI0

3-\
_2;/

Mark Steyvers et al, 2007
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« BF & —co-click Graph

I'(q1) NT(qz2)
I'(q1) Y T'(q2)

W(qll CIZ) = ‘

Match(Q,A) = W(Q,A)

Query Co-click Graph

Query_URL Bipartite_G raph David Liben-Nowell et aI, CIKM 2003
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* E?ﬁﬁﬁ;&—Bipartite-Graph SimRank

‘w SimRank:

c
Sim,(q,q") = L z z Simy_1 (i) j,)
IE(@IE(Q)] =

Cy
Sime () = Z z e
e ) = NG Sty J)

i, EEW) j,EE W)

ery-URL Bipartite-Graph loannis Antonellis, et al, WWW 2004
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——Stacking Learning

- IHPUt: Data set D = {(mlzy]-): (mr‘}] 92)1 R } (mm: ym)}"

First-level learning algorithms L1, -+ - , L7
Second-level learning algorithm £.

Process:
fort=1,---,T":
hi = L4(D) 9% Train a first-level individual learner h: by applying the first-level
end; % learning algorithm £; to the original data set D
D' = % Generate a new data set
fori=1,---,m:
Zyiq Z, Z.T fort=1,---,T:
zit = he(@:) % Use h: to classify the training example x:
end:

/D! = D! U {((Zilazm: T ,ZiT) ?yi)}
XXX YY) end:
W = L(D).

%% Train the second-level learner A’ by applying the second-level
% learning algorithm £ to the new data set D’

Output: H(z) =K' (hi (), -~ ,hr (x))

Zhou,et al, Ensemble Methods 2012
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Query KWD SimScore
1 EEE 2L EICA%E(E 0.15
2 EZicK EICA%E(E 0.45
3 S TREE N EICA%E(E 0.56
4 AR AEER 0.21
5 eEEll WG 0.71
6 EmiE)l| TR 0.51
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