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History of Java at Union Pacific

2000
Introduction of WebLogic
5.1atUP
2010
Java otherwise known as 2005 UP moves to
[1997 } “distributed systems” UP moves to WebLogic 10.3 and §01_4 it
Adoption of J2EE i JBoss etre Mainirame
p WebLogic 8.1 Systems
/1995 I
Java introduced at Union &)02 \ lZJ(I):?r?]oves o
Pacific as a supplement to UP moves to bLodi
mainframe systems WebLogic 6.1 2003 WebLogic 10.3
Separate JIMS &
Groundwork for later All Java processing Tuxedo (Jolt)
\_distributed system . done inside WebLogic introduced
based on full J2EE
&EJB) spec
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Web Request Trace - SiteMinder

Finds: 69.58.254.198, 69.58.254.134
h Returns 69.58.254.198

DNS

www.uprr.com/tla/secure/index.jas
—
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: SiteMinder eDirectory
5 @ — - Policy Server
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DMZ _____________________________ | WeblLogic
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Home-grown

Supporting Systems solution

Security (SiteMinder
& LDAP)

. Each application

as its own logi

Source Code
Control

Change Control

. Based on check-out from Subversion
. Build/deploy to test

WITIBCO

The Power of Now

Monitoring
Feeds

software
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From Development to Production

Install Desktop
Environment

I

Build initially to
desktop

Deploy to DEV
using desktop tools

Pass user interface
inspection

=

Deploy to TEST

Certify TEST build
using change control — y

$

(no builds)

PROD deploy from TEST
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WebLogic and the move to 10.3 (Spring)

/"Fall 2008 I

New Java Policy introduced

No WebLogic-specific dependencies
Move to Java 6
kMaintain Legacy-EJB domain but at reduced SLA /

Deprecated J2EE: No EJBs
[WebLogic 8.1 retires

December 31, 2010}

/Fall 2007 \ Summer 2009
New applications adopt New Java Hosting
Spring framework initiative launched

Many apps move to
Stand-Alone JVMs

\_ J
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Current Environment
Overview/Containers

WebLogic 8.1 Tomcat 5 & 6 Stand-Alone

Application Types

- Vendor Apps UP Batch Apps

|

UP Service Apps

UP Web Apps
UP Service Apps

UP Batch Apps

Security
- SiteMinder

WebLogic 10.3

~ UP Web Apps
UP Service Apps
UP Batch Apps

Security
- SiteMinder
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Current Environment
Advantages & Disadvantages

Advantages Disadvantages

Multiple deployment options Not isolated at hardware or application
levels

Proven platform Inefficient resource utilization

Familiar environment No standard console management tool

across development & infrastructure teams

Costs of licensing & administration
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Java Hosting Environment (JHE)
Overview
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Java Hosting Environment Strategic Goals
Flexibility

Choices for container options and hardware resources
Standardization

Provide standardized containers, libraries, management and
operational consoles, DR strategy, monitoring, logging, etc.

Avallability

Provide better application isolation, both at container and
hardware level

Cost Avolidance

Provide environment that better utilizes resources, provides
more efficient supportability, and flatten growth in most
expensive containers
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Java Hosting Environment
Technology Stack

OS / Virtualization

Redhat Linux Redhat Linux
XEN Virtual KEM Virtual

Redhat Linux
5.x Hypearviser

Hardware

Dell 905 Dell 905 Dell 905 Dell 905 Dell 905 Dell 905
16-core 2,3Ghz 128Gb 16-core 2.3Ghz 128Gb 16-core 2.3Ghz 128Gb 16-core 2.3Ghz 128Gb 1B-core 2.3Ghz 128Gb 16-core 2.3Ghz 128Gb
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Java Hosting Environment
Private Cloud

Infrastructure as a Service
RedHat Clustering & Virtualization
Platform as a Service

Java Containers
JBoss Operation Network

‘_ vx9999

2 vx9999—

D vx9999| )
D) vx9999[ =

Java Hosting Cloud
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Java Hosting Environment
RedHat Clustering & Virtualization

Benefits

Increased flexibility for:
Administration
Capacity

Increased availability via:

Q Vil'tUEﬂ 1 Live Migrale
4 CPL BGB

Live Migrate
8 Second OS Pause
No Process Restarts

|solation
Clustering
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Java Hosting Environment

Java Console / Management

)
)
)
| )
Operations Center Phase II: Operations Center | :
- ___ - )
WebLogic Console JBoss Operations Network [ Phase |I: JBoss Operations Netwurkl :
____________ !
)
.............................................................................. !
&, Java Containers
Jav;‘i
Full Featured Intermediate Light Weight Stand Alone
WeblLogic 10.3 JBoss EWF JBoss EWS (Tomcat) JDK. 1.6

i - - - !
: OS / Virtualization ;
i ]
i Redhat Linux Redhat Linux :
: AEN Virtual XENM Virtual 1
|
: Redhat Linux )
| 5.x Hyperviser ]
| :
[
i ]
.|@ Hardware !
[
i ]
1] | Dell 905 Dell 905 Dell 905 Dell 905 Dell 905 Dell 905 :
: 16-core 2,3Ghz 128G0D 16-core 2.3Ghz 128Gh 16-core 2.3Ghz 12860 16-core 2.3Ghz 128GhH 16-core 2.3Ghz 128Ghb 16-core 2.3Ghz 12860 )
i |
(]
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Java Hosting Environment
Container Choices

WebLogic JBoss EWP JBoss EWS Stand-Alone

- UP Advanced y :
UP Service Apps  UP Batch Apps

HA Apps . I

Features Features
- Clustering & HA - Caching, Clustering, HA UP Web Apps UP Other Processes
- UP Java Framework Compat - UP Java Framework Compat
- Legacy Framework Compat
- Zaro Qutage Deploys

UP Legacy Apps

Security Security Security Security
- JAAS/SiteMinder Compatible - JAAS/SiteMinder Compatible - JAAS/SiteMinder Compatible - XMF3

l : JBoss Operations Network : i

5 8 3

JAS OSGCC Developers
Admins
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The Linux Side
Standard filesystem RedHat binaries

faoftware/ jhoss/ <product:/veraion é(///z

feonfigd jhoss/ <product:/<versionsr/domains/<instances
flogs/ jhoss/ <product:/<versions/domains/<instance> or apps
fupapps/ jhafacripts

One ID owns binaries and scripts, second ID owns
Instances and logs

RHQ Agent under software and instance ID
n DEV developers use instance ID via "PMRUN"
RPM and the Satellite system
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The “Split Brain”

EWS

$CATALINA HOME and $CATALINA BASE both have
standard Tomcat directory structure

/lib in $CATALINA_ HOME forms system classpath
[conf and /webapps in $CATALINA_ BASE for each instance

EWP

run —c <full path to instance>
Single set of binaries, multiple instances
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#!'/bin/bash

§{JBS SCRIPTSDIR}/env/jhs setenv
CATALINA BASE="${JBS BASE}/§{1}"
SERVER MAME="§{1}"

export CATALINA BASE
SEREVEE MNAME JES LOGDIE

echo "Base is
${CATALINA BAZE}"

echo "Home is
${CATALINA_HGHE}"

echo "Logging to
${JBS_LGGDIR}"

echo "Rerwver
instance: §{SERVER NALME}:"

echo "Starting Jhess EWS...."™

SCATALINA HOME/bin/startup.sh
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#!/hin/hash

$1{JB3 SCRIPTSDIR}/env/jbs setenv
JEOSS BASE="5{JES CFGDIR:/§{1:"
JBS_INSTANCE="§{1}"
JES CLUSITER="5{z:"
LAUNC H JEOSS IN BACKGROUND="1"
SERVER NUM="5{3}"

case §JBS CLUSTER in
'WTG-R" )
PARTITION_NAHE="wtgAPartitiDn"
MULTICAST ADDR="Z33.159z.32.07
MOLTICLST PORT=Z000;:;
esac

case S3ERVER NUM in
Ill:l -
BIND SET="ports-default™::
ra2ny BIND_SET="pDrts—Dl";;
ezac

export JEOS3 BASE JBE3 INSTANCE JES LOGDIE LAUNCH JEQOS3 IN BACEGROUND PARTITION NAME MULTICAST ADDE MULTICAST PORT EIND SET

echo "Base is §{JBO33 BASE}"

echo "Home is §{JBO33 HOME;"

echo "Logging to ${JBE3 LOGDIR:"

echo "Server instance: ${JBS_INSTANCE} E=E = ${JBS_CLUSTER} =i ${SERUER_NUH} on machine’

echo "Partition Mame: ${PLRTITICN MNAME} Multicast iddress: ${MULTICALST ADDR} Multicast Port: §{MULTICAL3T PORT} Bind Set: §{BIND SET:"
echo "3tarting Jboss EWR...."

$JBOSS_HOHthinfrun.Sh -k 0.0.0.0 —ngrDupS.hind_addr=$HOSTNAHE —q $PARTITION_NAHE -1 $HULTICAST;ADDR —m $HULTICAST_PORT
-Diboss.server .base.dir=5JBS CFGDIR -Djboss.server.base.url=file://§JB3 CFGDIR - §JBZ INSTANCE -Djboss.service.binding.set=3BIND SET

ewp_start.sh WTG-A1 WTG-A 1
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Desktop Development

ITL images
Custom app servers that are pushed by request

“Clone” EWS/EWP and packages of Linux
configurations

Eclipse Galileo with WTP
Use same $CATALINA HOME/$CATALINA BASE for EWS

Same —c runtime for EWP
Dynamic Web projects with Maven facets
Allows for step debugging of web apps, including JSP
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Spring Framework support

Class Loadtime weaving (needed for AOP and JPA)
EWS — context.xml and Spring ApplicationContext.xml

Setenv.sh

—Jjavaagent : §CATALINA HOME/ lih/spring-agent.jar

Context.xml

<Loader loaderClass="org.springframework. instrument.classloading. tomeat ., Tomcat InstrumentableC laszsLoader ™
uzesystens lassloader AsParent="false"/ >

ApplicationContext.xml

<ocontext: load-time-wesvwer S >

EWP — Spring ApplicationContext.xml and web.xml

ApplicationContext.xml

<oohtext: load-time-weawver wWeawer-class="org.jboss. instrument.classloading. JEosss5LoadTimeTeawer "y >

Web.xml

<listensr:>

<listener—-class>org.springframework. wekb.context . ContextloaderListener<y/ listener—-classs
</liztener>
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JBOSS Operations Network
Overview

“Single pane of glass” for all Java processes

Web-based GUI for all JHE operations (start/stop/re-
deploy)
Supplemental monitoring capability

Welcome to JBoss Operations Network

Fleasze Login

Login: | | Login |

Password: |
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;'_:an Ohwerview Resources Groups Administratiocn

~ [ jas5-7
r & CPU ()
» & File Swstem (12
r [ 1AS-Z RHO Agent
ER metwork adapter (3
= & Tomcat Server (2)
~ =] las-Az
v B4 Tomcak Connector (27
=) Tomcat Server v
Sl {F_,j‘ Tomcakt YHosk (w1 379, uprr . com)
= E& Tomcat web application (waR) (2
3 {F::.‘ Tomcat WakR (fdocs)
¥ L2 Tomcak wWak (fibs_examples)
¥ L9 Tomcak wWak (fibs_inwventory)
¥ 22 Tomcak wWak (fjbs_logadminSpring)
¥ 22 Tomcak wWak (jfibs_opsckr)
¥ L2 Tomcak wWak (fjbs_useradrin
25 Tomcatk WaR (ftng_services-0.0, 1-SMAPSHOT)
Tomcak Wak {fwam_wls_monikor)
Tomcak WakR (ROCT)

*

v B4 Tomcak Connector (27

=) Tomcat Server v

- {r_,} Torcat YHosk (wx 1 379 uprr.com)

= & Tomcat “Wweb application (WaR) (6)

3 {:} Tormcat WaR (fdocs)
3 {:} Tormcat Wak (fibs_cFgswi)
3 {:} Tormcat Wk (fjbs_dplwswc)
3 {:} Tormcat Wak (fibs_=swrplan)
L {F_,j‘ Torcak Wak fwam_wls_rnonitor)
v 58 Tormcat WaR (ROOT)
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Tomcat VHost (vx1379.uprr.com)

-
o

{:’f JAS-2 = JAS-AZ > Tomcat ¥Host {vx1379.uprr.com}
W Summary

Type: Tomcat Virkual Host {Service)
Yersion: nana

& summary | B monmor | [l NvENTORY

P ALERT

Description: A Tomcat virkual host
Parent: Tomcat Server "JAS-AZ"

& CONFIGURE

* DVERWVIEW CONMECTION BGENT

General Properties

Mame: Tomcat YHost (vxl 379, uprr.com)
Type: Tomcat Virtual Host (Tomcat)
Yersion: nona

Description: A Tomcat virkual host

Child Resources

Date Created: 2/Z2/10, 4:23:15 PM, CaT
Date Last Maodified: 2122110, 4:23:15 PM, C5T
Resource Key: Catalina:host=vx1379.uprr.com, type=Host

|_ Quichk Links Marne Cateqory Type Flugin Dezcrption  Awailability
I ﬁ Tomcat WAR (docs) Service Tomcat Web Applicstion Tomcst Tomat v
WWARD Wiek
Application
- ﬁ Tomeat WAR Service Tomcat Wieh Application Tomcat Tomcat W
{jhs_examples) AR Wieh
Application
r F &) ﬁ Tomcat WAR Service Tomeat Wieh Application  Tomcat Tomiat v
- {jbs_inventory) [WWAR ek
Application
F o @ Tomcat WAR Service Tomcat wiek &pplication Tomcat Tomeat v
{hs_logadminSpring AR Wiek
Application
: r"‘ &55"':.."..:' ﬁ Tomeat WAR (jbs_opsetr)  Service Tomcat Wish Application Tomcst Tomat v
- WWARD Wiek
Application
ﬁ Tomeat WAR Service Tomcat Wieh Application Tomcat Tomcat W
{ibs_useradmin} AR Wieh
Application
F &) ﬁ Tomcat WAR Service Tomeat Wieh Application  Tomcat Tomiat 0
- {tng_services-0.0.1- [WWAR ek
SHAPSHOT) Applicatian
F o @ Tomcat WAR Service Tomcat wiek &pplication Tomcat Tomeat v
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;'.:.ans Overview Resources Groups Administration Help

Browse Resources > Compatible Groups

Search: | u

Platforms { 26 ) | Servers ( 138 ) | Services { 1845 ) | Compatible Groups { 22 1 | Mixed Groups { 3 ) | Group Definitions { 1 )

Yiew: |.C'.||Gr|:|upT\,-'pes ;I |.ﬁ.|| Plugin Tyvpes ;l

|_ Group 4 1 Group Type Plugin Description

E

FOeE aur Linus Platforms
FeE cors Linuz Platfarms

E

FE  ruro Linuz Platfarms

E

FOeE  Fm Linuz Platfarms

E

FoE HR_oHm Linwx Platforms

E

FeE  Da Linuz Platfarms

E

FeE s Linuz Platfarms

E

FoE Ess Linux Platforms

E

IS i__'_'_}E MSTR Liri Platforms Collection of Master files resources

E

F®E  nC_arcH Linwx Platforms

FOeE wms Linuz: PlatFarms

E

r 05G_CPU CPU PlatForms

E

E

IS O5G_FILESYSTEM File System Platforms

E

r" O5GE_TOMCAT_IVM Tarmcat Server WM Tomcak

O|o/g|aojaoag|o(aoa|g|o(o|ao|o(da|qd
E

E

F (&) D5G_TOMCAT_SERVER Tomcat Server Tormcat
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Winning the political battle

Lay the groundwork

Establish container-agnostic development standards

“Upgrade” the existing container

Allow only apps meeting modern standards in new version
Shut down old container
Keep familiarity
Same processes
Same domain/cluster hosting model
Same development tools

Stand-Alone versus container execution of Spring services
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FOLLOW US ON TWITTER

www.twitter.com/redhatsummit

TWEET ABOUT IT

Hsummitjbw

READ THE BLOG

http://summitblog.redhat.com/
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