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@jenkinsci



Jenkins Infrastructure
with

Puppet



I work for Lookout



Hacking with Ruby



Let's talk about:
continuous deployment



What it is:

NOT



"Release everything
as soon as possible!"



"Great! No need for a QA team"



"Our users will be our testers!"



Continuous Deployment
is about



stability



Faster
with

More Confidence



Continuous Deployment is

GOOD



Meanwhile at Lookout



Subversion branches for releases



10-18 days per release branch



manual code review



very little automation





36%
of deployments failed



68
commits per deployment



62%
of deployments slipped





Let's fix this.



Step One:
Automate Development



Jenkins



"Why don't our tests pass?"



Never stop automating.



Step Two
Better tools,
processes



(I don't like SVN)



Git



centralized workflow



integration manager
workflow



lieutenants workflow



Git + Gerrit



Gerrit



code review



collaboration



Developer Workflow



"Pre-tested" Commits



Gerrit Trigger plugin



Feedback in Gerrit



The Cycle



Demo!





Git + Gerrit
at the same time!



"We need more builders!"



Recap



Step Three
Automate Everything Else



Deploying test environments



New kinds of tests



Automating deployment
to

production





Step Four
More Robots!



OpenStack
and the

jclouds plugin



Slave Management
with

Puppet



TODO



(nobody's perfect)



No automated rollback



No production acceptance testing



Tests are slow





2%
of deployments failed



14
commits per deployment



3%
of deployments slipped



Questions?



Thank you


