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Who am I

● Ohad Basan
● CI engineer at Red Hat
● Member of the RHEV (Red Hat Enterprise 

Virtualization) CI team
● Full time geek



  

Agenda

● Testing multiple components w/o loosing your 
mind AKA 'Factory Flow' 

● “Puppet for jenkins jobs”, possible? 
● Giving developers access to automation infra
● Automate cool tasks in jenkins, foreman and 

other devops tools via fabric



  

What is Factory flow? 



  



  

Problems with testing multiple 
components project at once

● Project is made out of multiple components that 
are constantly changing and depend on each 
other

● If two or more components change before the 
tests being – you have no idea which 
component broke the functionality

● We had to isolate the environment of each 
component while keep the other component 
stable.



  

What we had

● Every job builds all the components 
– Time consuming.

– Load on git.

– Error prone.

● In order to isolate the environments we created distinct jenkins 
slaves for each component. Each job compiles its own product.
– Time Consuming

– Error prone.

– Increase load of git.

– Resource heavy. (many slaves)



  

Solution - FACTORY

Listener job > Polls for SCM changes. 

Create custom rpms > Builds the relevant component

Add missing from stable – Links the compiled component with the rest of the missing stable 
component and 

Publish - publishes the files on a repository that contains all the needed components. (full project)

Automation jobs – Receive the repository link from the publisher, deploy it on the jenkins slaves and 
run the tests.



  

How did we solve it? Multijob!



  

Multijob Jenkins Plugin

● Pros
– Really easy to configure

– Nice and comfortable view

● Cons
– Huge mess when running the the same job 

concurrently.

– Not flexible – can't dynamically chose which jobs to run.

– Can't pass dynamic parameters from upstream jobs.



  

Evolution – Build Flow Plugin

● Pros
– Very dynamic and flexible

– Highly maintained

● Cons
– View is not always comfortable (We customized it to 

make it more readable)

– Graphs not always working 



  



  



  

How do we configure so many jobs?

● We test a huge matrix
– Different operating systems versions

– Different product components

– Different product versions 

– Backward compatible restrictions

– Layered products consumption (jboss, kvm)



  

Layered product

● Ovirt (Backend) > Application Server (JBOSS) 
> Operating system (Red Hat Linux). 

● VDSM (Hypervisor) > Libvirt >  KVM (Kernel 
Virtual Machine) > Operating system

● Red Hat does ALL the components and 
EVERYTHING is changing all the time.



  



  

“Puppet for jenkins jobs”, possible? 
Meet jenkins-job builder

● http://ci.openstack.org/jenkins_jobs.html

● This tool uses YAML files that act as template 
file to generate jenkins jobs with different 
values and configuration

http://ci.openstack.org/jenkins_jobs.html


  

Example of YAML file 



  



  

Giving developers access to 
automation infra

How can a dev test a patch?
● Unit tests
● Lint
● Very basic sanity 

But for system tests, they need massive infra to 
run it, almost impossible for a dev



  



  

Mission: Patches verification

● Every patch has to be verified before merging
● Some patches are really hard to verify and 

require a complicated setup (several bare metal 
machines, storage servers, complicated 
configuration and preparation)

● The Solution...



  

Developer job



  

Developer job

● We give developers a special job to test their 
patches with

● It will checkout their branch, build the 
component that they chose and will run an 
automation job that they can choose.

● Build flow to rescue.. (again!)
● Using the factory flow infrastructure.



  



  

Managing the system

● Keeping track on problems can get complicated
● Problems can originate in infrastructure 

problems, automation problems, or product 
problems.

● We are using python fabric task to maintain and 
keep track on our environment.



  

What is fabric?

● Fabric is a python library and cli for easy 
deployments through ssh

● http://www.fabfile.org/
● We use it as a wrapper for performing all sorts 

of commands on our ci environment.
● We use Foreman api to use Fabric for foreman 

tasks.

http://www.fabfile.org/


  

JENKINS TASKS

Foreman Tasks



  



  

one can perform a command on a 
foreman query with fabric.



  

What is fabric?

● Fabric is a python library and cli for easy 
deployments through ssh

● http://www.fabfile.org/
● We use it as a wrapper for performing all sorts 

of commands on our ci environment.
● We use Foreman api to use Fabric for foreman 

tasks.

http://www.fabfile.org/


  

Fabric view update tasks

● We keep track on automation problems with 
JIRA ticket tracking system. For bugs we use 
bugzilla.

● We have fabric task that keeps the jobs 
description updated for tracking the bugs' 
statuses. (using jira and bugzilla api)

● All you have to do is write BZ:XX in the 
description and a cronjob with fabric will update 
the status



  



  

The Future 

● Provisioner – provisioning slaves dynamically at the 
beginning of each test and then tearing them down 
at the end. Provisioning from foreman hostgroup 
using an openstack setup

● Nested virtualization – Run the hypervisor tests on 
a vm using nested kvm.

● Adding more flow and components to the factory 
flow

● Adopting these solutions to other Red Hat products



  

Links

● Fabric - http://www.fabfile.org/
● Build flow - https://wiki.jenkins-

ci.org/display/JENKINS/Build+Flow+Plugin
● Multi job - https://wiki.jenkins-

ci.org/display/JENKINS/Multijob+Plugin
● Job builder - http://ci.openstack.org/jenkins-job-

builder/
● Foreman api - https://pypi.python.org/pypi/python-

foreman



  

Open Source

● Red Hat Enterprise Virtualization is using code 
from the upstream project “oVirt” - an open 
source virtual data center manager. 

● http://www.ovirt.org
● Public gerrit is on gerrit.ovirt.org
● FEEL FREE TO CONTRIBUTE CODE!
● My E-mail: obasan@redhat.com

http://www.ovirt.org/
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