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Preface

This is an administrator guide of MOSIX* Version 2 (MOSIX2), a management system
targeted for high performance computing on x86 based (32-bit and 64-bit) Linux clusters
and multi-clusters, such as intra-organizational Grids.

MOSIX can be viewed as a multi-cluster operating system that incorporates dynamic re-
source discovery and automatic workload distribution, commonly found on single computers
with multiple processors. In a MOSIX system, users can run applications by creating mul-
tiple processes, then let MOSIX seek resources and automatically migrate processes among
nodes to improve the overall performance, without changing the run-time environment of
migrated processes.

MOSIX is implemented as a software layer that provides applications with an unmodified
Linux run-time environment. Users do not need to modify or link applications with any
library, login to remote nodes or even copy files to remote nodes.

MOSIX Version 1 was originally developed to manage a single cluster. MOSIX2 for
Linux-2.6 was extended with a comprehensive set of new features that can manage clusters
and multi-clusters.

Further information is available in the MOSIX web at http : //www.mosiz.org.

*MOSIX® is a registered trademark of Amnon Barak and Amnon Shiloh.
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Chapter 1

Terminology

The following terms are used throughout this guide:

Node - a participating computer (physical or virtual), whose unique IP address is
configured to be part of a MOSIX cluster or multi-cluster.

Processor - a CPU (Central Processing Unit or a Core): most recent computers have
several processors. (Hyper-Threads do not constitute different processors).

Process - a unit of computation that is started by the “fork” (or “vfork”) system call
and maintains a unique identifier (PID) throughout its life-time (for the purpose of
this document, units of computation that are started by the “clone” system call are
called “threads” and are not included in this definition).

Job - an instance of running an executable program (with given parameters and
environment): a job can result in one or more processes.

Home-node - the node to which a process “belongs”: a process sees the world (file-
systems, network, other processes, etc.) from the perspective of this node. The
home-node is usually the node from where the user started their job. Note that the
home-node should not be confused with the common concept of a “head-node”: while
the system-administrator can choose to assign head-nodes, MOSIX does not require
it and in not aware of that.

Home-cluster - the cluster to which the home-node of a process belongs.
Local process - a process that runs in its home-node.

Guest process - a process whose home-node is elsewhere, but is currently running
here (on the node being administered).

Cluster - one or more computers (nodes) that are owned and managed by the same
entity (a person, a group of people or a project). Each MOSIX cluster may range
from a single workstation to a large combination of computers - workstations, servers,
blades, multi-core computers, etc. possibly of different speeds and number of pro-
cessors and possibly in different locations. Note that a MOSIX cluster can at times
be different than hardware clusters. For example, it can consist of several hardware-
clusters or just part of a hardware-cluster.
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e Multi-cluster - a collection of clusters whose owners trust each other and wish to
share some computational resources among them.

e Partition - a subset of the nodes of a MOSIX cluster. This is an optional (config-
urable) feature that allows splitting of a cluster into several parts. Each node may
only belong to one partition. Within a cluster, each partition views other partitions
nearly as a different cluster, but other clusters perceive all the partitions as belonging
to one cluster.



Chapter 2

What MOSIX is and is not

2.1 What MOSIX is

MOSIX is an extension of the operating system for managing clusters and multi-clusters
efficiently.

MOSIX is intended primarily for High Performance Computing (HPC).

The main tool employed by MOSIX is preemptive process migration (a process may
start on one node, then move smoothly to other nodes, repeated as necessary, possibly even
returning to its first node). Process migration occurs automatically and transparently, in
response to resource availability.

Process migration is utilized to optimize the overall performance.

2.1.1 The main cluster features of MOSIX

e Provides aspects of a single-system image.

— Users can login on any node and do not need to know where their programs run.
— No need to modify or link applications with special libraries.

— No need to copy files to remote nodes.
e Automatic resource discovery and workload distribution:

— Load-balancing by process migration.

— Migrating processes from slower to faster nodes and from nodes that run out of
free memory.

e Migratable sockets for direct communication between migrated processes.

e Provides a secure run time environment (sandbox) for guest processes.

e Supports live queuing - queued jobs preserve their full generic Linux environment.
e Supports batch jobs.

e Supports checkpoint and recovery.

e Supports both 32-bit and 64-bit x86 architectures.

e Includes tools for automatic installation and configuration, and on-line monitors.



6 CHAPTER 2. WHAT MOSIX IS AND IS NOT

2.1.2 Additional multi-cluster features

e Supports disruptive configurations:

— Clusters can join or leave the multi-cluster at any time.

— Guest processes move out before disconnecting a cluster.
e Clusters can be shared symmetrically or asymmetrically.

e Cluster owner can assign different priorities to guest processes from other clusters.

2.2 What MOSIX is not

MOSIX is not:
e A Linux distribution.
e A Linux kernel.

e A cluster set-up and installation tool.

MOSIX does not:

e Improve performance of intensive I/O jobs.

e Improve performance of non-computational server-applications, such as web or mail
servers.

e Support High-Availability.

e Support shared-memory and threaded jobs.



Chapter 3

System requirements

Any combination of 32-bit and 64-bit computers of the x86 architecture, including both
Intel or AMD, can be used.

Multiprocessor computers (SMP, dual-core, quad-core or multi-core) are supported, but
all the processors of each node must be of the same speed.

All the nodes must be connected to a network that supports TCP/IP and UDP/IP.
Each node should have a unique IP address in the range 0.1.0.0 to 255.255.254.255 that is
accessible to all the other nodes.

TCP/IP ports 249-253 and UDP /IP ports 249-250 should be reserved for MOSIX (not
used by other applications or blocked by a firewall).

MOSIX can be installed on top of any Linux distribution: mixing of different Linux
distributions on different nodes is allowed.
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Chapter 4

Configuration

4.1 General

The script “mosconf” will lead you step-by-step through the MOSIX configuration.

Mosconf can be used in two ways:

1. You can configure (or re-configure) MOSIX on the cluster-node where it should run.
If so, just press <Enter> at the first question that “mosconf” presents.

2. In clusters (or parts of clusters) that have a central repository of system-files, con-
taining their root image(s), you can make changes in the central repository instead of
having to manually update each node separately.

This repository can for example be NFS-mounted by the cluster as the root file-
system, or it can be copied to the cluster at boot time, or perhaps you have some
cluster-installation package that uses other methods to reflect those files to the clus-
ter. Whichever method is used, you must have a directory on one of your servers,
where you can find the hierarchy of system-files for the clusters (in it you should find
subdirectories such as /etc, /bin, /sbin, /usr, “lib”, “mnt”, “proc” and so on).

At the first question of “mosconf”, enter the full pathname to this repository.

When modifying the configuration there is no need to stop MOSIX - most changes will
take effect within a minute. However, after modifying any of the following;:

e The list of nodes in the cluster (/etc/mosix/mosix.map).

e The IP address used for MOSIX (/etc/mosix/mosip).

e The node’s topological features (/etc/mosix/myfeatures),

you must commit your changes by running the command “setpe” - however, this is not
necessary when you are using “mosconf” locally (option 1 above).
The MOSIX configuration is maintained in the directory “etc/mosix”.

9
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4.2 Configuring the single cluster

4.2.1 Participating nodes

The most important configuration task is to inform MOSIX which nodes participate in your
cluster. In “mosconf” you do this by selecting “Which nodes are in this cluster”.

Nodes are identified by their IP address (see the advanced options below if they have
more than one): commonly the nodes in a cluster have consecutive IP addresses, so it is
easy to define them using the IP address of the first node followed by the number of nodes
in the range, for example, if you have 10 nodes starting from 192.168.3.1 to 192.168.3.10,
type “192.168.3.1” followed by “10”. If there are several such ranges, you need to specify
all of them and if there are nodes with an isolated IP address, you need to specify them as
ranges of 1.

If your IP addresses are mostly consecutive, but there are a few “holes” due to some
missing computers, it is not a big deal - you can still specify the full range, including
the missing computers (so long as the IP addresses of the “holes” do not belong to other
computers elsewhere).

Specifying too many nodes that do not actually exist (or are down) has been known
to produce excessive ARP broadcasts on some networks due to attempts to contact the
missing nodes. This was found to be due to a bug in some routers, but unfortunately many
routers have this bug.

It is always possible to add or delete nodes without stopping MOSIX: if you do it from
a central repository, you need to run “setpe” on All your cluster nodes for the changes to
take effect.

4.2.2 Advanced options

The following are advanced options (if no advanced options were previously configured, type
“+” in “mosconf”’). As above, it is not necessary to stop MOSIX for modifying advanced
options, just run “setpe” after making the changes from a central repository.

Nearby or distant nodes

To optimize process migration, for each range of nodes, you can define whether they are
“distant” or “near” the nodes that you are configuring. The reason is that when networking
is slow, it is better to compress the memory image of migrating processes: it takes CPU
time, but saves on network transfer time and volume. If however the nodes are near, it is
better not to compress. As a general guideline, specify “distant” if the network is slower
than 1GB/sec, or is 1GB/sec and the nodes are in different buildings, or if the nodes are
several kilometers away.

Outsider nodes

For each range of nodes, you can define whether they are “outsider”s. Only processes
that are allowed to migrate to other clusters in the multi-cluster are allowed to migrate
to “outsider” nodes. This option was intended to allow users to prevent certain programs
from migrating to unsuitable computers, such as computers that do not support the full
machine instruction-set of their home-node. This option is almost completely replaced by
cluster-partitions.
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Cluster partitions

Clusters can be divided into partitions, for example in order to divide the nodes among
several users. It is also recommended (though not required), on mixed clusters, to place
32-bit nodes in one partition and 64-nodes in another. The main feature of partitions is
that processes will only migrate to other partitions if they are allowed to migrate to other
clusters in the multi-cluster (using the “mosrun -G” flag), yet other clusters see all your
partitions as one cluster, so you can change your cluster’s partitioning at any time without
needing to coordinate your internal division of your cluster with system-administrators of
other clusters.

For each range of nodes (consecutive IP addresses) you can define to which partition it
belongs (use any positive integer to number your partitions).

Aliases

Some nodes may have more than one IP address so that network packets that are sent from
them to different nodes can be seen as arriving from different IP addresses. For example,
a junction node can have a dual function of both being part of a logical MOSIX cluster as
well as serve as a router to a physical cluster: nodes inside the physical cluster and outside
it may see different IP addresses coming from the junction node. In MOSIX, each node
must be identified by a unique IP address, so one of the junction-node’s IP addresses is used
as its main address, while the others can be configured as aliases: when MOSIX receives
TCP/UDP connections from an alias IP address, it recognizes them as actually coming
from the main address.

Unusual circumstances with IP addresses

There are rare cases when the IP address of a node does not appear in the output of
“ifconfig” and even more rare cases when more than one IP address that belongs to a node
is configured as part of the MOSIX cluster AND appears in the output of “ifconfig” (for
example, a node with two Network-Interface-Cards sometimes boots with one, sometimes
with the other and sometimes with both, so MOSIX has both addresses configured “just
in case”). When this happens, you need to manually configure the main MOSIX address
(using “Miscellaneous policies” of “mosconf”).

4.3 Configuring the multi-cluster

4.3.1 Partner-clusters

Now is the time to inform MOSIX which other clusters (if any) are part of your MOSIX
multi-cluster.

In a MOSIX multi-cluster, there is no need for each cluster to be aware of all the other
clusters, but only of those partner-clusters that we want to send processes to or are willing
to accept processes from.

You should identify each partner-cluster with a name: usually just one word (if you
need to use more, do not use spaces, but ‘-’ or ‘.’ to separate the words). Please note that
this name is for your own use and does not need to be identical across the multi-cluster.
Next you can add a longer description (in a few words), for better identification.
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4.3.2 Which nodes are in a partner-cluster

In most cases, you do not want to know exactly which nodes are in a partner-cluster
- otherwise you would need to update your configuration whenever system-administrators
make changes to partner-clusters: instead you only need to know about a few nodes (usually
one or two are sufficient) that belong to each partner-cluster - these are called “core-nodes”.
If possible, choose the core-nodes so that at any given time at least one of them would up
and running.

There are three methods of determining which nodes are in a partner-cluster:

1. The default and easiest method of operation is to trust the core-nodes to correctly
inform your cluster which nodes are in their cluster.

2. MOSIX obtains the list of nodes from the core-nodes, but you also configure a list of
allowed nodes. If a core-node informs us that its cluster includes node(s) that are not
on our list - ignore them. The result is the intersection of “our list” and “their list”.

3. Configure the list of nodes of the partner-cluster locally, without consulting any core-
nodes.

Even when trusting the core-nodes, you can still specify particular nodes that you want
to exclude.

Nodes of partner-clusters are defined by ranges of IP addresses, just like in the local
cluster - see above. As above, a few “holes” are acceptable.

For each range of nodes that you define, you will be asked (the questions are in the
singular case if the range is of only one node):

1. Are these core-nodes [Y/n]?

2A. Should these nodes be excluded [y/N]?

or for core-nodes:

2B. The following option is extremely rare, but is permitted: are these nodes ONLY used
as core nodes, but not as part of ‘cluster-name’ [y/N]?
Note: it is permitted to define nodes that are both core-nodes AND excluded: they
tell which nodes are in their cluster, but are not in it themselves.

3. Are these nodes distant [Y/n]?
“nearby” and “distant” are defined in Section 4.2.2 above. Unlike the single cluster,
the default here is “distant”.
Note: all core-nodes must be either “nearby” or “distant”, you cannot have both for
the same partner.

4.3.3 Partner-cluster relationship

By default, migration can occur in both directions: local processes are allowed to migrate
to partner-clusters and processes from partners-clusters are allowed to migrate to the local
cluster (subject to priorities, see below). As an option, you can allow migration only in one
direction (or even disallow migration altogether if all you want is to be able to view the
load and status of the other cluster).
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4.3.4 Priorities

Each cluster is given a priority: this is a number between 0 and 65535 (0 is not recommended
as it is the local cluster’s own priority) - the lower it is, the higher the priority. When one or
more processes originating from the local cluster, or from partner-clusters of higher priority
(lower number), wish to run on a node from our cluster, all processes originating from
clusters of a lower priority (higher number) are immediately moved out (evacuated) from
this node (often, but not always, back to their home cluster). When you define a new
partner-cluster, the default priority is 50.

4.3.5 Priority stabilization

The following option is suitable for situations where the local node is normally occupied
with privileged processes (either local processes, processes from your own cluster or processes
from more privileged clusters), but repeatedly becomes idle for short periods.

If you know that this is the pattern, you may want to prevent processes from other
clusters from arriving during these short gaps when the local node is idle, only to be sent
away shortly after. You can define a minimal gap-period (in seconds) once all higher-
privileged processes terminated (or left). During that period processes of less-privileged
clusters cannot arrive: use “Miscellaneous policies” of “mosconf” to define the length of
this period.

4.3.6 Maximum number of guests

The maximal number of simultaneous guest-processes from partner-clusters is limited: the
default limit is 8 times the number of local processors, but you can change it using “Mis-
cellaneous policies” of “mosconf” (note that the number of processes from your own cluster
is not limited).

4.4 Configuring the queuing system

MOSIX processes can be queued, so as more processors and memory become available, more
new jobs are started.

4.4.1 Queuing is an option

Queuing is an option - if it is not needed, there is no need to configure it.

As the system-administrator, it is up to you to set (and enforce) a policy whether or not
your users should use queuing, because if some users do not use it, they gain an advantage
over the users that do use it. Similarly, you should also set a policy of whether and when
users can use priorities other than the default.

4.4.2 Selecting queue-managers

Your first (and often the only) task, is to select queue-manager node(s). Queues are managed
on a per cluster-partition basis (or for the whole cluster when it is not partitioned), so you
should select one node from your cluster (or from each partition) as the “queue-manager”.
Any node can be a queue manager (it requires very little resources), but it is best to select
node(s) that are most stable and unlikely to come down. When configuring the nodes
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in your cluster, “mosconf” will suggest making the first node in your cluster (or in each
cluster-partition) the queue-manager: it is up to you to either accept this suggestion, or
select another node.

Exception: if you have both 32-bit and 64-bit nodes in the same cluster-partition (or the
whole cluster if not partitioned), then you should not accept the suggestion of “mosconf”,
but assign separate queue-managers for the 32-bit nodes and for the 64-bit nodes. Im-
portant: if you choose to mix 32-bit and 64-nodes in the same cluster-partition (the same
cluster if not partitioned), then you must have separate configuration files for the 32-bit
nodes and the 64-nodes, and run “mosconf” separately for each.

Queue-manager nodes are not supposed to be turned off, but if you do need to take
down a queue-manager for more than a few minutes (while the rest of your cluster remains
operational), you should first assign another node to take its place as queue-manager. You
should be aware that, although no jobs will be lost, rebooting or changing the queue-
manager can distort the order of the queue (between jobs that originated from different
nodes - the order of jobs that originated from the same node is always preserved).

4.4.3 Advanced

Now for the advanced options:

Default queuing priority per node

The default priority of queued jobs is normally 50 (the lower the better), no matter from
which node they originated. If you want jobs that originate from specific nodes to receive
a different default priority, you can configure that on a per-node basis (but this requires
those nodes to have separate MOSIX configuration files).

User-ID equivalence

It is assumed that the user-ID’s are identical in all the nodes of each partition: this allows
the user to cancel or modify the priority of their jobs from any node (of the same partition) -
not just the one from which they started their job. Otherwise (if user-ID’s are not identical),
you must configure that fact. Note that in such a case, users will only be able to control
their jobs from the node where they started them.

Limiting the number of running jobs

You can fix a maximal number of queued jobs that are allowed to run at any given time -
even when there are sufficient resources to run more processes.

Target processes per processor

You can request MOSIX to attempt to run X queued jobs per processor at any given time,
instead of the default of 1. The range is 1 to 8.

Provision for urgent jobs

You can assign an additional number of “urgent” jobs (priority-0, the highest possible pri-
ority) to run regardless of the available resources and other limitations. If you want to use
this option, you first need to discuss with your users which jobs should be considered as
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“urgent”. It is then your responsibility to ensure that at any given time, running those
additional “urgent” jobs will in fact have sufficient memory/swap-space to proceed reason-
ably. The default is 0 additional jobs and it is highly recommended to keep this number
small. Note that if there are more “urgent” jobs in the queue, those above this configured
number will still need to wait in the queue for resources, as usual.

Guarantee a number of jobs per-user

You can guarantee a small, minimum number of jobs per user to run, if necessary even out
of order and when resources are insufficient. This, for example, allows users to run and get
results from short jobs while very long jobs of other users are running.

Along with this option, you usually want to set a memory limit, so jobs that require
much memory are not started out of order. Jobs (per user) above this number and jobs
that require more memory, will be queued as usual.

Note that when users do not specify the memory requirements of their jobs, (using
“mosrun -mmb”), their jobs are considered to require no significant memory, so when us-
ing this option you should request your users to always specify their maximum memory-
requirement for their queued jobs.

Fair-share policy

The default queue policy is “first-come-first-serve”, regardless of which users sent the jobs.
If you prefer, you may configure a “fair-share” policy, where jobs (of the same priority)
from different users are interleaved, with each user receiving an equal share. If you want
to grant different share to certain users, read the section about “Fair-share policy” in the
MOSIX manual (“man mosix”).

4.5 Configuring the freezing policies

4.5.1 Overview

When too many processes are running on their home node, the risk is that memory will
be exhausted, the processes will be swapped out and performance will decline drastically.
In the worst case, swap-space may also exhausted and then the Linux kernel will start
killing processes. This scenario can happen for many reasons, but the most common one
is when another cluster shuts down, forcing a large number of processes to return home
simultaneously. The MOSIX solution is to freeze such returning processes (and others), so
they do not consume precious memory, then restart them again later when more resources
become available.

Please note that this section only deals with local processes: guest processes are not
subject to freezing because at any time when the load rises, they can instead simply migrate
back to their home-nodes (or elsewhere).

Every process can be frozen, but not every process can be frozen and restarted safely
without ill side effects. For example, if even one among communicating parallel processes
are frozen, all the others also become blocked. Other examples of processes that should
not be frozen, are processes that can time-out or provide external services (such as over the

web).
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While both the user and the system-administrator can freeze any MOSIX process man-
ually at any time (using “migrate pid freeze”), below we shall discuss how to set up a policy
for automatic freezing to handle different scenarios of process-flooding.

4.5.2 Process classes

The freezing policies are based on process-classes: Each MOSIX process can be assigned
to a class, using the “mosrun -Gclass” option. Processes that do not use this option are
of class 0 and cannot migrate outside their cluster, hence the main cause for flooding is
eliminated. Common MOSIX processes are run with “mosrun -G”, which brings them into
the default, class 1.

When you install MOSIX for the first time, you get a default freezing policy for class 1
and for no other class. This is often sufficient, but the discussion below describes how to
optimize and tune it for your specific needs.

As the need arises, you should identify with your users different classes of applications
that require different automatic-freezing policies. Example 1: if some of your users run
parallel jobs that should not be frozen, you can assign for them a specific class-number
(for example 20), and tell them: “in this case, use ‘mosrun -G20”, then as the system-
administrator make sure that no freezing-policy is defined for class #20. Example 2: if a
certain user has long batch jobs with large memory demands, you can assign a different
class number (for example 8), and tell them: “for those batch jobs, use ‘mosrun -G8, then
as the system-administrator create a freezing policy for class #8 that will start freezing
processes of this class earlier (when the load is still relatively lower) than processes of other
classes.

4.5.3 Freezing-policy details

In this section, the term “load” refers to the local node.
The policy for each class that you want to auto-freeze consists of:

e The “Red-Mark”: when the load reaches above this level, processes (of the given class)
will start to be frozen until the load drops below this mark.

e The “Blue-Mark”: when the load drops below this level, processes start to un-freeze.
Obviously the “Blue-Mark” must be significantly less than the “Red-Mark”.

e “Home-Mark”: when the load is at this level or above and processes are evacuated from
other clusters back to their home-node, they are frozen on arrival (without consuming
a significant amount of memory while migrating).

e “Cluster-Mark”: when the load is at this level or above and processes from this home-
node are evacuated from other clusters back to this cluster, they are instead brought
frozen to their home-node.

e Whether the load for the above 4 load marks (“Red”, “Blue”, “Home”, “Cluster”)
is expressed in units of processes or in standardized MOSIX load: The number of
processes is more natural and easier to understand, but the MOSIX load is more
accurate and takes into account the number and speed of the processors: roughly,
a MOSIX load unit is the number of processes divided by the number of processors
(CPUs) and by their speed relative to a “standard” processor (currently Intel Core at
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3GHz). Using the MOSIX standardized load is recommended in clusters with nodes
of different types.

e Whether to keep a given, small number of processes from this class running (not
frozen) at any time despite the load.

e Whether to allow only a maximum number of processes from this class to run (that run
on their home-node - not counting migrated processes), freezing any excess processes
even when the load is low.

e Time-slice for switching between frozen processes: whenever some processes of a given
class are frozen and others are not, MOSIX rotates the processes by allowing running
processes a given number of minutes to run, then freezing them to allow another
process to run instead.

e Policy for Kkilling processes that failed to freeze, expressed as memory-size in
MegaBytes: in the event that freezing fails (due to insufficient disk-space), processes
that require less memory are kept alive (and in memory) while process requiring the
given amount of memory or more, are killed. Setting this value to 0, causes all pro-
cesses of this class to be killed when freezing fails. Setting it to a very high value (like
1000000 MegaBytes) keeps all processes alive.

The default freezing policy for class #1, that you get when installing MOSIX for the
first time, is:

RED-MARK = 6.0 MOSIX standardized load units
BLUE-MARK = 4.0 MOSIX standardized load units
HOME-MARK = 0.0 (eg. always freeze evacuated processes)
CLUSTER-MARK = 0.0 (eg. always freeze evacuated processes)

MINIMUM-UNFROZEN =1 (process)
MAXIMUM-RUNNING = unlimited
TIME-SLICE = 20 minutes
KILLING-POLICY = always

4.5.4 Disk-space for freezing

Next, you need inform MOSIX where to store the memory-image of frozen processes, which
is configured as directory-name(s): the exact directory name is not so important (because
the memory-image files are unlinked as soon as they are created), except that it specifies
particular disk partition(s).

The default is that all freeze-image files are created in the directory (or symbolic-link)
“freeze” (please make sure that it exists, or freezing will always fail). Instead, you can select
a different directory(/disk-partition) or up to 10 different directories.

If you have more than one physical disk, specifying directories on different disks can
help speeding up freezing by writing the memory-image of different processes in parallel
to different disks. This can be important when many large processes arrive simultaneously
(such as from other clusters that are being shut-down).

You can also specify a “probability” per directory (eg. per disk): This defines the
relative chance that a freezing process will use that directory for freezing. The default
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probability is 1 (unlike in statistics, probabilities do not need to add up to 1.0 or to any
particular value).

When freezing to a particular directory (eg. disk-partition) fails (due to insufficient
space), MOSIX will try to use the other freezing directories instead, thus freezing fails only
when all directories are full. You can specify a directory with probability 0, which means
that it will be used only as a last resort (it is useful when you have faster and slower disks).

4.5.5 Ownership of freezing-files

Freezing memory-image files are usually created with Super-User (“root”) privileges. If you
do your freezing via NFS (it is slow, but sometimes you simply do not have a local disk),
some NF'S servers do not allow access to “root”: if so, you can select a different user-name,
so that memory-image files will be created under its privileges.

4.6 Configuring the processor-speed

4.6.1 Standard processor

MOSIX defines that the speed of a “standard processor” is 10000 units. In the latest MOSIX
releases, the “standard processor” is an Intel Core (Duo). The speed of other processors is
measured relative to the “standard processor”, based on their model and clock-frequency:
the faster the processor, the higher the speed.

4.6.2 No one benchmark for all

Extensive tests have revealed that there is no linear way to rate the speed of the current
processors in the market. For example, even with the same CPU clock-frequency, some
CPUs perform floating-point operations faster than the rest, other CPUs perform integer
arithmetic faster than the rest, while again other CPUs perform single-word memory access
faster than the rest.

No single benchmark is therefore possible that can determine a good-for-all processor-
speed.

The processor-speed is an important factor in deciding whether and where to migrate
processes, but due to the absence of a linear benchmark, MOSIX needs to use a simplistic
criteria, that is essentially based on the processor’s clock-frequency, with very few adjust-
ments.

4.6.3 Setting the CPU speed manually

If you, as the system-administrator, find that most or all of the work of your users involves
certain applications that work better than average on some of your nodes, you can quantify it
by overriding the MOSIX estimates and forcing a more accurate speed (using “Miscellaneous
policies” of “mosconf”).

Also, some installations prefer to keep some of their computers mostly idle (for example,
in order to give users a better interactive response). If you have nodes in this category, you
can create this effect by forcing their speed down to a very low value (such as 1000, compared
with 10000 of the standard processor).
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Storage allocation

5.1 Swap space

As on a single computer, you are responsible to make sure that there is sufficient swap-
space to accommodate the memory demands of all the processes of your users: the fact that
processes can migrate does not preclude the possibility of them arriving at times back to
their home-node for a variety of reasons: please consider the worst-case and have sufficient
swap-space for all of them.

You do not need to take into account batch jobs that are sent to other nodes in your
cluster.

5.2 MOSIX files

During the course of its operation, MOSIX creates and maintains a number of small files in
the directory “etc/mosix/var”. When there is no disk-space to create those files, MOSIX
operation (especially load-balancing and queuing) will be disrupted.

When MOSIX is installed for the first time (or when upgrading from an older MOSIX
version that had no “etc/mosix/var”), you are asked whether you prefer “etc/mosix/var”
to be a regular directory or a symbolic link to “var/mosix”. However, you can change it
later.

Normally the disk-space in the root partition is never exhausted, so it is best to let
“etc/mosix/var” be a regular directory, but some diskless cluster installations do not allow
modifications within “etc”: if this is the case, then “etc/mosix/var” should be a symbolic
link to a directory on another partition which is writeable and have the least chance of
becoming full. This directory should be owned by “root”, with “chmod 755” permissions
and contain a sub-directory “grid/”.

5.3 Freezing space

MOSIX processes can be temporarily frozen for a variety of reasons: it could be manually
using the command: “migrate pid freeze” (which as the Super-User you can also use to
freeze any user’s processes), or automatically as the load increases, or when evacuated from
another cluster. In particular, when another cluster(s) shuts down, many processes can be
evacuated back home and frozen simultaneously.
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Frozen processes keep their memory-contents on disk, so they can release their main-
memory image. By default, if a process fails to write its memory- contents to disk because
there is insufficient space, that process is killed: this is done in order to save the system
from filling up the memory and swap-space, which causes Linux to either be deadlocked or
start killing processes at random.

As the system-administrator, you want to keep the killing of frozen processes only as
the last resort: use either or both of the following two methods to achieve that:

1. Allocate freezing directory(s) on disk partitions with sufficient free disk-space: freezing
is by default to the “freeze” directory (or symbolic-link), but you can re-configure it
to any number of freezing directories.

2. Configure each class of processes that are automatically frozen so processes of that
class are not killed when freeze-space is unavailable unless their memory-size is ex-
tremely big (specify that threshold in MegaBytes - a value such as 1000000MB would
prevent killing altogether).

5.4 Private-file space

MOSIX users have the option of creating private files that migrate with their processes.
If the files are small (up to 10MB per process) they are kept in memory - otherwise they
require backing storage on disk and as the system-administrator it is your responsibility to
allocate sufficient disk-space for that.

You can set up to 3 different directories (therefore up to 3 disk partitions) for the private
files of local processes ; guest processes from the same cluster ; and guest processes from
other clusters. For each of those you can also define a per-process quota.

When a guest process fails to find disk-space for its private files, it will transparently
migrate back to its home-node, where it is more likely to find the needed space; but when a
local process fails to find disk-space, it has nowhere else to go, so its “write()” system-call
will fail, which is likely to disrupt the program.

Efforts should therefore be made to protect local processes from the risk of finding that
all the disk-space for their private files was already taken by others: the best way to do it
is to allocate a separate partition at least for local processes (by default, space for private
files is allocated in “private” for both local and guest processes).

For the same reason, local processes should usually be given higher quotas than guest
processes (the default quotas are 5GB for local processes, 2GB for guests from the cluster
and 1GB for guests from other clusters).
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As the system administrator you can make use of the following tools:

6.1 Monitoring (mon)

mon (“man mon”): monitor the load, memory-use and other parameters of your MOSIX
cluster or even the whole multi-cluster.

6.2 Listing MOSIX processes (mosps)

mosps (“man mosps”): view information about current MOSIX processes. In particular,
“mosps a” shows all users, and “mosps -V” shows guest processes. Please avoid using “ps”
because each MOSIX process has a shadow son process that “ps” will show, but you should
only access the parent, as shown by “mosps”.

6.3 Controlling running processes (migrate)

migrate ("man migrate”): you can manually migrate the processes of all users - send them
away; bring them back home; move them to other nodes; freeze; or unfreeze (continue)
them, overriding the MOSIX system decisions as well as the placement preferences of users.
Even though as the Super-User you can technically do so, you should never kill (signal)
guest processes. Instead, if you find guest processes that you don’t want running on one of
your nodes, you can use "migrate” to send them away (to their home-node or to any other
node).

6.4 Viewing and controlling queued processes (mosq)

mosq (“man mosq”): list the jobs waiting on the MOSIX queue and possibly modify their
priority or even start them running out of the queue.

6.5 Controlling the MOSIX node (mosctl)

mosctl (“man mosctl”): This utility provides a variety of functions. The most important
are:
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“mosctl stay” - prevent automatic migration away from this node.
“mosctl nostay” to undo).
Y
“mosctl Istay” - prevent automatic migration of local processes away from this node.
“mosctl nolstay” to undoa.
Yy
“mosctl block” - do not allow further migrations into this node.
(“mosctl noblock” to undo).

“mosctl bring” - bring back all processes whose home-node is on this node. You would
usually combine it with using “mosctl Istay” first.

“mosct]l expel” - send away all guest processes. You would usually combine it with
using “mosctl block” first.

“mosctl shutdown” - disconnect this node from the cluster. All processes are brought
back home, guest processes expelled and the node is isolated from its cluster (and the
multi-cluster).

“mosctl isolate” - isolate the node from the multi-cluster (but not from its cluster)
(“mosctl rejoin” to undo)

“mosctl cngpri partner newpri” - modify the guest-priority of another cluster in the
multi-cluster (the lower the better).

“mosctl localstatus” - check the health of MOSIX on this node.
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Security

7.1 Abuse by gaining control of a node

A hacker that gains Super-User access on any node of any cluster could intentionally use
MOSIX to gain control of the rest of the cluster and the multi-cluster. Therefore, before
joining into a MOSIX multi-cluster, trust needs to be established among the owners (Super-
Users) of all clusters involved (but not necessarily among ordinary users). In particular,
system-administrators within a MOSIX multi-cluster need to trust that all the other system-
administrators have their computers well protected against theft of Super-User rights.

7.2 Abuse by connecting hostile computers

Another risk is of hostile computers gaining physical access to the internal cluster’s network
and masquerading the IP address of a friendly computer, thus pretending to be part of the
MOSIX cluster/multi-cluster. Normally within a hardware cluster, as well as within a well-
secured organization, the networking hardware (switches and routers) prevents this, but you
should especially watch out for exposed Ethernet sockets (or wireless connections) where
unauthorized users can plug their laptop computers into the internal network. Obviously,
you must trust that the other system-administrators in your multi-cluster maintain a similar
level of protection from such attacks.

7.3 Multi-cluster password

Part of configuring MOSIX (“Authentication” of “mosconf”) is selecting a multi-cluster-
protection key (password), which is shared by the entire multi-cluster. Please make this
key highly-secure - a competent hacker that obtains it can gain control over your computers
and thereby the entire multi-cluster.

7.4 Organizational Multi-cluster Grid

This level of security is usually only achievable within the same organization, hence we use
the term “organizational Multi-cluster Grid”, but if it can exist between different organiza-
tions, nothing else prevents them from sharing a MOSIX multi-cluster.
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7.5 Batch password

If you intend to run MOSIX batch-jobs, you also need to select batch keys: a “client-key”
and a “server-key”. These keys should be different in each cluster-partition. A node will
only provide batch-service to nodes whose client-key is identical to its server-key (and are
both present). In the usual case, when you want to allow all your nodes to be both batch-
clients and batch-servers, set the same key as both the client-key and the server-key. If,
however, you want some nodes to only be clients and others to only be servers, set the
client-key on the clients identical to the server-key on the servers, and use no server-key on
the clients and no client-key on the servers. Again, please make this key highly-secure.
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Chapter 8

Manuals

The manuals in this chapter are provided for general information. Users of MOSIX are
advised to use the on-line manuals that are provided with their specific distribution.

The manuals are arranged in 3 sets:

For Users

mosrun - Running MOSIX programs

mosps - List information about MOSIX processes

mosq - MOSIX queue control

mospipe - Run pipelined jobs efficiently using Direct Communication
moskillall - Kill or signal all your MOSIX processes

bestnode - Select the best node to run on

migrate - Manual control of running MOSIX processes

mon - MOSIX monitor

testload - MOSIX test program

For Programmers

mosix - sharing the power of clusters and multi-clusters
direct communication - migratable sockets between MOSIX processes

For Administrators

mosctl - Miscellaneous MOSIX functions
setpe - Configure the local cluster
topology - incorporating networking costs in MOSIX
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NAME
MOSRUN - Running MOSIX programs

SYNOPSIS
mosrun [l ocati on_opti ons][program opti ons] program [ar gs]
mosrun - S{ maxj obs} [l ocati on_opti ons][program options]{conmands-fil e}
[, {failed-file}]
mosrun - R{fil enane} [-O{fd=fil enane}[, {fd2=fn2}]]... [| ocati on_opti ons]
mosrun - | {fi | enane}
mosenv { same- ar gunent s- as- nosrun }
native program [ar gs]...

Location options:

[-r{hostnane} |-{a.b.c.d} |-{n} |-h |-b |
-jID1-1D2[, I D3-1D4] ... }1[-d{class}]][-FI[-LI[-1]

[- D{DD: HH: MM ] [- A{mi nut es} ] [- N{max} ] [-{al QG [{pri}]]
[-P{parall el _processes}][-J{JoblD}]

Program Opti ons:

[-m{nb}][-d {0-10000}][-c][-n][-z][-e][-u]l[-W[-t][-T]
[FE[/{cwd}]1[-M/{cwd}]1[-i][-C[{fil enane}][- X{/ di r ect ory}]...

DESCRIPTION
Mosr un runs a program under the MOSIX discipline: this means that programaeattbynosr un
can potentially migrate to other nodes within the cluster or multi-cluster gridr(ssex(7)): pro-
grams that are not started fogsr un, run in "natve" Linux mode and cannot migrate.

Once running under MOSIX, the program and all its child-processes remain under the MOSIX disci-
pline, with the exception of theat i ve utility, that allows programs (mainly shells) that already run
undernosr un to spawn children that run in nati Linux mode.

The following arguments may be used to specify the prograitial assignment:

-r{host nane} on the gven host

-{a.b.c.d} on the gven IP address

-{n} on the gven node-number

-h on the home-node

-b the program attempts to select the best node

-j1DL-1D2[,1 D3-1D4] ... select at random from thevgn list of hosts, I and/or node num-
bers.

When none of the albe aguments is used, the program will start wherdts parent process is run-
ning.

The - F flag states thatosr un should start the program somewhere elsen & the requested node
(above) is not available.
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The - L flag states that the program should not bewadtbto migrate automaticallylt may still be
migrated manually or when situations arise that do natvallto continue running where it is.

The- | flag ngyaes the L flag and allows the program to migrate automatically: this is useful when
was dready applied to the program (usually a shell) that cadksr un.

The - Gargument states that the program should be allowed to migrate to nodes in other partitions and
clusters within the grid, rather than only within the local partitidhis argument may be followed by a
positive integer,- d {cl ass}] that specify the program’'dass: when that number is omitted, the
class of the program is assumed to bdtlis also possible to specifyG0, meaning that the program

may not migrate outside the local partition (this is useful whemas dready applied the calling pro-
gram).

The-D{ti nmespec} allows the user to provide an estimate owhong their job should runMOSIX
does not use this information - it is provided in order to mapps(1) keep track of processes.
t i mespec can be specified in grof the following formats (DD/HH/MM are numeric for days, hours
and minutes respeetly): DD: HH: M HH MM DDd; HHh; Mvim DDdHHhMvh  DDdHHh;
DDdMvi HHhMVIm Periods when the process is frozen are automatically added to that estimate.

The - M{ b} argument states that the program requires a certain amount of memorygéhyiids)

and should not run with less. This has the effect of:

1. Combined with the b flag, the program will only consider to start running on nodes willtable
memory of at least b} Megabytes: the program will notven gart until at least one such node is
found.

2. The program will not automatically migrate to nodes with less {indnr} Megabytes free memory
(with the exception of the home node, when the program must back home).

3. The queuing system (see below) willg¢ake prograns memory requirements into account when
deciding which and he mary jobs to allev to run at ag point in time.

Most system-calls are supported by MOSIX, but\a &e not (such as mapping shared memory or
cloning - see the "LIMIATIONS" section belw). By default, when a program undeopsr un encoun-
ters an unsupported system-call, it is killekhe - e flag, havever, dlows the program to continue and
behae & follows:

1. mmap(2) with (flags & MAP_SHARED) - but !(prot & P&T _WRITE), replaces the
MAP_SHARED with MAP_PRIMTE (this combination seems unusual gerefaulty, but is unnec-
essarily used within some Linux libraries).

2. all other unsupported system-call return -1 and "errno" is set to ENOSYS.

The- wflag is the same ase, but it also causespsr un to print an error message to the standard-error
when an unsupported system-call is encountefidxt - u flag returns to the default of killing the pro-
cess.

System calls and I/O operations are monitored and taken into account in automatic migration considera-
tions, tending to pull processesvirds their home-nodeslhe- ¢ flag tellsnosr un not to tale s/stem

calls and I/O operations in the migration consideratiofBe - n flag reverts to taking them into
account.

Even when running elsewhere, programs running under MOSIX obtain the results of the
get ti meof day(2) system-call from their home-node3he -t flag tells mosrun to takthe time

from the local node (where the process currently runs), thus reducing the communigatiead with

the home-node. Note that this can be a problem when the clocks are not synchréhized. flag
reverses the effect oft .
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The - d{ decay} amument, where decay is an igéz between 0 and 10000, sets the rate of decay of
process-statistics as a fraction of 10000 per seconarnisdex( 7) ).

The - z flag states that the prograsrerguments begin at argument #0 - otherwise, tiggiraents (if
ary) are assumed to pm at argument #1 and argument #0 is assumed to be identical to the program-
name.

nosr un can send batch jobs to other nodes of the local clpsttition. Thereare two types of batch
jobs: those produced by thé argument are nate Linux jobs, while those produced by th&largu-
ment are MOSIX jobs - but possibly with a different home-node.

Batch jobs arexecuted from binaries in another node and presenly some of the calles’ environ-

ment: thg receve the environment variables; thean read from their standard-input and write to their
standard output and errdut not from/to other open files; theeceve sgnals, but after forking, signals

are delered to the whole process-group rather than just the paregtcémmot communicate with

other processes on the local node using pipes andetsofither than standard input/output/error),
semaphores, messages, etc. and can onlyeeggnals, but not send them. The main advantage of
batch jobs is that tlyesavetime by not needing to refer to the home-node to perform system-calls, so
temporary files for xample, can be created on the node whenrg dtat, presenting the calling node

from becoming a bottleneck. This approach is recommended for programs that perform a significant
amount of I/O.

Batch jobs use the path of the current directory as their current-directory on the other node. It is possi-
ble to averride that path by specifying a different directory in tt€ / cwd} or- M/ cwd} arguments.

The-i flag states that all the standard-input of a batch job is fokdssve wse: it is especially rec-
ommended when the input of a batch job is redirected from a file. Programs thmdluge2) or

sel ect (2) to check for input before reading from their standard-input can only work in batch mode
with the- i flag. Thisflag can also impree the performance. An example when thieflag cannot be
used, is when an interagti shell places a batch job in the background (because typed input that is
intended for the shell may go to the batch job instead).

MOSIX-specific arguments G -F, -L, -1, -m -d, -c, -n,-e, -u, -t, -T, -A -N,
- C), do not apply to nate Linux batch jobs that are started with tHe argument, but thedo goply to
jobs started with theMargument.

Permission is required from the other node to send batch jobs thermé&iee( 7) for more informa-
tion).

The following aguments-G, -L, -1, -m -d, -¢, -n, -e, -u, -t, -T are inherited by child
processes: see hoveein nosi x( 7) how those can be changed at run time from within the program.

The variantnosenv is used to circumvent the loss of certain environment variables by the GLIBC
library due to the fact thatosr un is a "setuid" program: if your program relies on the settings of
dynamic-linking environment variables (such as LD _LIBRARATH) or mal | oc(3) debugging
(MALLOC_CHECK ), usenbsenv instead ofrosr un.

CHECKPOINTS
Most CPU-intensie processes running undepsr un can be checkpointed: this means that an image
of those processes isved to a fle, and when necessathie process can later reep itself from that
file and continue to run from that point.

MOSIX February2008 30



MOSRUN (M1) MOSIX Commands MOSBN (M1)

31

For successful checkpoint and remoy, the process must not dependvilyaon its Linux ewironment.
Specifically the following processes cannot be checkpointed at all:

1. Processes with setuid/setgid privileges (for security reasons).
2. Processes with open pipes or sockets.

The following processes can be checkpointed, but may not run correctly after beuregedtco

. Processes that rely on processsl@f themselves or other processes (parent, sons, etc.).
. Processes that rely on parent-child relations (e.graise( 2) , Terminal job-control, etc.).
. Processes that coordinate their input/output with other running processes.

. Processes that rely on timers and alarms.

. Processes that cannot afford to lose signals.

. Processes that use system-V IPC (semaphores and messages).

OO WNPE

The- [ fil enane} amgument specifies where toveacheckpoints: when a mecheckpoint is seed,

that file-name is gen a mnsecutie numeric etension (unless it already has one). For example, if the
argument- Cmysave is given, then the first checkpoint will be&s to nysave. 1, the second to
nysave. 2, etc., and if the gyument- Csave. 4 is given, then the first checkpoint will bevss to
save. 4, the second tgave. 5, etc. If the- Camgument is not provided, then the checkpoints will be
saved to the debult: ckpt . {pi d}. 1, ckpt.{pid}.2 .. The-Camgumentis NQ inherited by
child processes.

The- N{ max} argument specifies the maximum number of checkpoints to produce before recycling the
checkpoint ersions. Thidgs mainly needed in order tow®adsk space.For example, when running

with the aguments:- Csave. 4 - N3, checkpoints will be s&d in save. 4, save. 5, save. 6,

save. 4, save. 5, save. 6, save. 4

The- NO argument returns to the daflt of unlimited checkpoints; an argument &l is risky, because

if there is a crash just at the time when a backup is taken, there could be no remaining valid checkpoint
file. Similarly, if the process can possiblyveagen pipe(s) or socket(s) at the time a checkpoint is
taken, a checkpoint file will be created and countedt-dontaining just an error message, hence this
argument should he a hrge-enough value to accommodate this possibilitye - N agument is NG

inherited by child processes.

Checkpoints can be triggered by the program itself, by a manual request ¢gest e( 1) ) and/or at
regular time interals. The- A{ m nut es} amument requests that checkpoints be automaticalgntak
evay given number of minutes. Note that if the process is within a blocking system-call (such as read-
ing from a terminal) when the time for a checkpoint comes, the checkpoint will be delayed until after
the completion of that system calilso, when the process is frozen, it will not produce a checkpoint
until unfrozen. The Aargument is NO® inherited by child processes.

With the- R{ f i | enane} argumentyprosr un recovers and continue to run the process from iteeda
checkpoint file. Program options are not permitted with since their alues are res@red from the
checkpoint file.

It is not alvays possible (or desirable) for a rgered program to continue to use the same files that
were open at the time of checkpoimasrun -1 {fi | enane} inspects a checkpoint file and lists the
open files, along with their modes, flags anf$aif, then the O agument allows the regered pro-

gram to continue using different files. Files specified using this option, will be opened (or created) with
the previous modes, flags andsets. Theformat of this agument is usually a comma-separated list of
file-descriptor integers, followed by a '=' sign and a file-name-or example:
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- Ol=ol dst dout, 2=ol dstderr, 5=t npfil e, but in case one or more file-names contain a
comma, it is optional to begin the argument with a different separdtor example:
-0@=file,with, commas@=ol dst derr @=t npfile.

In the absence of theD argument, rgular files and directories are re-opened with the previous modes,
flags and offsets.

Files that were already unliad at the time of checkpoint, are assumed to be temporary files belonging
to the process, and are alsweshand recoered along with the process (an exception is if an uatink

file was opened for write-only). Unpredictable results may occur if such files are used to communicate
with other processes.

As for special files (most commonly the useBrminal, used as standard input, output or error) that
were open at the time of checkpoint -ifsr un is called with their file-descriptors open, then the
existing open files are used (and their modes, flags and offsets are not modifiedial files that are
neither specified in theOargument, nor open when callingsr un, are replaced with dev/ nul | .

While a checkpoint is being taken, the partially-written checkpoint file has no permissions (chmod 0).
When the checkpoint is complete, its mode is changed to 0400 (read-only).

QUEUING
MOSIX incorporates a queuing system thatwallesers to submit a number of jobs that will be sched-
uled to run when resources akgilable. Althoughthe number of queued jobs can be large, it is limited
by the number of Linux processes (about 30000 for all users): to queue more jobs, s€ENKENR
MULTIPLE JOBS" section bele.

The queuing system is common to each clységtition and using it is optional. It is recommended that
a licy is decided where either all the users of a cluster use it, or all do not. Queued jobs can also be
controlled usingrosq( 1) .

The - g amgument causes the whal®sr un command to be queued and postponed until the queuing
system launch it.

The letterq may optionally be followed by a nonggtive integer specifying the jobs priority - the
lower the numberthe higher the priority (in the absence of this numbegre-configured, penode
default of 50 is used, unless configured otherwise by the system-administrator).

Queued programs are shomnsps( 1) andps(1) as"nbsqueue".

The - Qarmgument is similar te g, except that if MOSIX is stopped (or restarted) while the program is
gueued, or if the queuing system attempts to abort the joliseg 1) ), with - g the program will be
killed, while with- Qit will bypass the queuing system and begin running.

The- P{paral | el _processes} amgument informs the queuing system that the job may split into a
given number of parallel processes (hence more resources must be reserved for it).

The- J{Jobl D} agument allows bundling of geral instances ofrosr un with a single "job" ID for

easy identification and manipulation (the concept of what a "job" means is left for each user to define).
"Jobs" can then be handled colleely by nosq(l), migrate(l), nosps(1l) and
moskillall(1).

Job-ID’s can be either a non-gdive integer or a token from the fil§HOVE/ . j obi ds: if this file
exists, each line in it contains a number (JobID) fe#d by a token that can be used as a synonym to
that JobID. The default JobID is O.
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Job ID’s ae inherited by child processes.
This argument is ignored for batch jobs originating from other nodes.

RUNNING MULTIPLE JOBS
The - S{ maxj obs} option runs undenosr un multiple command-lines from the file specified by
conmands- f i | e, each with the gien nosr un arguments.

This option is commonly used to run the same program withy rdiiferent sets of guments. Br
example, the contents abomands-fi | e could be:

my_program -al < ifilel > outputl
my_program -a2 < ifile2 > output2
my_program -a3 < ifile3 > output3

Command-lines are started in the ordeythgpear incormands- fi | e. While the number of com-
mand-lines is unlimitedyosr un will run concurrently up taraxj obs (1-30000) command-lines at
ary given time: when ap command-line terminates, ameommand-line is started.

Command lines are interpreted by the standard dh@di{( 1) ). Pleasenote thatbash has the prop-
erty that when redirection is used, it &p@ a son-process to run the command: if the number of pro-
cesses is an issue, it is recommended to prepeneéyverkl exec before each command line that uses
redirection. Br example:

exec my_program -al < ifilel > outputl
exec my_program -a2 < ifile2 > output2
exec my_program -a3 < ifile3 > output3

The exit status offosr un - S{ maxj obs} is the number of command-lines thatléd (255 if more
than 255 command-lines failed).

As a further option, theonmands-fi | e agument can be follged by a comma and another file-

name:comuands-fil e, fai | ed- conmands. Mosrun will create the second file and write to it

the list of all the commands (if any) that failed (thisyides an easy way to re-run only those com-
mands that failed).

The- S{ naxj obs} option combines well with the queuing system {tlgeargument), setting an abso-

lute upper limit on the number of simultaneous jobs whereas the number of jobs allowed to run by the
gueuing system depends on theilable multi-cluster resourcedlVith this combination, to pvent an
unnecessary ankeessve rumber of waiting processes, no more than 10 jobs will be queued at an
given moment.

PRIVATE TEMPORARY FILES
Normally, al files are created on the home-node and all file-operations are performed there. This is
important because programs often share files, but can be costly:pnognams use temporary files
which the neve share - thg create those files as secondary-memory and discard them wlyaerthe
minate. Itis best to migrate such files with the process rather than keep them in the home-node.

The- X {/directory} agument telldvbsr un that a g¥en directory is only used for prate tem-
porary files: all files that the program creates in this directoryepvkith the process that created them
and migrate with it.
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The - X agument may be repeated, specifying up to 1@af@itemporary directories. The directories
must start with '/’; can be up to 256 characters long; cannot include ".."; and for security reasons cannot

be within "/etc", "/proc”, "/sys" or "/dev".

Only regular files are permitted within yaie temporary directories: no sub-directories, links, sym-
bolic-links or special files are allowed (except that sub-directories can be specifieddraaX @argu-
ment).

Private temporary file names must begin with '/’ (no refatpathnames) and contain no ".." compo-
nents. Theonly file operations currently supported forvate temporary files are: open, creat, Iseek,
read, write, close, chmod, fchmod, unlink, truncate, ftruncate, access, stat.

File-access permissions onvate temporary files are prised for compatibility but are not enforced:
thest at (2) system-call returns O ist _ui d andst _gi d. st at (2) also returns the file-modifica-
tion times according to the node where the processranning when making the last change to the file.

The perprocess maximum total size of all yate temporary files is set by the system-administrator
Different maximum alues can be imposed when running on the home-node, in the local cluster and on
other clusters in the grid - exceeding this maximum will cause a process to migrate back to its home-
node.

ALTERNATIVE FREEZING SPACE
MOSIX processes can sometimes be frozen (you can freeze your processes manually and the system-
administrator usually sets an automatic-freezing pelgeenosi x( 7) ).

The memory-image of frozen processes \@ddo0 dsk. Normallythe system-administrator determines
where on disk to store your frozen processes, but youeande this default and set youwa freez-
ing-space. Ongossible reason to do so is to ensure that your processes (or some of tremijfiha
cient freezing spacegerdless of what other users dénother possible reason is to protect other users
if you believe that your processes (or some of them) may require so much memory yheduledis-
turb other users.

Setting your wn freezing space can be done either by setting thieoement-variabldcFREEZE DI R

to an alternatie drectory (starting with '/’); or if you wish to specify more than one freeze-diredgry
creating a file$HOVE/ . f r eeze_di r s where each line contains a directory-name starting with /.
For more details, read about "lines starting with /" within the section about configuring
/ et c/ nosi x/ freeze. conf inthenosi x(7) manual.

You must hae write-access to the your alteramtifreeze-directory(s). Thepace waailable in alterna-
tive freeze-directories is subject to possible disk quotas.

RECURSIVE MOSRUN
It is possible to rumpsr un within an already-runningosr un: this can happen, for example, when a
shell-script that contains calls t@sr un is itself run bynosr un, or when runningrosr un make
with aMakef i | e that contains calls topsr un.

The following aguments (and only those) of the out@sr un will be preserved by the innepsr un
(unless the innemosr un explicitly requests otherwise)}.c, -d, -e, -J, -G -L, -1, -m -n,
-T, -t, -u, -w.
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LIMITATIONS

35

32-bit processes mustiea 2-bit home-node (but tlgecan be assigned or migrated to 64-bit nodes).
Attempts to ®ecute a 32-bit binary under a 64-bit home-node will turn the process intova hiatiix
process (and if that process has opewagitemporary-files or uses direct communication, it will be
killed). Obviously, 64-bit processes cannot run on 32-bit nodes.

Batch jobs from 64-bit nodes are currently not permitted to run on 32-bit nodes.

Some system-calls are not supportechbgr un, including system-calls that are tightly connected to
resources of the local node or intended for system-administration. These are:

acct, add_&y, adjtimex, afs_syscall(x86_64), alloc_hugepages(i386), bdflush, capget, capset, chroot,
clock getres, clock nanosleep, clock settime, create_module(x86_64), delete_module, epoll_create,
epoll_ctl, epoll_pwait, epoll_wait, ventfd, free_hugepages(i386), futex, gedrrkel _syms(x86_64),
get_mempolig, get rokust_list, getcpu, getpmsg(x86_64), init_ module, inotify add watch, ino-
tify_init, inotify_rm_watch, io_cancel, io_desyoio_geteents, io_setup, io_submit, ioperm, iopl,
ioprio_get, ioprio_set, éxec_load(x86_64), &yctl, lookup_dcookie, madvise, mbind, migrate_pages,
mlock, mlockall, m@e _pages, mq_getsetating_notify, mq_open, mq_timedreasd, mqg_timedsend,
mqg_unlink, munlock, munlockall, nfsservctl, personalitgivot root, ptrace, quotactl, reboot,
remap_file_pages, requestyk rt_sigqueueinfo, rt_sigtimedwait, sched_get_priority_max,
sched_get priority_min, sched_géizfy, sched_getparam, sched_getscheqdred rr_get_interval,
sched_setaffinitysched_setparam, sched_setschedidecurity(x86_64), set_mempoajic setdomain-
name, sethostname, set_robust_list, settimepfttayat, signalfd, sapof, swapon, syslog, timer_cre-

ate, timer_delete, timer_gewrun, timer_gettime, timer_settime, timerfd, timerfd_gettime,
timerfd_settime, tuxcall(x86_64), unshare, uselib, vm86(i386), vmsplice, waitid.

In addition,nmosr un supports only limited options for the following system-calls:

cl one The only permitted flags are CLONE_CHILD_SETTID, CLONBRENT_ SETTID,
CLONE_CHILD_CLEARTID, and the combination CLONE_VFORK|CLONE_VM; the
child-termination signal must be SIGCLD and the stack-pointer (child_stack) must be NULL.

getpriority
may refer only to the calling process.

i octl The following requests are not supported: TIOCSERGEIR TIOCSERGETMULTI,
TIOCSERSETMUII, SIOCSIFFLAGS, SIOCSIFMETRIC, SIOCSIFMTU, SIOCSIFMAP
SIOCSIFHWADDR, SIOCSIFSLAVE, SIOCADDMULI, SIOCDELMULTI, SIOCSIFHW
BROADCAST, SIOCSIFTXQLEN, SIOCSMIIREG, SIOCBONDENSME, SIOCBON-
DRELEASE, SIOCBONDSETHWADDR, SIOCBONDSMEINFOQUERY, SIOCBONDIN-
FOQUERY, SSOCBONDCHANGEACTIVE, SIOCBRADDIF SIOCBRDELIF. Non-standard
requests that are defined invdrs that are not part of the standard Linux kernel are alsty lik
to not be supported.

i pc  the following SYSV-IPC calls are not supportedinat, senti nedop, newversion calls
(bit 16 set in call-number).

nmap MAP_SHARED and mapping of special-character devices are not permitted.

prctl onlythe PR_SET DEATHSIG and PR_GET_DEATHSIG options are supported.

setpriority
may refer only to the calling process.

setrlimt
it is not permitted to modify the maximum number of open files (RLIMIT_NOFILES):
nmosr un fixes this limit at 1024.
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Programs that fail to run becauseyth®ll an unsupported system-call can still run in batch mode
( nosrun -E).

Users are not permitted to send the SIG8Tsignal to MOSIX processes: SIGTSTP should be used
instead (androski | | al | (1) changes SIGSTOP to SIGTSTP).

SEE ALSO
m gr at e(1), nosq(1), moski | I al | (1), mosps(1),di rect _conmuni cat i on(7), mosi x(7).
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NAME
MOSPS - List information about MOSIX processes

SYNOPSIS

mosps [subset of ps(1l) options][-I] [-h] [-M [-L] [-O [-n] [-P] [-V] [-D)
[-S] [-3{Jobl D} ]

Supported ps(1l) options:

1. single-letter options: TUacef gj | mmpt uwx
2. single-letters preceded by '-": - AGHNTUadef gj | npt uwx
DESCRIPTION

Mosps lists MOSIX processes ifips" style, emphasizing MOSIX-related information, see the
ps(1) manual about the standard optionpef Since some of the information in tips (1) manual

is irrelevant, nosps does not display the following field¥CPU, %vEM ADDR, C, F, PRI, RSS,

S, STAT, STIME, SZ, Tl ME, VSZ, WCHAN.

Insteadposps can display the following:

WHERE  where is the process running.

Special values: "here" - this node; "queue" - not yet started;altlw the process as
started withmosr un - b and is waiting for a suitable node to start on; "Bwait" - the batch
job was started withosr un - b and is waiting for a suitable node to start on.

FROM where is the process’ home-node.

Special value: "here" - this node;

CLASS the class of the process (sa&sr un( 1) ).

Special values: "natg" - exited MOSIX using thenat i ve utility; "batch" - a batch job
(started withmosr un - Eornosrun - M.

ORI GPI D the original process ID in the process’ home-node (in the case of guest batchvielas$, se
processes from the same guest batch job may share the same"RIR).when the
home/sending-node is here.

FRz Freezing status:

- not frozen

A automatically frozen

E  frozen due to being expelled back to the home/cluster
M manually frozen

N/A cannotbe frozen (batch, nag a guest)

NM GS the number of times the process (or its MOSIX ancesstors beforasitfavked) had
migrated so far ("N/A" for guest, batch and natrocesses).

Normally, if the nodes in th&®\HERE and FROMfields are listed ir et ¢/ nosi x/ user vi ew. map,

then thg are displayed as node-numbers: otherwise as IP addréBses)] amgument forces all nodes

to be displayed as IP addresses and theargument forces all nodes to be displayed as host-names
(when the host-name can be found, otherwise as an IP addgasslarly, the - Mamgument displays
just the first component of the host-namBsgardless of those arguments, the local nodevisya dis-
played as "here".

When the L argument is specified, only local processes (those whose home-node is here) are listed.
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When the- Oargument is specified, only local processes that are currently runmaygfi@m home are
listed.

The- n argument displays the number of migratioNs1(GS).
The ORI GPI Dfield is displayed only when theP and/or- V arguments are specified.

When the- V amgument is specified, only guest processes (those whose home-node is not here) are
listed: the listing include®RI GPI D, but notWHERE andFRZ (as those only apply to local processes).

The- Dargument displays the useestimate of the remaining duration of their process.

The - S amgument displays the progress of multiple-commamiss{un - S). Insteadof ordinary
MOSIX processesOnly the main processes (that read commands-files) are displayed. The information
provided is:

TOTAL total number of command-linesvgn.
DONE number of completed command-lines (including failed commands).
FAI L number of command-lines that failed.

The- J{ Jobl D} argument limits the output to processes of thlvergloblD (seenbsr un( 1) ).

IMPORTANT NOTES

1. In conformance to thes standards, since guest processes do nat dapntrolling terminal on this
node, in order to list such processes either use@ption, or include a suitabjgs argument such
as- A, ax or- ax (it may depend on the versionms installed on your computer).

2. thec option of ps( 1) is useful to viev the first 15 characters of the command being run under
nosr un instead of seeing onlynosr un" in the command field.

SEE ALSO
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ps(1), mosrun(l), moski | | al | (1), mosi x(7).
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NAME
MOSQ- MOSIX queue control

SYNOPSIS
mosq [-]] [-p] list
mosq [-]] [-p] listall
mosq [-j] [-p] locallist
mosq [-j] [-p] locallistall
mosq [-j] run {pid|jobID} [{hostname}/{IP}|{node-number}]
mosq [-j] abort {pid|jobID} [{hostname}|{IP}|{node-number}]
mosq [-]] cngpri {newpri} {pid|joblD} [{hostname}{IP}i{node-number}]
mosq [-] advance {pid|jobID} [{hostname}{{IP}|{node-number}]
mosq [-j] retard {pid} [{hostname}|{IP}|{node-number}]

DESCRIPTION
Mosq displays and controls the content of the job queue - e.g., jobs that were submittetbesing
- q'
nosq |ist displays an ordered table of all queued jobs: their process-ID;nase; memory
requirement (if any); whether confined to the local partition or allowed to use other partitions and clus-

ters in the grid; their priority (the lower the better); the node whesevtleee initiated; and the com-
mand line (when\ailable).

nosq |istall issimilartol i st, except that it also shes jobs that were once queued and amg no
running. fer these jobs, theRI field shows "RUN" instead of a priority.

nosq | ocal list is similar tol i st, but displays only jobs that were initiated on the local node.

The FROMfield is not shan; and unlile| i st , the order of jobs ih ocal | i st (within each priority

and unless affected by the actions below), is according to the submission time of the jobs and not their
actual place in the queue.

nosq locallistall is similar tol ocal |i st, except that it also shows jobs that were once
gueued and are morunning.

Whilel i st andl i stal | may be blocked when the per-partition node that is responsible for queuing
is inaccessiblel, ocal | i st andl ocal | i stal |l can not be blocked becausehiepend only on
the local node.

The- p argument adds the number of parallel processes ("NPROC") to the listing.

When the -j amument is used in conjunction withist, listall, locallist or
| ocal l'i stall, the Job-ID field is included in the listing (it is assignednmgr un( 1) using the
"mosrun -J{jobl D}" parameter).

The following commands operate on selected jobs from the queue: when dmgument is not speci-

fied, a single job is selected by its process-ID and initiating nadeylien the-j argument is speci-

fied, all jobs with the same User-ID as the calied the gien Job-ID and initiating node, are selected.

The initiating node can be specified as either an IP address, a host-name, a MOSIX logical node-num-
ber, or omitted if the job(s) were initiated from the current node.

nosq cngpri modifies the priority of the selected job(s): the lower the [nayaine] number - the
higher the priority.
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nosqg run force the release of the selected job(s) from the queue and cause them to start running
(regardless of the &ilable cluster/multi-cluster resources).

nosq abort removes the selected job(s) from the queue, normally killing them (but job(s) that were
started by nosrun - Q', will start running instead).

nosq advance move te selected job(s) forward in the queue, making them the first among the
gueued jobs with the same priority.

nosq retard move the selected job(s) backward in the queue, making them the last among the
gueued jobs with the same priority.

SYNONYMS

The following synonyms are provided for eenience and may be used interchangeably:

| ocal i st - listlocal

| ocal listall - listalllocal; listlocalall
cngpri - changepri; newpri

run - launch; release; avtite

abort - cancel; kill; delete

SEE ALSO
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nosr un(l), mosi x(7).
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NAME
MOSPI PE - Run pipelined jobs efficiently using Direct Communication

SYNOPSIS
mospipe [mosrun-optionsl] {programl+argsl} [-e] [mosrun-options2]
{program2+args2} [[-e] [nosrun-options3] {progranB+args3}]...

Mosrun opti ons:
[-h]-a.b.c.d|-r{hostnane}|-{nodenunber}] [-L|-1I]

[-F1 [-G{n}]] [-n{nb}]

DESCRIPTION
Mospi pe runs two or more pipelined programs just as a shell would run:

programl [argsl] | progranR [args2] [| progranB [args3]]

except that instead of pipes, the connection between the programs uses the MOSIX feature of
di rect _comruni cati on(7) that makes the transfer of data between migrated programs much
more efficient.

Each program argument includes the progsagmace-separated arguments: if you want teete pace
(or tab, carriage-return or end-of-line) as part of a program-name or argument, use the backslash(\) char
acter to quote it ('\' can quote aoharacterincluding itself).

Each program may optionally be preceded by certedsrun(1l) amguments that control (see
nosr un( 1) for further details):

-h]-a. b.c.d|-r{hostnane}| - {nodenunber}
On which node should the program start.
-F Whether to runwen when the designated node is down.
-L] -1 Whether the program should be allowed to automatically migrate or not.
-G n} The class of the program.
-m{ mb} The amount of memory that the program requires.

The- e (or - E) argument between programs indicates that as well as the standard-output, the standard-
error of the preceding program should also be sent to the standard-input of the following program.

If mospi pe is not already running undeosr un( 1) , then in order to enable direct communication it
places itself undemosrun( 1) . In that case it also turns on the flag of nosrun('1) for the pro-
grams it runs.

APPLICABILITY
Mospi pe is intended to connect simple utilities and applications that read from their standard-input
and write to their standard-output (and standard-error).

nospi pe sets the MOSIXdi rect _conmuni cati on(7) to resemble pipes, so applications that
expect to hae ppes or sockts as their standard-input/output/error and specifically applications that
only use thest di o( 3) library to access those, should rarelyéha poblem running undarospi pe.
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However, di rect _communi cati on(7) and pipes are not exactly the same, so sophisticated appli-
cations that attempt to perform compleperations on file-descriptors 0, 1 and 2 (suchseek( 2),
readv(2), witev(2), fcntl(2), ioctl(2), select(2), poll(2), dup(2),
dup2(2), fstat(2), etc.) are likely todil. Thisregrettably includes thecsh(1) shell.

The following anomalies should also be noted:

O nmosrun(1l) andnative (Seenosrun( 1)) cannot run undenospi pe: attempts to run them
will produce a "Too manopen files" error.

0 An attempt to write 0 bytes to the standard-output/error will create an End-Of-File condition for the
next program.

O Input cannot be read by child-processes of the vecfpen direct-communication connections are
not inheritable).

O Di rect _Conmuni cat i on(7) should not be used by the applications (or at ledstrme caution
must be used) sinal r ect conmuni cat i on is already being used mpspi pe to emulate the

pipe(s).

EXAMPLES

nospi pe "echo hello world" wc
is like the shell-command:
echo hello world]|we
and will produce:
1 2 12

nospi pe "lI's /no-such-file" -e "tr [a-z\ ] [A-Z+]"
is like the shell-command:

I's /no-such-file |&tr "[a-z ] '"[A-Z+]’
and will produce:
LS:+/NO-SUCH-FILE:+NO+SUCH+FILE+OR+DIRECTORY

b=' best node*

nospi pe "echo hello world" -$b -L bzip2 -$b -L bzcat "tr [a-z] [A-Z]"
is like the shell-command:

echo hello world | bzip | bzcat | tr "[a-2]' '[A-Z]’

It will cause both compression (bzip) and decompression (Izop -d) to run and stay on the
same and best node for maximum efficigrand will produce:

HELLO WORLD

SEE ALSO
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di rect _communi cati on(7),nosrun(1), nosi x(7).
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NAME
MOSKI LLALL - Kill or signal all your MOSIX processes

SYNOPSIS
moskillall [-{signunm} | -{synmbolic_signal}]-g{class}] [-J{]jobid}]

Symbolic signals:

HUP INT QU T ILL TRAP ABRT BUS FPE KILL USR1 SEGV USR2 PI PE
ALRM TERM STKFLT CHLD CONT STOP TSTP TTIN TTOU URGXCPU
XFSZ VTALRM PROF W NCH POLL PWR SYS

DESCRIPTION
Moski 'l al | kills or sends a signal to a group of processes: the default signal is SIGTERM, unless the
numeric- { si gnun} or symbolic- { synbol i c_si gnal } argument specify a different signal.

If no aguments are specified, the signal is sent to all of thesuUg€¥SIX processes. Whenvioked by
the Super-Usethe signal is sent to all the MOSIX processes of all the users.

The-Jd {cl ass}] amgument causes the signal to be sent only to MOSIX processes of¢healgss
(Seermosrun(1)). Whencl ass is omitted, its value is assumed to be 1.

The - J{j obi d} amgument causes the signal to be sent only to thesu@erluding the SupeUser)
processes that were started withiosr un - J{j obi d}’ (but whenj obi d is 0, the signal is also
sent to all the uses’MOSIX processes that were started without-the@argument: Seeosr un( 1) ).

Note thatmoski | | al | cannot preide an absolute guarantee that all processes of the requested group
will receive te signal when there is a race condition in which one or more processes are forking at the
exact time of running it.

DEFINITION OF MOSIX PROCESSES
MOSIX processes are processes that were started bp#hraun( 1) utility, including batch and nat
processes that do not run under MOSIX and processes that are queued, but excluding processes that
were originated from other nodes¢r if a guest batch job woked nosr un explicitly).

SEE ALSO
nosps(1), nosrun(l), nosi x(7).
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NAME

BESTNODE - Select best node to run on

SYNOPSIS

bestnode [-u] [-n] [-G [-W [- m{nb}]

DESCRIPTION

Best node selects the best node to run arjeb.

Best node normally prints the selected nodéP aldress. Ithe- u agument is used and the node has
an associated MOSIX node numbsgst node prints its MOSIX node number instead.

The selection is normally for the immediate sending of a job to the selected node by means other than
nosrun(1) (such as "rsh", "ssh", or MPI). MOSIX is updated to assume that gnoeess will soon

start on the selected node: when callirst node for ary other purpose (such as informatioatiger-

ing), use the n argument, to prent misleading MOSIX that a meprocess is about to be started.

The - G agument widens the node selection to the whole multi-cluster grid - otherwise, only nodes
within the local cluster are chosen (the local partition, if the cluster is partitioned).

The- mM{ mb} argument narrows the selection to nodes thae lsleastnmb Megabytes of free memory

When the- w argument is usedyest node waits until an appropriate node is found: otherwise, if no
appropriate node is foundest node prints "0" and exits.

SEE ALSO
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nosr un(l), mosi x(7).
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NAME
M GRATE - Manual control of running MOSIX processes

SYNOPSIS
migrate {{pid}|-j{jobID}} {node-number|IP-address|host}
migrate {{pid}|-j{jobID}} home
migrate {{pid}|-j{jobID}} out
migrate {{pid}|-j{jobID}} freeze
migrate {{pid}|-j{jobID}} continue
migrate {{pid}|-j{jobID}} checkpoint
migrate {{pid}|-j{jobID}} chkstop
migrate {{pid}|-j{jobID}} chkexit

DESCRIPTION
M gr at e {pi d} manually migrates or otherwise affects @egiMOSIX processfi d).
Mgrate -j{joblD} does the same to all of the useprocesses with the \gn j obl D (see
nosrun(1)).

The first option {node- nunber | | P- addr ess| host }) specifies a recommended target node to
which to migrate the process(es). Note that no error is returned if MOSIX ignores this recommenda-
tion.

Thehone option forces the process(es) to migrate back to its home-node.

Theout option forces a guest process(es) torenaut of this node (this option isvalable only to the
Super-User,

Thef r eeze option freezes the process(es) (guest processes may nhot be frozen).
Thecont i nue option unfreeze the process(es).
Thecheckpoi nt option requests the process(es) tetakheckpoint.

Thechkst op option requests the process(es) tetakheckpoint and stop: the process(es) may then
be resumed with SIGCONT.

Thechkexi t option requests the process(es) tetalheckpoint and exit.
M gr at e sends the instruction, but does not wait until the process(es) respond to it (or reject it).

Except for the Supddser one can normally migrate orfatt only their own processes. The rule is: if
you can Kill it, you are also allowed to migrate/affect it.

The best way to locate and find #leD of MOSIX processes is by usimgpsr un( 1), nosps(1).

SEE ALSO
nosps(1), mosi x(7).
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NAME
mon— MOSIX monitor

SYNOPSIS
mon[-v | -V | -w][-t][-d][-s [ -m| -m -m | -u | =f | -]
DESCRIPTION

Mondisplays useful current information about MOSIX nodes. The information is represented as a bar
chart, which allows a comparison between different nodes.

The display shows nodes that are assigned node numbéet a¥ nosi x/ user vi ew. map (see
nosi x(7)).

The following options arevailable:

-w Select horizontal numbering: better display - but less nodes are visible.

-V Select vertical numbering: more nodes are visible - but denser display.

-V Select tight vertical numbering: maximal number of nodes are visible véutenser display
-t Display the number of operational nodes and number of CPUs.

—-d Display also dead (not responding) nodes.

-s Display the CPU-speeds.

-m Display the used vs. total memory.

-m -m

Display the used vs. total swap space.
-u Display the "utilizability" (see below).
—f Display the number of frozen processes.

- Display the load (default).

While in non, the following leys may be used:

% Select vertical numbering.

\% Select tight vertical numbering.

w Select horizontal numbering.

a Select automatic numbering (vertical numbering will be selected ibitldvmale the difer-

ence between viewing all nodes or not - otherwise, horizontal numbering is selected).

S Display CPU-speeds and number of nodes (if more than 1).
10000 units represent a standard processor (currently Pentium-IV CPU at 3GHz).
m Display used memory vs. total memory: the used memory is displayed as a solid bar while the

total memory is extended with '+’ signs. The memory is shown igdiges.

m m  (pressingmtwice) Display used sap-space vs. total swap-space: the used swap-space is dis-
played as a solid bar while the total swap-space is extended with '+' sgywg-space is
shown in Gigabytes and is accurate to 0.1GB.
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Display the percentage of the CPU "utilizabilityA. node is considered utilizable when all its
CPUs are either running a process, or when no processes wish to rurclinie® the situa-

tion when there are processes that wish to run but cannot becayseihtor a svap-page.
Utilizability should normally be 100% - otherwise, it means that memory shortage causes the
node to slas down.

Display the number of frozen processes.

Display loads.The load represents one CPU-bound process that runs on a node with a single
CPU under normal conditions. The load increases proportionally amersi€@PUs, and
decreases proportionally on faster CPUs and on nodes with more than one CPU. The load also
increases when the utilizability is beld00%.

Display also dead (not-responding) nodes.
Stop displaying dead nodes.
Toggle displaying the count of operational nodes.

Arrow
Move me node to the right (when not all nodes fit on the screen).

Left-Arrow

Move me node to the left (when not all nodes fit on the screen).

n Move me screen to the right (when not all nodes fit on one screen).
p Move me screen to the left (when not all nodes fit on one screen).
h Bring up a help screen.
Ent er Redrav the screen.
q Quit Mon.
SEE ALSO
nosi x(7).
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NAME
t estl oad - V1.1, MOSIX test program

SYNOPSIS

testl oad [ OPTI ONS]
DESCRIPTION

A test program that generates artificial load and consumes memory for testing the operation of MOSIX.
OPTIONS

-t{seconds} | --ti ne={seconds}

Run for a giren number of CPUseconds: the default is 1800 seconds (30 minuteS)value of
0 caused est | oad to run indefinitely OR:

-t{mn},{max} | --tinme={m n}, {max}
Run for a random number of seconds betwdem andnax.

-m{nb}, --nmem{ nb}
amount of memory to consume in Yébytes (by dedult, t est| oad consumes no significant
amount of memory).

--random nem
Fill memory with a random pattern (otherwise, memory is filled with the same byte-value).

--cpu={N}
When testing pure CPU jobs - perfohunits of CPU work, thenxit. Whenalso doing system-
calls ¢-read, --write, --noiosyscall) - perform N units of CPU wrk between

chunks of system-calls.
--read[ ={si ze}[,{ncal I s}[,{repeats}]]
--write[={size}[,{ncalls}[,{repeats}]]
performread OR writ e system calls ofsi ze KiloBytes (defult=1KB). Thesecalls are
repeated in a chunk ofcal | s times (dedult=1024), then those chunks are repeatepleat s
times (dedult=indefinitely), with optional CPU work between chunks if thepu option is also
set.
--noi osyscal | ={ncal | s}[, {repeat s}]
perform some other system call that does nathire /O ncal | s times (default=1024), repeat
this{r epeat s} times (de&ult=indefinitely), with optional CPU work in between if thecpu
option is also set.
-d, --dir={directory}
-f, --file={fil enane}
select a directory OR a file on which to perform reading or writing (the default is to create a file in
the /tmp directory).
- - maxi osi ze={ S| ZE}
Once the file size reach86 ZE megabytes, further 1/0 will resume at the beginning of the file.
-v, --verbose
produce debug-output.
--report-mgrations
Report whert est | oad migrates.
-r, --report
Produce summary at end of run.
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--sleep SEC

Sleep forSEC seconds before starting
-h, --help

Display a short help screen.

EXAMPLES
testload -t 20
run CPU for 20 seconds

testload -1 10 -h 20
runs CPU for a random period of time between 10 and 20 seconds.

testload -f /tnp/20MB --wite 32,640,1
writes 32 KiloBytes of data 640 times (total 20gd®ytes) to the file /tmp/20MB.

testload -f /tnp/10MB --wite 32,640 --maxiosize 10 --cpu=20

writes 32 KiloBytes of data 640 times (total 20ga®ytes) to the file /tmp/10MB, alternating this indef-
initely with running 20 units of CPU. The file "/tmp/10MB" is not allowed towgroeyond 10
MegaBytes: once reaching that limit, writing resumes at the beginning of the file.

AUTHOR
Adapted from code by Lior Amar
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NAME

MOSIX- sharing the power of clusters and multi-cluster grids

INTRODUCTION

MOSIXis a generic solution for dynamic management of resources in a cluster or in a multi-cluster
organizational grid. MOSIX allows users to ardhe most out of all the connected computers, including
utilization of idle computers.

At the core of MOSIX are adapé resource sharing algorithms, applying preemgtrocess migration
based on processor loads, memory and I/O demands of the processes, thus causing the cluster or the
multi-cluster grid to work cooperatly similar to a single computer with maprocessors.

Unlike earlier versions of MOSIX, only programs that are started byntber un( 1) utility are
affected and can be considered "migratable" - other programs are considered as "standard Linux pro-
grams" and are not affected by MOSIX.

MOSIX maintains a high lel of compatiblity with standard Linux, so that binaries of almose
application that runs under Linux can run completely unmodified under the MOSIX "migratable" cate-
gory. The ceptions are usually system-administration or graphic utilities that would not benefit from
process-migration gmvay. If a "migratable” program that was startedrtysr un( 1) attempts to use
unsupported features, it will either be killed with an appropriate error message, or if a “do hot kill’
option is selected, an error is returned to the program: such programs should probably run as standard
Linux programs.

In order to impree the oerall resource usage, processes of "migratable" programs mayved ento-
matically and transparently to other nodes within the clustevar the multi-cluster grid. As the
demands for resources change, processes may @an, as may times as necessaty continue opti-
mizing the @erall resource utilization, subject to the intgid priorities and policiesManual-control
over process migration is also supported.

MOSI X is particularly suitable for running CPU-intevsicomputational programs with unpredictable
resource usage and run times, and programs with moderate amounts of 1/0. Programs that perform
large amounts of 1/0 should better be run as standard Linux programs.

Apart from process-migration, MOSIX can pide both "migratable” and "standard Linux" programs
with the benefits of optimal initial assignment andeljueuing. The unique feature of

I i ve- queui ng means that although a job is queued to run,lateen resources ar@ailable, once it
starts, it remains attached to its original Unix/Linux environment (standard-input/outputigmatrs,
etc.).

REQUIREMENTS

49

1. All nodes must run Linux (grdistribution - mixing allowed).

2. All participating nodes must be connected to a network that supports TCP/IP and, UDEv&R
each node has a unique IP address in the range 0.1.0.0 to 255.255.254.255 that is accessible to all
the other nodes.

3. TCP/IPports 249-253 and UDP/IP ports 249-250 mustJagtadble for MOSIX (not used by other
applications or blocked by a fweall).
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4. Thearchitecture of all nodes can be either i386 (32-bit) or x86_64 (64-bit). Processes that are
started on a 32-bit node can migrate to a 64-bit node, but not the opposite.

5. Inmultiprocessor nodes (SMP), all the processors must be of the same speed.

6. Thesystem-administrators of all the connected nodes must be able to trust each other (see more on
SECURITY below).

CLUSTER, GRID, PARTITION
The MOSIX concept of a "cluster" is a collection of computers that are owned and managed by the
same entity (a person, a group of people or a project) - this can at times be fpriatdiian a hard-
ware clusteras ech MOSIX cluster may range from a singlerkstation to a large combination of
computers - workstations, servers, blades, multi-core computers, etc. possiblgrehtispeeds and
number of processors and possibly in different locations.

A MOSIX multi-cluster "grid" is a collection of clusters that belong to different entities (owners) who
wish to share their resources subject to certain adminigtratnditions. Inparticular when an wner
needs its computers - these computers must be returned immediatelyxdubieesuse of their aner.

An owner can also assign priorities to guest processes of athersy defining who can use their com-
puters and whenTypically, an avner is an individual usea goup of users or a department thatno

the computers. The grid is usually restricted, due to trust and security reasons, to aginglation,
possibly in various sites/branchegere across the world.

MOSIX supports dynamic grid configurations, where clusters can join avel tea grid at ap time.

When there are plenty of resources in the grid, the MOSIX queuing system allows more processes to
start. Whenresources become scarce (because other clusteesdeedaim their resources and pro-
cesses must migrate back to their home-clusters), MOSIX has a freezing feature that can automatically
freeze excess processes tovpné memory-eerload on the home-nodes.

Clusters may also be sub-divided into "partitionblodes that are assigned to different cluptati-
tions are halfway between being part of the cluster and belonging to a different cluster in the grid.

Just as within the cluster:

1. All cluster-partitions seem to other clusters in the grid as one cluster (eliminating the need to inform
and update system-administrators of other clusters about internal changes tiustes).

2. Processes that migrate to another partition share the same top-pviarityogesses from other clus-
ters.

3. Processes that migrate to another partition share the "Cluster" category disk-space allocation rather
than the "Grid" category for Rite Temporary Files (see below).

However, just as other clusters:

1. Only processes that were alkd to migrate to other clusters are allowed to migrate to other parti-
tions.

2. Batch jobs cannot be assigned to nodes in other partitions.

3. Each partition maintains its own job-queue.

When you hee both 32-bit and 64-bit computers in the same clugtes highly recommended (but not
mandatory) to set them up as different cluster partitions.
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CONFIGURATION
To configure MOSIX interactiely, smply runnosconf : it will lead you step-by-step through thariv
ous configuration items.

Mosconf can be used in twways:
1. To configure the local node (press <Enter> at the first question).

2. To configure MOSIX for other nodes: this is typically done on a server that stores an image of the
root-partition for some or all of the clusteodes. Thismage can, for example, be NFS-mounted
by the cluster-nodes, or otherwise copied or reflected to themybgtlaer method: at the first
guestion, enter the path to the stored root-image.

There is no need to stop MOSIX in order to modify the configuration - most changes evidftadt
within a minute. However, dter modifying the Ilist of nodes in the cluster
(/ et c/ mosi x/ nosi x. map) or /etc/ nosi x/ nosip or /etc/nosix/ nyfeatures, you
should run the commardset pe" (but when you are usingpsconf to configure your local node,
this is not necessary).

Below is a cetailed description of the MOSIX configuration files (if you prefer to edit them manually).

The directory/ et ¢/ nosi x should include at least the subdirectoriest ¢/ nosi x/ part ners,
/ et c/ nosi x/ var, /et c/ nosi x/var/ gridand the following files:

/ et c/ nosi x/ nosi x. map
This file defines which computers participate in your MOSIX clustée file contains up to
256 data lines and/or alias lines that can be jnaader It may also include gnnumber of
comment lines beginning with a '#', as well as empty lines.

Data lines hee 2 o 3 fields:
1. ThelP ("a.b.c.d" or host-name) of the first node in a range of nodes with coxedPEsti
2.  Thenumber of nodes in that range.

3. Optionalcombination of letter-flags and/or an integer:
p[ roxi mat e] do not use compression on migration, e.ger dast networks or slio
CPUs.
o[ utsi der] inaccessible to local-class processes.
{partition} apositive integer indicating the partition number for that range.

Alias lines are of the form:
a.b.c.d=e.f.g.h
or
a. b. c. d=host - nane

They indicate that the IP address on the left-hand-side refers to the same node as the right-
hand-side.

NOTES:
1. Itis an error to attempt to declare the local node an "outsider".

2.  Whenusing host names, the first resultgg#t host bynanme(3) must return their IP
address that is to be used by MOSIX: if in doubt - specify the IP address.
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Theright-hand-side in alias lines must appear within the data lines.
4. IPaddresses 0.0.x.x and 255.255.255.x are not allowed in MOSIX.

If you changé€ et ¢/ nosi x/ nosi x. map while MOSIX is running, you need to run
set pe to notify MOSIX of the changes.

/ et c/ nosi x/ secr et

This is a security file that is used to et ordinary users from interfering and/or compromiz-
ing security by connecting to the internal MOSIX TCP ports. The file should contain just a sin-
gle line with a password that must be identical on all the nodes of the clustefgiidfile

must be accessible to RO@nly (chmod 600!)

/ et c/ nosi x/ ecsecr et

Like / et c/ nosi x/ secr et , but used for running batch jobs as a client (sesr un( 1) ).
If you do not wish to allw this node to send batch-jobs, do not create this file.

/ et c/ nosi x/ essecr et

Like / et ¢/ nosi x/ secr et , but used for running batch jobs as a serfsearosr un( 1)).
The password must match the clistitet ¢/ nosi x/ ecsecr et . If you do not wish to all@
this node to be a batch-servao rot create this file.

The following files are optional:

/ et c/ nosi x/ nosi p

This file contains our IP address, to be used for MOSIX purposes, inghlarréormat -
a. b. c.d. This file is only necessary when the nad# aldress is ambiguous: it can be
safely omitted if the output aff confi g(8) ("inet addr:") matches exactly one of the IP
addresses listed in the data lines ef c/ nosi x/ nosi x. map.

/ et c/ nosi x/ myf eat ur es

This file contains one line of comma-separated topological features for this nodg.(iFan
example:yel | ow, wood, chi cken.

The list of all 32 features (one line per feature) can be fouhdti/ nosi x/ f eat ur es.

If this file is missing, this node is assumed toveéhap topological features.(see
t opol ogy(7))

/ etc/ nosi x/ freeze. conf

MOSIX

This file sets the automatic freezing policies on actegs basis for MOSIX processes originat-

ing in this node. Each line describes the pofiar one class of processes. The lines can be in

ary order and classes that are not mentioned are not touched by the automatic freezing mecha-
nisms.

The space-separated constants in each line are as follows:
1. class-number
A positive integer identifying a class of processes.
2. load-units:
Used in fields #3-#6 below: O=processes; 1=standard-load
3. RED-MARK (floating point)
Freeze when load is higher.
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. BLUE-MARK (floating point)

Unfreeze when load is lower.

. minautofreeze (floating point)

Freeze processes that avaceiated back home on asi if | oad gets equal or ab®
this.

. minclustfreeze (floating point)

Freeze processes that avaceiated back to this cluster on adiif | oad gets equal or
above this.

. min-keep

Keep running at least this number of processesn & 1oad is abee RED-MARK.

. max-procs

Freeze excess processeswabthis number -een if load is belaw BLUE-MARK.

. slice

Time (in minutes) that a process of this class is allowed to run while there are automat-
ically-frozen process(es) of this class. After this period, the running process will be
frozen and a frozen process will start to run.

10. killing-memory

Freezing fails when there is infigfent disk-space to sa the memory-image of the
frozen process - Kill processes that failed to freeze amd #sove this number of
MegaBytes of memory Processes with less memory are keptealand in memory).
Setting this value to 0, causes all processes of this class to be killed when freezing
fails. Settingit to a very high value (li&k 1000000 MgaBytes) keeps all processes
alive.

NOTES:

1.

7.

Theload-units in fields #3-#6 depend on field #20, each unit represents the load cre-

ated by a CPU-bound process on this compufel, each unit represents the load created

by a CPU-bound process on a "standard" MOSIX computer e 35Hz Intel Core).

The difference is that the faster the computer and the more processors it has, the load cre-
ated by each CPU process decreases proportionally.

Fields#3,#4,#5,#6 are floating-point, the rest are integers.
Avaue of "-1" in fields #3,#5,#6,#8 means ignoring that feature.

Thefirst 4 fields are mandatory: omitted fields beyond thewe @ following \alues:
minautofreeze=-1,minclusterfreeze=-1,min-keep=0, max-procs=-1,slice=20.

TheRED-MARK must be significantly higher than BLUE-MARK: otherwise a perpetual
cycle of freezing and unfreezing could occlYou should aller at least 1.1 processes dif-
ference between them.

Frozenprocesses do not respond to anything, except an unfreeze request or a signal that
kills them.

Processethat were frozen manually are not unfrozen automatically.

This file may also contain lines starting with '/’ to indicate freezing-directory naries.
"Freezing directory” is anxésting directory (often a mount-point) where the memory contents
of frozen process is ged. For successful freezing, the disk-partition of freezing-directories
should hae aifficient free disk-space to contain the memory image of all the frozen processes.
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If more than one freezing directory is listed, the freezing directory is chosen at random by each
freezing processlt is also possible to assign selection probabilities by adding a numeric
weight after the directory-name, for example:

tmp 2
Ivaritmp 0.5
/mnt/tmp 2.5

In this example, the total weight is 2+0.5+2.5=5, so outvefyelO frozen pro-
cesses, anvarage of 4 (10R/5) will be frozen to/tnp, an aerage of 1
(100D.5/5) to/ var / t np and an werage of 5 (102.5/5) to/ mt / t np.

When the weight is missing, it deflts to 1. A weight of 0 means that this directory should be
used only if all others cannot be accessed.

If no freezing directories are specified, all freezing will be td/ theeeze directory (or sym-
bolic-link).

Freezing files are usually created with "root" (Super-User) permissions, but if
/ et c/ nosi x/ freeze. conf contains a line of the form:

U {U D}
then thg are created with permissions of thevei numeric Ul D (this is sometimes needed
when freezing to NFS directories that do notwalfooot" access).

/ et c/ nosi x/ partners/ O
If your cluster is part of a multi-cluster grid, then each fil¢ @t c/ nosi x/ part ners
describes another cluster that you want this cluster to cooperate with.

The file-names should indicate the corresponding cluster-names (maximum 128 characters), for

example: "geography”, "chemistry”, "management" vai@oment", "sales", "students-lab-A",
etc. Theformat of each file is a follows:

Li ne #1:

A verbal human-readable description of the cluster.
Li ne #2:

Four space-separated integers as follows:

1. Priority:
0-65535, the lower the better.
The priority of the local cluster isvaélys 0. MOSIX gives precedence to
processes with higher priority - if therrive, guests with lower priority
will be expelled.
2. Cango:
O=never send local processes to that cluster.
1=local processes may go to that cluster.
3. Cantake:
0=do not accept guest-processes from that cluster.
1=accept guest-processes from that cluster.
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4. Canexpand:

0=no: Onlynodes listed in the lines b&amay be recognized as part
of that cluster: if a core node from that cluster tells us about
other nodes in their cluster - ignore those unlisted nodes.

l=yes: Core-nodesf that cluster may specify other nodes that are in
that clusterand this node should belie them een if they are
not listed in the lines belo

-1=do not ask the other cluster:
do not consult the other cluster to find out which nodes are in
that cluster: instead just rely on and use the linesabelo

Fol I owi ng | i nes:

Each line describes a range of conseeull® aldresses that are belé to be @rt of
the other clustercontaining 5 space-separated items as follows:

1. IP1 (or host-name):
First node in range.
2. n: Number of nodes in this range.
3. Core:
0=no: Thisrange of nodes may not inform us about who else is in that clus-
ter.
l=yes: Thigange of nodes could inform us of who else is in that cluster.
4. Participate:
0=no Thisrange is (as far as this node is concerned) not part of that cluster.
l=yes Thigange is probably a part of that cluster.
5. Proximate:
0=no Usecompression on migration to/from that cluster.
1=yes Donot use compression when migrating to/from that cluster @r&tw
is very fast and CPU is slow).

NOTES:

1.

5.

Fromtime-to-time, MOSIX will consult one or more of the "core" nodes to find the actual
map of their clusterlt is recommended to list such core nodes. The altemn&ito et
canexpand to -1, causing the map of that cluster to be determined solely by this file.

Nodesthat do not "participate" arexeluded &en if listed as part of their cluster by the
core-nodes (but tlyecould possibly still be used as "core-nodes" to list other nodes)

All core-nodes must kia the same value for "proximate", because the "proximate" field
of unlisted nodes is copied from that of the core-node from which we happened to find
about them and this cannot be ambiguous.

Whenusing host names rather than IP addresses, the first regelt lobst bynane( 3)

must return their IP address that is used by MOSIX: if in doubt - specify the IP address
instead.

IPaddresses 0.0.x.x and 255.255.255.x cannot be used in MOSIX.

/ et c/ nosi x/ uservi ew. map
Although it is possible to use only IP numbers and/or host-names to specify nodes in your clus-
ter (and multi-cluster grid), it is more ammient to use small integers as node numbers: this
file allows you to map integers to IP addresses. Each line in this file contains 3 elements:

55
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1. Anode number (1-65535)
2. IP1(or host-name, clearly identifiable gt host bynane( 3))
3.  Numberf nodes in range (the number of the last one must not exceed 65535)

It is up to the cluster administrator to map as & as nary nodes as thewish out of their
cluster and multi-cluster grid - the most common practice is to map all the nodessiduse’
ter, but not in other clusters.

/ et ¢/ nosi x/ queue. conf

MOSIX

This file configures the queueing system (sesr un( 1), nmosq(1)). All lines in this file
are optional and may appear iryamder.

Usually, one node in each cluster is elected by the system-administrator to manage the queue,
while the remaining nodes point to that manages an &ception, in a mixed cluster that has

both 32-bit and 64-bit computers, a separate 32-bit node should be electeldisealy man-

age the queue for all 32-bit nodes and a 64-bit node electedltsieely manage the queue

for all 64-bit nodes.

Defi ni ng the queue nanager:

The line:

C {host nane}
assigns a specific node from the clusterqt nane) to manage the job queue. In the absence
of this line, each node manages ienoqueue (which is usually undesirable). It is possible to
have ®veal 'C’ lines - one for each cluster-partition.

Defining the default priority:

The line:

P {priority}
assigns a default job-priority to all the jobs from this nodlbe lower this value - the higher
the priority In the absence of this line, the default priority is 50.

Commonly user-ID’s ae identical on all the nodes in the clust&he line (with a single let-
ter):
S
indicates that this is not the case, so users on other nodes (except the Super-User) will be pre-
vented from sending requests to modify the status of queued jobs from this node.

Configuring the queue manager:

The following lines are rel@nt only in the queue manager node and are ignored on all other
nodes:

The MOSIX queueing system determines dynamically mary processes to run. The line:
M { maxpr oc}
if present, imposes a maximal number of processes that are allowed to run from the queue
simultaneously on top of the regular queueing polior example,
M 20
sets the upper limit to 20 processe&nevhen more resources aneagable.

The line:

X {1 <= x <= 8}
defines the maximal number of queued processes that may run simultaneously pah&GPU.
option applies only to processors within the cluster and isvadakle for other clusters in the
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grid (where the queueing system assigns at most one process perlCiig)absence of this
line the default is
X1

The line:

Z {n}
causes the firsh jobs of priority O to start immediately (out of order), without checking
whether resources areadlable, leaving that responsibility to the system administrator.

Example: the cluster has 10 dual-CPU nodes, so the queueing system normally allows 20 jobs
to run. In order to al urgent jobs to run immediately (withoutaiting for regular jobs to
complete), the system administrator configures a Ené:0, thus allowing each node to run a
maximum of 3 jobs.

The line:

N {n} [{nb}]
causes the firsh jobs of each user to start immediately (out of order), without checking
whether resources ar@adlable. Onlyjobs abee that numberper user will be queued and
wheneer the number of a usertunning jobs drops belothis numbera rew job of that user
(if there is ag waiting) will start to run.

When thenb parameter is gen, only jobs that do notxeeed this amount of memory in
MegaBytes will be started this way.

The system-administrator should weigh carefutigsed on knowledge about the patterns of
jobs that users typically run, the benefits of this option against its risks, suchragdtaimes
more jobs in their cluster(s) thanadable memory to run them fidiently. If this option is
selected with a memory-limitationm§), then the system-administrator should request that
users alays specify the maximum memory-requiremnts for all their queued jobs (using
nosrun -n.

Fair-share policy:
The fairness polic determine the order in which jobs are initially placed in the
gueue. Notehat fairness should not be confused with priority (as defined by the
{priority} line or by nosrun -q{pri} and possibly modified by
nosq( 1) ): priorities alays tale precedence, so here we only discuss the initial
placement in the queue of jobs with the same priority.

The default queueing polids "first-come-first-sered". Alternatvely, jobs of dif-
ferent users can be placed in the queue in an intedesanner.

The line (with a single letter):
F
switches the queueing palito the interlesed policy.

The advantage of the interlesl gpproach is that a user wishing to run a re&yi
small number of processes, does not needaibfar all the jobs that were already
placed in the queue. The disadvantage is that older jobs need to wait longer.

Normally, the interleaing ratio is equal among all userBor example, with tvo
users (A and B) the queue may loolelik-B-A-B-A-B-A-B.

Each user is assigned ant er|l eave rati o which determines (proportion-
ally) how well their jobs will be placed in the queue relatio ather users: the
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smaller that ratio - the better placementythéll get (and vice ersa). Normally
all users recege the same default intertearatio of 10 per process.However,
lines of the form:
U{UD {1 <= interleave <= 100}

can set a different interlea ratio for different usersUl D can be either numeric or
symbolic and there is no limit on the number of thelde lines. Examples:
1. Two users (A & B):

U userA 5

(userB is not listed, hence it gets the default of 10)

The queue looks like: A-A-B-A-A-B-A-A-B...
2. Two users (A & B):

U userA 20

U userB 15

The queue looks like: B-A-B-A-B-A-B-B-A-B-A-B-A-B-B-A...
3. Threeusers (A, B & C):

U userA 25

U userB 7

(userC is not listed, hence it gets theaddif of 10) The queue looks like: B-

C-B-C-B-A-B-C-B-C-B-A-B-C-B-C...

Note that since the interlearatio is determined per process (and not per job), dif-
ferent (more complex) results will occur when multi-process jobs are submitted to
the queue.

/ et c/ nosi x/ privat e. conf
This file specifies where Rete Temporary Files (PTFs) are stored: PTFs are an important fea-
ture of rosrun( 1) and may consume a significant amount of disk-space. It is important to
ensure that sfi€ient disk-space is reserved for PTFs, but without allowing them to disturb
other jobs by filling up disk-partitionsGuest processes can also demand unpredictable
amounts of disk-space for their PTFs, so we museraale that thg do not disturb local oper
ations.

Up to 3 different directories can be specified: for local processes; guest-processes from the
local cluster (including other partitions); and guest-processes from other clusters in the grid.
Accordingly, each line in this file has 3 fields:

1. Acombination of the letters: 'O’ (own node), 'C’ (own cluster) and 'G’ (other clusters in
the grid). For example,OC, C, CGor OCG

2. Adirectory name (usually a mount-point) starting with '/, where PTFs for theeafvo-
cesses are to be stored.

3. Anoptional numeric limit, in Mgabytes, of the total size of PTFs per-process.

If / etc/ nosi x/ private. conf does not exist, then all PTFs will be stored in Viga".

If the directory "/prvate” also does not exist, or/iet ¢/ nosi x/ pri vat e. conf exsts hut

does not contain a line with an appropriate letter in the first field ('O’, 'C’ or 'G’), then no disk-
space is allocated for PTFs of thdeafed processes, which usually means that processes
requiring PTFs will not be able to run on this no&ich guest processes that start using PTFs

will migrate back to their home-nodes.
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When the third field is missing, it defaults to:

5 Gigabytes for local processes.

2 Gigabytes for processes from the same cluster.

1 Gigabyte for processes from other clusters in the grid.
In ary case, guest processes cannot exceed the size limit of their homerandea eodes that
allow them more space.

/ et c/ nosi x/retainpri
This file contains an intger, specifying a delay in seconds: ldong after all MOSIX pro-
cesses of a certain priority (see @fyd et ¢/ nosi x/ pri ori ty) finish (or le&e) to dlow
processes of lower priority (higher numbers) to stéthen this file is absent, there is no delay
and processes with lower priority may @erigs soon as there are no processes with a higher
priority.

/ et c/ nosi x/ speed
If this file exists, it should contain a poséiinteger (1-10,000,000), pviding the relatre
speed of the processor: the bigger thstdr where 10,000 units of speed are egleint to a
3GHz Intel Core, and AMD (Athlon or Opteron) processors are, as a rule of thumb, 1.5 times
faster than Intel processors of the same frequenc

Normally this file is not necessary because the speed of the processor is automatically detected
by the kernel when it boots. There arevieeer two cases when you should consider using this
option:
1. Whenyou hare a feterogeneous cluster anavays use MOSIX to run a specific program
(or programs) that perform better on certain processor-types than on others.
2. OnVirtual-Machines that runver a hosting operating-system: in this case, the speed that
the lernel detects is unreliable and can vary significantly depending on the load of the
underlying operating-systems when it boots.

/ et c/ nosi x/ maxguest s
If this file exists, it should contain an integer limit on the number of simultaneous guest-pro-
cesses from other clusters in the grid. Otherwise, the maximum number of guest-processes
from other clusters is set to the default of 8 times the number of processors.

/ etc/ nosi x/ .l og_nosrun
When this file is present, information abowdeations ofnosr un(1) and process migra-
tions will be recorded in the system-log (by defaulatMog/messages" on most Linux distri-
butions).

/ et ¢/ nosi x/ newt une
Tuning constants optimizes the MOSIX performance by telling it about the costs @irkedw
operations. MOSIXas built-in tuning default constants. This file is usedvrae them to
suit your particular hardware and networks.

For most users, This file is difficult to set up manualljus, MOSIX comes with a program to
assemble it.For more information, seeopol ogy (7).

INTERFACE FOR PROGRAMS
The following interface is provided for programs running umdesr un( 1) that wish to interface with
their MOSIX run-time environment:
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All access to MOSIX is performed via the "open" system call, but the use of "open" is incidental and
does not imolve actual opening of files. If the program were to run as a regular Linux program, those
"open" calls would fail, returning -1, since the quoted filegenexist, ander r no( 3) would be set to
ENOENT.

open("/proc/sel f/{special}", 0)
reads a value from the MOSIX run-time environment.

open("/proc/sel f/{special}", 1] O CREAT, newal)
writes a value to the MOSIX run-time environment.

open("/proc/sel f/{special}l", 2| O CREAT, newal)
both writes a n& value and return the previous value.

(the O_CREAT flag is only required when your program is compiled with the 64-bit file-size optibn, b
is harmless otherwise).

Some "files" are read-onlgome are write-only and some can do both (rw). The "files" are as follows:

/proc/self/mgrate
writing a 0 migrates back home; writing -1 causes a migration consideration; writing the
unsigned value of an IP address or a logical node numtbEmnpts to migrate thereSuccess-
ful migration returns 0, failure returns -1 (write only)

[ proc/sel f/lock
When locked (1), no automatic migration may occucépt when running on the current node
is no longer allowed); when unlocked (0), automatic migration can.dea)r

/ proc/ sel f/ wher eam
reads where the program is running: O if at home, otherwise usually an unsigned IP adidress, b
if possible, its corresponding logical node numbead only)

/ proc/sel f/ nm gs
reads the total number of migrations performed by this process and its MOSRUN ancesstors
before it was born. (read only)

/proc/self/sigmg
Reads/sets a signal number (1-64 or 0 to cancel) to beeteéier each migration. (rw)

/ proc/sel f/glob
Reads/modifies the process class. Processes of class 0 arevaed atlanigrate outside the
local cluster oreen outside the local partition. Classes can also affect the automatic-freezing
policy. (rw)

/ proc/ sel f/ needmem
Reads/modifies the processhemory requirement in Mgbytes, so it does not automatically
migrate to nodes with less free memoAcceptable values are 0-262143. (rw)

/ proc/ sel f/unsupport ok
when 0, unsupported system-calls cause the process to be killed; when 1 or 2, unsupported sys-
tem-calls return -1 with errno set to ENOSYS; when 2, an appropriate error-message will also
be written to stder rw)
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/ proc/sel f/clear
clears process statistics. (write only)

/ proc/ sel f/cpuj ob
Normally when 0, system-calls and I/O areetaknto account for migration considerations.
When set to 1, theare ignored. (rw)

/proc/self/localtine
When 0,get ti neof day(2) is aways performed on the home nodé/hen 1, the date/time
is taken from where the process is running. (rw)

/ proc/ sel f/ decayrate
Reads/modifies the decay-rate per second (0-10000): programs can alternate between periods
of intensve CPU and periods of demanding I/@ecisions to migrate should be based neither
on momentary program behaviour nor on extremely long ternvimehaso a lalance must be
struck, where old process statistics gradually decagviouf of newer statistics. The lesser the
decay rate, the more weight isygi to nrew information. Thehigher the decay rate, the more
weight is gven to dder information. This option is provided for users who kneell the
cyclic behavior of their program. (rw)

/ proc/ sel f/ checkpoi nt
When writing (ay value) - perform a checkpoint. When only reading - return #rsion
number of the next checkpoint to be madféhen reading and writing - perform a checkpoint
and return its @rsion. Returnsl if the checkpoint fails, O if writing only and checkpoint is
successful. (rw)

[ proc/sel f/checkpointfile
The third agument fiewval ) is a minter to a file-name to be used as the basis for future
checkpoints (seepsrun( 1) ). (writeonly)

/ proc/sel f/checkpointlimt
Reads/modifies the maximal number of checkpoint files to create before recycling the check-
point version numberA vaue of 0 unlimits the number of checkpoints files. The maximal
vaue allowed is 10000000.

/ proc/ sel f/ checkpointinterval
When writing, sets the interval in minutes for automatic checkpointsn@seun(1)). A
value of 0 cancels automatic checkpoint$ie maximal value allowed is 10000000. Note that
writing has a side effect of reseting the time left to the next checkpoint. Thus, writing too fre-
guently is not recommended. (rw)

open("/proc/self/in_cluster", O CREAT, node); and
open("/proc/self/in_partition", O CREAT, node);
return 1 if the gien node is in the same cluster/partition, 0 otherwiShenode can
be either an unsigned, host-order IP address, or a node-number (listed in
[ et c/ nosi x/ user vi ew. map).

More functions arewailable through theli r ect _communi cati on(7) feature.

The following information is eilable via the /proc file system foveryone to read (not just within the
MOSIX run-time environment):
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/proc/{pid}/from
The IP address (a.b.c.d) of the process’ home-node ("0" if a local process).

/ proc/ {pid}/ where
The IP address (a.b.c.d) where the process is runing (0" if running here).

[ proc/{pid}/class
The class of the process.

/proc/{pid}/origipid
The original PID of the process on its home-node ("0" if a local process).

[ proc/{pid}/freezer
Whether and wirthe process was frozen:

0 Not frozen
1 Frozen automatically due to high load.
2 Frozen by the eacuation polig, to prevent flooding by arsing processes when clus-

ters are disconnected.
3 Frozen due to manual request.

-66 Thisis a guest process from another home-mode (freezingvaysalon the home-
node, hence not applicable here).

Attempting to read the alie for non-MOSIX processes returns the string "-3".

STARTING MOSIX
To gart MOSIX, run/ et c/init.d/ nosi x start. Alternately runnosd.

SECURITY
All nodes within a MOSIX cluster and multi-cluster grid must trust each stlgueruser(s) - other
wise the security of the whole cluster or grid is compromized.

Hostile computers must not be allowed physical access to the internal MOSIX network wlere the
could masquerade as having IP addresses of trusted nodes.

SEE ALSO
nosrun(l),mosct | (1), m gr at e(1),set pe(1), mon(1), nosps(1), moski | | al | (1), mosq(l),
best node(1), nospi pe(1),di rect _comruni cati on(7),t opol ogy(7).

HISTORY

This is the 10-th ersion of MOSIX. More information is vailable at
http://www.mosix.org/wiki/index.php/History_of MOSIX
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NAME

DIRECT COMMUNICATION- migratable sockets between MOSIX processes

PURPOSE

Normally, MOSIX processes do all their I/O (and most system-calls) via their home-node: this can be
slow because operations are limited by the network speed andyatencect conmuni cati on
allows processes to pass messages directly between them, bypassing their home-nodes.

For example, if process X whose home-node is A and runs on node B wishes to send a nvessage 0
soclet to process Y whose home-node is C and runs on node D, then the message hasdothass o
network from B to A to C to D.Usingdi rect comuni cati on, the message will pass directly
from B to D. Morewer, if X and Y run on the same node, the network is not used at all.

To facilitatedi rect communi cati on, each MOSIX process (running undepsrun(1)) can

own a 'mailbox". Thismailbox can contain at giime up to 10000 unread messages of up to a total of
32MB. MOSIX Processes can send messages to maitbok other processes anywhere within the
multi-cluster Grid (that are willing to accept them).

Di rect comuni cati on makes the location of processes transparent, so the senders do not need to
know where the receérs run, but only to identify them by their home-node and process-ID (PID) in
their home-node.

Direct comuni cati on guarantees that the order of messages perveedsi presened, &en
when the sender(s) and raagimigrate - no matter where to andvhary times thg migrate.

SENDING MESSAGES

63

To dart sending messages to another process, use:

t hem = open("/ proc/ nosi x/ nmbox/{a.b.c.d}/{pid}", 1);
where{ a. b. c. d} is the IP address of the ree&is home-node and pi d} is the process-ID of the
recever. To send messages to a process with the same home-node, you ¢arDude O instead of
the local IP address (this igem preferable, because it allows the communication to proceed in the rare
event when the home-node is shut-down from its cluster).

The returned valug fien) is not a standard (POSIX) file-descriptor: it can only be used within the fol-
lowing system calls:

w = wite(them nessage, |ength);
fentl (them F_SETFL, O NONBLOCK) ;
fentl (them F_SETFL, 0);
dup2(them 1);

dup2(them 2);

cl ose(them;

Zero-length messages are allowed.

Each process may atyatime hae yp to 128 opendi rect commruni cat i on file-descriptors for
sending messages to other processdsese file-descriptors are inherited by child processes (after
fork(2)).

Whendup?2 is used as ahe, the corresponding file-descriptor (1 for standard-output; 2 for standard-
error) is associated with sending messages to the same protdssnasin that case, only the abe
callsfrite, fcntl, cl ose, but notdup2) can then be used with that descriptor.
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RECEIVING MESSAGES
To dart receiving messages, create a mailbox:
nmy_nbox = open("/proc/ nmosi x/ nybox", O CREAT, flags);
wheref | ags is ary combination (bitwise OR) of the following:

Allow receiving messages from other users of the same group (GID).
Allow receiving messages from all other users.
Allow receiving messages from processes with other home-nodes.
Do not delay: normally when attempting to reaeia nessage and no fitting messagasw
receved, the call blocks until either a message or a signalearrbut with this flag, the call
returns immediately a value of -1 (wign r no set to EAGAIN).
16 Receie aSl| d Osignal (Seesi gnal (7)) when a message is ready to be read (for assynchro-
neous operation).
32 Normally when attempting to read and thexnmessage does not fit in the readfdr (the mes-
sage length is bigger than tbeunt parameter of theead(2) system-call), the next message
is truncated. When this bit is set, the first message that fits theutadwill be read (een if out
of order): if none of the pending messages fits tifeel the receiving process either waits for a
new message that fits theutfer to arrive, or if bit 8 ("do not delay") is also set, returns -1 with
err no set to EAGAIN.
64 Treat zero-length messages as an end-of-file condition: once a zero-length message is read, all fur
ther reads will return 0 (pending and future messages are not deleted, cantbgll be read once
this flag is cleared).

ORrDNPE

The returned valuery _nbox) is not a standard (POSIX) file-descriptor: it can only be used within the
following system calls:

r read( ny_nbox, buf, count);

r readv(my_mnbox, iov, niov);

dup2(my_nbox, 0);

cl ose(nmy_nbox);

ioctl (my_mbox, SIOCI NTERESTED, addr); (see FILTERING below)

Readingmy _nbox always reads a single message at a timren evhencount allows reading more
messages. Message can ha zro-length, butount cannot be zero.

A count of -1 is a special request to test for a message without actually readlh@ imessage is
present for reading,ead( ny_nbox, buf, -1) returns its length - otherwise it returns -1 with
err no set toEAGAI N.

unlike in "SENDING MESSAGES" abe, my_nbox is NOT inherited by child processes.

Whendup2 is used as ahe, file-descriptor 0 (standard-input) is associated with receiving messages
from other processesubonly ther ead, readv andcl ose system-calls can then be used with file-
descriptor 0.

Closingny_nbox (or cl ose(0) if dup2(my_nbox, 0) was wsed - whicheer is dosed last) dis-
cards all pending messages.

To change thef | ags of the mailbox without losing gnpending messages, open it again (without
usingcl ose):
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nmy_nbox = open("/proc/ nosi x/ nybox", O CREAT, new fl ags);

Note that when removing permission-flags (1, 2 and 4) fiem _f | ags, messages that were already
sent earlier will still arsie, even from senders that are no longer allowed to send messages to the current
process. Re-openinglways returns the same valuay(_nbox) as he initial open (unless an error
occurs and -1 is returned). Also note thatup2( ny_nbox, 0) was used,new fl ags will imme-

diately apply to file-descriptor 0 as well.

Extra information is wailable about the latest message thaswead (including when theount
parameter of the lastead() was -1 axd no reading actually took place)o get this information, you
should first define the following macro:

static inline unsigned int GET_|IP(char il e_nane)

{
int ip = open(file_nanme, 0);
return((unsigned int)((ip==-1 && errno>255) ?
-errno: ip));

}

To find the IP address of the sendddme, use:
sender _hone = GET_I P("/ proc/sel f/sender _hone");

To find the process-ID (PID) of the sendése:
sender _pid = open("/proc/sel f/sender_pid", 0);

To find the IP address of the node where the sender was running when the message was sent, use:
sender | ocation = GET_IP("/proc/sel f/sender | ocation");

(this can be used, for example, to request a manual migration to bring together communicating pro-

cesses to the same node)

To find the length of the last message, use:

bytes = open("/proc/sel f/nessage | ength", 0);
(this makes it possible to detect truncated messages: if the last measageneatedyyt es will con-
tain the original length)

FILTERING

65

The following facility allows the receér to select which types of messages it is interested towvecei

struct interested

{
unsigned char conditiong;lbitmap of conditiong/
unsigned char testlen;  Olength of test-pattern (1-8 bytes)
short pid; [1Process-ID of sendér
unsigned int home; (Ohome-node of sender (0 = same hofie)
int minlen; Ominimum message lengfth
int maxlen; [Imaximum message length
int testofset; offset of test-pattern within message
unsigned char testdata[8[)éxpected test-patterd
2
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/Oconditions:[J

#define INTERESTED_IN_ PID 1
#define INTERESTED_IN_HOME 2
#define INTERESTED_IN_MINLEN 4
#define INTERESTED_IN_MAXLEN 8
#define INTERESTED_IN AT TERN 16

struct interested filter;
#define SIOCINTERESTED 0x8985

A call to:
ioctl (my_nbox, SIOCI NTERESTED, &filter);
starts applying thegenfi | t er, while a call to:
i octl (my_mbox, SIOCI NTERESTED, NULL);
cancels the filtering.Closingnmy _nbox also cancels the filtering (but re-opening withfediént flags
does not cancel the filtering).

When filtering is applied, only messages that comply with the filter aresedcdithere are no comply-
ing messages, the receiving process either waits for a complying messageetoifrbit 8 ("do not
delay") of theflags from open("/proc/self/nybox", O CREAT, flags) is set,
read( ny_nbox, ...) andreadv(ny_nbox, ...) return -1 wither r no set to EAGAIN. Filter-
ing can also be used to test for particular messagesmsad( ny_nbox, buf, -1).

Different types of messages can be reckeiimply by modifying the contents of tHa | t er between
calls tor ead( my_nbox, ...) (orreadv(ny_nbox,...)).

filter.conditionsisa bit-map indicating which condition(s) to consider:
Whenl NTERESTED | N_PI Dis set, the process-ID of the sender must miatdht er . pi d.

When| NTERESTED | N HOME is set, the home-node of the sender must mfatdht er . hone (a
value of 0 can be used to match senders from the same home-node).

When | NTERESTED | N_M NLEN is set, the message length must be at Ieast er. m nl en
bytes long.

When | NTERESTED | N MAXLEN is set, the message length must be no longer than
filter. maxl en bytes.

Whenl NTERESTED | N_PATTERN is set, the message must containvergpattern of data at a\gn
offset. Theoffset within the message isvgh by fi |l t er. t est of f set, the patterrs length (1 to 8
bytes) infil ter.testl en and its expected contentsfinl t er . t est dat a.

ERRORS
Sender errors:

ENOENT
Invalid pathname iropen: the specified IP address is not part of this cluster/Grid, or the pro-
cess-ID is out of range (must be 2-32767).

ESRCH Nosuch process (this error is detected only when attempting to send - not when opening the
connection).
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EACCES
No permission to send to that process.

ENOSPC
Non-blocking (O_NONBLOCK) was requested and the ratdias no more space to accept
this message - perhaps try again later.

ECONNABORTED
The home-node of the rewei is no longer in our multi-cluster Grid.

EMFILE
The maximum of 128i r ect conmuni cai t on file-descriptors is already in use.

EINVAL Whenopening, the second parameter does not contain the bit "1"; When writing, the length is
negdive a more than 32MB.

ETIMEDOUT
Faled to establish connection with the mail-box managing daepmsit(@l d).
ECONNREFUSED
The mail-box managingppst al d) refused to see/the call (probably a MOSIX installation
error).
EIO Communicatiooreakdown with the mail-box managing daempaodt al d).

Recei ver errors:

EAGAIN
No message is currentlyailable for reading and the "Do not delay" flag is setclount is
-1).

EXFULL
Messages were possibly lost (usually due to insufficient memory): theereo®iy still be
able to receie rew messages.

ENOMSG
The recerer had insuficient memory to store the last message. Despite this @riertill
possible to find out who sent the last message and its original length.

EINVAL Oneor more \alues in the filtering structure are g or their combination makes it impossi-
ble to receie any nessage (for example, the offset of the data-pattern is beyond the maxi-
mum message length).

Errors that are common to both sender and receiver:
EINTR Read/writénterrupted by a signal.

ENOMEM
Insufficient memory to complete the operation.

EFAULT
Bad read/write buffer address.

ENETUNREACH
Could not establish a connection with the mail-box managing degmsn &l d).
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ECONNRESET
Connection lost with the mail-box managing daenpmust al d).

POSSIBLE APPLICATIONS
The scope ofli rect comuni cati on is very wide: almost anprogram that requires communica-

tion between related processes can bengfitowing are a fev examples:

1. Usedirect conmuni cati on within standard communication packages and libraries, such as
MPI.

2. Pipe-lile gplications where one process’ output is the oshieput: write your own code or use
the existingrospi pe(1) MOSIX utility.

3. Direct conmuniction can be used to implemerast I/O for migrated processes (with the
cooperation of a local process on the node where the migrated process is running). In pérticular
can be used to g migrated processes access to data from a common NFS sétivout causing
their home-node to become a bottleneck.

LIMITATIONS
Processes that arevotved in direct communication (having open file-descriptors for either sending or

receving messages) cannot be checkpointed and carectite mosr un recursvely or nat i ve (see
nosrun(1)).

SEE ALSO
nosr un(l), mospi pe(1), nosi x(7).
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NAME
MOSCTL - Miscellaneous MOSIX functions

SYNOPSIS
mosctl stay
mosctl nostay
mosctl Istay
mosctl nolstay
mosctl block
mosctl noblock
mosctl logmap
mosctl nologmap
mosctl expel
mosctl bring
mosctl shutdown
mosctl isolate

mosctl rejoin [{maxguests} ]

mosctl gridguests [{maxguests} ]

mosctl opengrid [{maxguests} ]

mosctl closegrid

mosctl cngpri {partner} {newpri} [{partner2} {newpri2} ey

mosctl whois [{node_number}|IP-address|hostname ]

mosctl status [{node_number}|IP-address|hostname ]

mosctl localstatus

mosctl rstatus [{node_number}|IP-address|hostname ]
DESCRIPTION

Most Mosct | functions are for MOSIX administrationyailable only to the Supddser except the
whoi s, st at us andr st at us functions which provide information to all users.

nosct| stay prevents processes from migratingvay automatically: mosct| nost ay cancels
this state.

nosct!| | stay prevents local processes from migratingiay automatically but still allows guest
processes to lga: nosct | nol st ay cancels this state.

nosct| bl ock prevents guest processes from movingrimsct | nobl ock cancels this state.

nosct!| | ognap tells the lernel to log the MOSIX map of nodes to the console (and/or the Linux
kernel-logging facility) wheneer it changes (this is the daflt). mrosct| nol ognap stops logging
such changes.

nosct| expel expels all guest processes. It does not return until all guest processevedeansy
(it can be interrupted, in which case there is no guarantee that all guest processes were expelled).

nosct | bri ng brings back all processes whose home-node is hied®es not return until all these

processes ake back (it can be interrupted, in which case there is no guarantee that all the processes

arrived back).

nosct | shut down shuts down MOSIX. All guest processes axpedled and all processes whose
home-node is here are brought back, then the MOSIX configuration is turned off.
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nosct| i sol at e disconnects the cluster from the grid, bringing back all migrated processes whose
home-node is in the disconnecting cluster and sendiag dl guest processes from other clusters.
actually disconnect a clustéis command must be issued on all the nodes of that cluster.

nosct| rej oi n cancels the effect afosct| i sol at e: an gtional argument sets the number of
guest processes that are allowed to/eno this node or run here from outside the local clust®#hen
this argument is missing, no guest processes from outside the cluster will be accepted.

nosct| gridguest s prints the maximum number of guests that arenatbto migrate to this node
from other clustersnosct| gridguests arg, with a numeric ggjumentar g, sets that maxi-
mum.

nosct| opengri d sets the maximum number of guest processes from outside the local cluster to its
argument. Ifno further argument is provided, thalwe is taken frond et ¢/ nosi x/ maxguest s

and in the absence of that file, it is set to 8 times the number of processscs.| cl osegri d sets

that maximum to O - puenting processes from other clusters to run on this node.

nosct| cngpri modifies the priority of one or more grid-partners it ¢/ nosi x/ partners
(Seenosi x(7)). While it is also possible to simply edit the files fiet ¢/ nosi x/ part ners,
usingnosct| cngpri is easier and the changesdaect immediatelywhereas when editing those
files manuallythe changes may takup to 20 sconds.

nosct | whoi s, depending on its argument, a@ns host-names and IP addresses to node numbers
or vice-versa.

nosct| status outputs useful and user-friendly information about \eerginode. Whenthe last
argument is omitted, the information is about the local node.

nosct!| | ocal st atus islikest at us, but adds more information that is onlyadable locally.

nosct!| rstatus output rav information about a gen node. Whenthe last argument is omitted,
the information is about the local node. This information consists of 11 integers:

1. status: aht-map, where bits he the following meaning:

The node is currently part of our MOSIX configuration.

Information is sailable about the node.

The node is in "stay" mode (see ago

The node is in "Istay" mode (see abp

Thenode is in "block" mode (see al&).

Thenode may accept processes from here.

Reasons for this bit to NDbe st include:

We b not appear in that nodemap.

That node is configured to block migration of processes from us.

Our configuration does not alltsending processes to that node.

That node is currently running higher-priority MOSIX processes.

That node is currently running MOSIX processes with the same priority as our pro-
cesses, Uit is not in our cluster and already reached its maximum number wfedllo
guest-processes.

0 That node is blocked.

D00 RADNPRE

A~ O

OooOoog

MOSIX May 2006 70



MOSCTL (M1) MOSIX Commands MOSCTL (M1)

512 Theinformation is not too old.
1024 Thenode prefers processes from heverdts current guests.
2048 Thenode is a 64-bit computer.

2. | oad: avalue of 100 represents a standard load unit.

3. availability: The lower the value the morealable that node is: in the extremes, 65535
means that the node isadable to all while 0 means that generally it is onlgiable for pro-
cesses from its own cluster.

4. speed: avalue of 10000 represents a standard processor (Pentium-IV at 3GHz).

5. ncpus: number of processors.

6. frozen: number of frozen processes.

7. utilizability: a percentage - less than 100% means that the node is under-utilized due to
swapping activity.

8. avail abl e nmenory: in pages.

9. total nenory: inpages.

10. free swap-space: in 0.1GB units.

11. total seap-spacein 0.1GB units.

12. privil eged nenory: in pages - pages that are currentlyetaby less pvileged guests, ui
could be used by clusters of highervpege (including this node when "1024" is included in the
st at us above).

13. nunber of processes: only MOSIX processes are counted and this count couier difbm
the load because it includes ingetjrocesses.

SEE ALSO
nosi x(7).
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NAME
SETPE - Configure the local cluster
SYNOPSIS
setpe [-mmapfile] [-p our.ip.x.y] [-f [{featurel} [,{feature2} .. .1
setpe -[r|R]
setpe -off
DESCRIPTION

Set pe defines the configuration of the local MOSIX cluster.

The cluster map (semosi x( 7)) is obtained from/ et ¢/ nosi x/ nosi x. map - unless a dierent
file is specified by themargument.

The local IP address to be used by MOSIX is either taken fromfthenfi g utility; provided by
/ et c/ nosi x/ nosi p; or ecified by the p argument.

The node features (séepol ogy( 7)) are either absent; provided bt c/ nosi x/ nyf eat ur es;
or supplied as a (comma-separated) list by thargument.

set pe -r reads the current cluster map.
set pe - Rreads the current map of the whole multi-cluster grid.
set pe -of f disables MOSIX.

Anyone can read the MOSIX configuration, but only the Super-User can modify it.

SEE ALSO
t opol ogy(7), nosi x(7).
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NAME

TOPOLOGY incorporating networkingw@rheads in MOSIX

TUNING

MOSIX can mak ketter migration decisions when it has a good estimate ofvésbeads imolved in
running processesvay from home: the programune, with its front-endt une_nosi x, can be used
to measure 26 different constants that reflect theatheads between gugiven two nodes.

Those contants depend oarius factors such as network speed and lgtemocessor type, memory
type, network card, whether a VPN layer is used on top of the IP protocol, etc.

INTRODUCING TOPOLOGY

The orerheads of running a processay from its home may not be uniform across the cluster or multi-
cluster grid: thet opol ogy is therefore defined as a set efidead constants measured between the
local node and a subset of other nodes. MOSIX supports up to 10 topologiesgakbach node to
define up to 10 sets ofverhead constants, measured between itself and different sets of nodes in the
cluster and/or multi-cluster grid.

MOSIX comes with a built-in single dadlt topology - a set of pre-measured constants that applies uni-
formly to all nodes. To override this default, the system-administrator needs to create the file:
/ et ¢/ nosi x/ nost une (once that file is created or modified, MOSIX will automatically update its
topology within one minute).

Each line i/ et ¢/ nosi x/ nost une should contain 29 space-separated integers: 26 areditead
constants (generated lbyine_nosi x) and 3 are topological conditions (see @ldhat describe to
which node(s) thoseverhead constants apply (the last line camehenly 26 constants, making it
unconditional).

To decide which gerhead constants apply for asgi node, MOSIX scans the ab® conditions, start-
ing with the first line and proceeding down the list until a condition is found that is satisfied byethe gi
node (if no condition is satisfied, the first line is selected).

TOPOLOGICAL CONDITIONS

73

Topological conditions consist of three numbers (unsigned 32-bifarg named=l RST, LAST, and
FEATURES. FIRST and LAST are IP addresses, while FEATURES is a bitmap (1st symbol in
/ et c/ nosi x/ features is 1, 2nd symbol is 2, 3rd symbol is 4, etc.). The IP addresses are repre-
sented as an unsigned integer in host osteor example, IP address 123.45.67.89 is represented as:
((123256+45)P56+67)RP56+89 = 2066563929

To test whether a géen node satisfies a condition, we consider both its IP address ("IP") and its features
("F"): the features are configured firet ¢/ nosi x/ nyf eat ur es (see below) and are 0 if that file
does not exist.

The table belv covers all the 5 possible combinations of FIRST and LA&Ecribing when a condi-
tion is satisfied by a gén node:

FI RST == LAST == Always: unconditional
FIRST == 0; LAST != 0 (F&FEATURES)!=0
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LAST == 0; FIRST != 0 IP!=FIRST && “(F & FEATURES)

0 < FIRST <= LAST FIRST <= IP <= LAST || (F & FEATURES)

FIRST > LAST > 0 (IP < FIRST || IP > LAST) && “(F & FEATURES)
CONFIGURING FEATURES

The features of a node are listed in the/fid ¢/ nosi x/ nyf eat ur es by a comma-separated list of
symbols, selected out of the 32 symbols in the fec/ nosi x/ f eat ur es.

These symbols e ro particular meaning other than to aid in constructing useful combinations of
topological conditions. It is up to the multi-cluster system-administrators to agree between them on con-
ventional meanings to those symbols.

System-administrators are also allowed to modify those symbolsyifatisé, provided that thekeep
/ et c/ nosi x/ f eat ur es the same throughout the multi-cluster Grid (if th#o <, the/ must
remember to restore that file after upgrading tovaversion of MOSIX).

SEE ALSO
nosi x(7).
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