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Consumer Access BW Inflection 
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“Kirchoff’s Law” : Filling the Pipe 

ΣBW 

In  =  Out 

   # Servers * BW/Server  =  # Devices * BW/Device 
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Big Computers 
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...A little more structure, perhaps 
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 System When     Tech        Scale  

 MF   '60s  Trans/Core   1+ 

 Minis  '70s  SSI/MSI    1 

 PC/WS '80s  uP / LSI    1 

 SMP  '90s  VLSI / DRAM        100 

 

 
 
 

Historical Cycle of Computing Industry, every 10 – 15 years 

 Bell's Law 
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Optical Watershed: Penetrating System Scales 
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What is the Difference Between…??? 
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Who’s on First? 

Storage Servers Networks 

Bits have mass… 

… and thus 
inertia and 
stickiness 

Software has 
developers… 

… and thus 
layers of value-
add 

Networks are 
the backplane… 

… and thus 
intermediate all 
interactions 



My Lens for Just About Everything 
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Disruptive Refactoring – Phase 1 
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Disruptive Refactoring – Phase 2 
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This is a great 
time to venture 
invest in open 
networking! 
 


