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OpenStack is a collection of open source technologies that provides massively scalable cloud
computing software. OpenStack can be used by corporations, service providers, VARS,
SMBs, researchers, and global data centers looking to deploy large-scale cloud deployments
for private or public clouds.

Why Cloud?

In data centers today, many computers suffer the same under-utilization in computing
power and networking bandwidth. For example, projects may need a large amount

of computing capacity to complete a computation, but no longer need the computing
power after completing the computation. You want cloud computing when you want

a service that's available on-demand with the flexibility to bring it up or down through
automation or with little intervention. The phrase "cloud computing" is often represented
with a diagram that contains a cloud-like shape indicating a layer where responsibility

for service goes from user to provider. The cloud in these types of diagrams contains the
services that afford computing power harnessed to get work done. Much like the electrical
power we receive each day, cloud computing provides subscribers or users with access to
a shared collection of computing resources: networks for transfer, servers for storage, and
applications or services for completing tasks.

These are the compelling features of a cloud:

* On-demand self-service: Users can provision servers and networks with little human
intervention.

* Network access: Any computing capabilities are available over the network. Many
different devices are allowed access through standardized mechanisms.

* Resource pooling: Multiple users can access clouds that serve other consumers according
to demand.

* Elasticity: Provisioning is rapid and scales out or in based on need.

* Metered or measured service: Just like utilities that are paid for by the hour, clouds
should optimize resource use and control it for the level of service or type of servers such
as storage or processing.

Cloud computing offers different service models depending on the capabilities a consumer
may require.

* SaaS: Software as a Service. Provides the consumer the ability to use the software in a
cloud environment, such as web-based email for example.

* PaaS: Platform as a Service. Provides the consumer the ability to deploy applications
through a programming language or tools supported by the cloud platform provider. An




Compute Admin Guide March 17, 2014 Grizzly, 2013.1

example of platform as a service is an Eclipse/Java programming platform provided with
no downloads required.

* laaS: Infrastructure as a Service. Provides infrastructure such as computer instances,
network connections, and storage so that people can run any software or operating
system.

When you hear terms such as public cloud or private cloud, these refer to the deployment
model for the cloud. A private cloud operates for a single organization, but can be
managed on-premise or off-premise. A public cloud has an infrastructure that is available
to the general public or a large industry group and is likely owned by a cloud services
company. The NIST also defines community cloud as shared by several organizations
supporting a specific community with shared concerns.

Clouds can also be described as hybrid. A hybrid cloud can be a deployment model, as a
composition of both public and private clouds, or a hybrid model for cloud computing may
involve both virtual and physical servers.

What have people done with cloud computing? Cloud computing can help with large-
scale computing needs or can lead consolidation efforts by virtualizing servers to make
more use of existing hardware and potentially release old hardware from service. People
also use cloud computing for collaboration because of its high availability through
networked computers. Productivity suites for word processing, number crunching, and
email communications, and more are also available through cloud computing. Cloud
computing also avails additional storage to the cloud user, avoiding the need for additional
hard drives on each user's desktop and enabling access to huge data storage capacity
online in the cloud.

For a more detailed discussion of cloud computing's essential characteristics and its models
of service and deployment, see http://www.nist.gov/itl/cloud/, published by the US
National Institute of Standards and Technology.

What is OpenStack?

OpenStack is on a mission: to provide scalable, elastic cloud computing for both public and
private clouds, large and small. At the heart of our mission is a pair of basic requirements:
clouds must be simple to implement and massively scalable.

If you are new to OpenStack, you will undoubtedly have questions about installation,
deployment, and usage. It can seem overwhelming at first. But don't fear, there are places
to get information to guide you and to help resolve any issues you may run into during the
on-ramp process. Because the project is so new and constantly changing, be aware of the
revision time for all information. If you are reading a document that is a few months old
and you feel that it isn't entirely accurate, then please let us know through the mailing list
at https://launchpad.net/ ~openstack or by filing a bug at https://bugs.launchpad.net/
openstack-manuals/+filebug so it can be updated or removed.

Components of OpenStack

There are currently seven core components of OpenStack: Compute, Object Storage,
Identity, Dashboard, Block Storage, Network and Image Service. Let's look at each in turn.
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* Object Store (codenamed "Swift") provides object storage. It allows you to store or
retrieve files (but not mount directories like a fileserver). Several companies provide
commercial storage services based on Swift. These include KT, Rackspace (from which
Swift originated) and Internap. Swift is also used internally at many large companies to
store their data.

* Image (codenamed "Glance") provides a catalog and repository for virtual disk images.
These disk images are mostly commonly used in OpenStack Compute. While this service is
technically optional, any cloud of size will require it.

» Compute (codenamed "Nova") provides virtual servers upon demand. Rackspace and HP
provide commercial compute services built on Nova and it is used internally at companies
like Mercado Libre and NASA (where it originated).

» Dashboard (codenamed "Horizon") provides a modular web-based user interface for all
the OpenStack services. With this web GUI, you can perform most operations on your
cloud like launching an instance, assigning IP addresses and setting access controls.

* |dentity (codenamed "Keystone") provides authentication and authorization for all
the OpenStack services. It also provides a service catalog of services within a particular
OpenStack cloud.

* Network (codenamed "Quantum") provides "network connectivity as a service" between
interface devices managed by other OpenStack services (most likely Nova). The service
works by allowing users to create their own networks and then attach interfaces to
them. OpenStack Network has a pluggable architecture to support many popular
networking vendors and technologies.

* Block Storage (codenamed "Cinder") provides persistent block storage to guest VMs.

In addition to these core projects, there are also a number of "incubation" projects that are
being considered for future integration into the OpenStack release.

Conceptual Architecture

The OpenStack project as a whole is designed to deliver a massively scalable cloud
operating system. To achieve this, each of the constituent services are designed to work
together to provide a complete Infrastructure as a Service (laaS). This integration is
facilitated through public application programming interfaces (APIs) that each service
offers (and in turn can consume). While these APIs allow each of the services to use another
service, it also allows an implementer to switch out any service as long as they maintain the
API. These are (mostly) the same APIs that are available to end users of the cloud.

Conceptually, you can picture the relationships between the services as so:



http://swift.openstack.org
http://glance.openstack.org
http://nova.openstack.org/
http://www.rackspace.com/
https://www.hpcloud.com/
http://horizon.openstack.org/
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http://quantum.openstack.org/
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Identity

» Dashboard ("Horizon") provides a web front end to the other OpenStack services

» Compute ("Nova") stores and retrieves virtual disks ("images") and associated metadata in
Image ("Glance")

* Network ("Quantum") provides virtual networking for Compute.

* Block Storage ("Cinder") provides storage volumes for Compute.

* Image ("Glance") can store the actual virtual disk files in the Object Store("Swift")
* All the services authenticate with Identity ("Keystone")

This is a stylized and simplified view of the architecture, assuming that the implementer is
using all of the services together in the most common configuration. It also only shows the
"operator" side of the cloud — it does not picture how consumers of the cloud may actually
use it. For example, many users will access object storage heavily (and directly).

Logical Architecture

The following paragraphs give some details on the main modules in the OpenStack
components.

These details are not meant to be exhaustive; the objective is to describe the relevant
aspects that administrators need to know to better understand how to design the
deployment, and install and configure the whole platform.

Modules are organized according to the functional area they belong (i.e. the kind of
functions they implement or deliver) and classified according to their type.

These are the types:
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* daemon: runs as a daemon and, on Linux platforms, is usually installed as a service;

* script: a script run by an external module when some event happens (at the moment, it
is used as a co-routine of dnsmasq for managing IP Addresses released to instances via
DHCP protocol);

* client: a client for accessing the Python bindings for a service

* CLI: a Command Line Interpreter for submitting commands to OpenStack Compute for

example

As you can imagine, the logical architecture is far more complicated than the conceptual
architecture shown above. As with any service-oriented architecture, diagrams quickly
become "messy" trying to illustrate all the possible combinations of service communications.
The diagram below, illustrates the most common architecture of an OpenStack-based
cloud. However, as OpenStack supports a wide variety of technologies, it does not
represent the only architecture possible.

arm)

-l swif-lent,te)
tratin et

)
"ﬁf"xk OpenStack
Fimit W .

Opnttack
HookSorage A7)
Xy

:

\ | mage Service

. Optak "=~
Network A1° = =

penstack
Network APl

qantum
agentls]

quantom
plginls)

This picture is consistent with the conceptual architecture above in that:

* End users can interact through a common web interface (Horizon) or directly to each
service through their API

* All services authenticate through a common source (facilitated through Keystone)

* Individual services interact with each other through their public APIs (except where
privileged administrator commands are necessary)

In the sections below, we'll delve into the architecture for each of the services.

Dashboard

Horizon is a modular Django web application that provides an end user and administrator
interface to OpenStack services.



https://www.djangoproject.com/
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< C fi  © 10.1.251.100/nova/instances_and_volumes/ 0
Logged in as: demo
n Instances & Volumes
Openstack Success: Instance "test" launched.
Instances Launch nstance
Project
Name IP Address  Size Status Task Power State  Actions
i i = s 512MB RAM | 1 VGPU | 0 Disk Build None  No State Edit Instance
invisible_to_admin
Displaying 1 item
Volumes Creats Vaume

Name Description Size Status Attachments Actions
No items to display.

Displaying 0 items

As with most web applications, the architecture is fairly simple:

* Horizon is usually deployed via mod_wsgi in Apache. The code itself is separated into
a reusable python module with most of the logic (interactions with various OpenStack
APIs) and presentation (to make it easily customizable for different sites).

* A database (configurable as to which one). As it relies mostly on the other services for
data, it stores very little data of its own.

From a network architecture point of view, this service will need to be customer accessible
as well as be able to talk to each service's public APIs. If you wish to use the administrator
functionality (i.e. for other services), it will also need connectivity to their Admin API
endpoints (which should be non-customer accessible).

Compute

Nova is the most complicated and distributed component of OpenStack. A large number
of processes cooperate to turn end user API requests into running virtual machines. Main
modules are implemented in Python. The following lists are organized by functional areas:

API

* nova- api accepts and responds to end user compute API calls. It supports OpenStack
Compute API, Amazon's EC2 APl and a special Admin API (for privileged users to perform
administrative actions). It also initiates most of the orchestration activities (such as
running an instance) as well as enforces some policy.

* nova- api - net adat a accepts metadata requests from instances (more details). The
nova-api-metadata service is generally only used when running in multi-host mode with
nova-network installations.

Computing core



http://code.google.com/p/modwsgi/
http://docs.openstack.org/trunk/openstack-compute/admin/content/metadata-service.html
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* The nova- conmput e process is primarily a worker daemon that creates and terminates
virtual machine instances via hypervisor's APIs (XenAPI for XenServer/XCP, libvirt for
KVM or QEMU, VMwareAPI for VMware, etc.). The process by which it does so is fairly
complex but the basics are simple: accept actions from the queue and then perform
a series of system commands (like launching a KVM instance) to carry them out while
updating state in the database.

* The nova- schedul e process is conceptually the simplest piece of code in OpenStack
Nova: take a virtual machine instance request from the queue and determines where it
should run (specifically, which compute server host it should run on).

* The nova- conduct or module, introduced in the Grizzly release, works as a “mediator”
between nova-compute and the database. It is aimed at eliminating all the direct
accesses to the cloud database made by nova-compute. The nova-conductor module
scales horizontally but it shouldn’t be deployed on the same node(s) where nova-
compute runs. You can read more about the new service here.

Networking for VMs

* The nova- net wor k worker daemon is very similar to nova- conput e. It accepts
networking tasks from the queue and then performs tasks to manipulate the network
(such as setting up bridging interfaces or changing iptables rules). This functionality is
being migrated to OpenStack Networking, a separate OpenStack service.

* nova- dhcpbri dge (script) This script tracks IP address leases and records them in
the database using dnsmasq's dhcp-script facility. This functionality is also migrated to
OpenStack Networking; a different script is provided when using OpenStack Networking
(code-named Quantum).

Console Interface

* The nova- consol eaut h daemon authorizes user’s tokens that console proxies provide
(see nova-novncproxy and nova-xvpnvcproxy). This service must be running in order for
console proxies to work. Many proxies of either type can be run against a single nova-
consoleauth service in a cluster configuration. Read more details.

* The nova- novncpr oxy (daemon) provides a proxy for accessing running instances
through a VNC connection. It supports browser-based novnc clients.

* The deprecated nova- consol e daemon is no longer used with Grizzly, and the nova-
xvpnvncproxy is used instead.

* The nova- xvpnvncpr oxy daemon is a proxy for accessing running instances through a
VNC connection. It supports a Java client specifically designed for OpenStack.

* The nova- cert daemon manages x509 certificates.
Image Management (EC2 scenario)

* The nova- obj ect st or e daemon provides an S3 interface for registering images onto
the image management service (see glance) It is mainly used for installations that need
to support euca2ools. The euca2ools tools talk to nova-objectore in “S3 language” and
nova-objectstore translates S3 requests into glance requests



http://russellbryantnet.wordpress.com/2012/11/19/a-new-nova-service-nova-conductor/
http://docs.openstack.org/trunk/openstack-compute/admin/content/about-nova-consoleauth.html
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The euca2ool s client is not an OpenStack module but it can be supported by
OpenStack. It's a set of command line interpreter commands for managing cloud
resources. Provided that nova-api is configured to support EC2 interface, euca2ools can
be used to issue cloud management commands. For more information on euca2ools, see
http://www.eucalyptus.com/eucalyptus-cloud/documentation/2.0.

Command Line Interpreter/Interfaces

The nova client enables you to submit either tenant administrator’s commands or cloud
user’'s commands.

The nova- manage client submits cloud administrator commands.

The queue provides a central hub for passing messages between daemons. This is usually
implemented with RabbitMQ today, but could be any AMPQ message queue (such as
Apache Qpid), or Zero MQ.

The SQL database stores most of the build-time and run-time state for a cloud
infrastructure. This includes the instance types that are available for use, instances in
use, networks available and projects. Theoretically, OpenStack Nova can support any
database supported by SQL-Alchemy but the only databases currently being widely used
are sqlite3 (only appropriate for test and development work), MySQL and PostgreSQL.

Nova interacts with many other OpenStack services: Keystone for authentication, Glance
for images and Horizon for web interface. The Glance interactions are central. The API
process can upload and query Glance while nova- conput e will download images for use
in launching images.

Object Store

The swift architecture is very distributed to prevent any single point of failure as well as to
scale horizontally. It includes the following components:

Proxy server (swi f t - pr oxy- ser ver) accepts incoming requests via the OpenStack
Object API or just raw HTTP. It accepts files to upload, modifications to metadata or
container creation. In addition, it will also serve files or container listing to web browsers.
The proxy server may utilize an optional cache (usually deployed with memcache) to
improve performance.

Account servers manage accounts defined with the object storage service.

Container servers manage a mapping of containers (i.e folders) within the object store
service.

Object servers manage actual objects (i.e. files) on the storage nodes.

There are also a number of periodic process which run to perform housekeeping tasks
on the large data store. The most important of these is the replication services, which
ensures consistency and availability through the cluster. Other periodic processes include
auditors, updaters and reapers.

Authentication is handled through configurable WSGI middleware (which will usually be
Keystone).



http://www.eucalyptus.com/eucalyptus-cloud/documentation/2.0
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Image Store

Glance has four main parts to it:

* gl ance- api accepts Image API calls for image discovery, image retrieval and image
storage.

* gl ance-r egi st ry stores, processes and retrieves metadata about images (size, type,
etc.).

» A database to store the image metadata. Like Nova, you can choose your database
depending on your preference (but most people use MySQL or SQlite).

* A storage repository for the actual image files. In the diagram above, Swift is shown
as the image repository, but this is configurable. In addition to Swift, Glance supports
normal filesystems, RADOS block devices, Amazon S3 and HTTP. Be aware that some of
these choices are limited to read-only usage.

There are also a number of periodic process which run on Glance to support caching.
The most important of these is the replication services, which ensures consistency and
availability through the cluster. Other periodic processes include auditors, updaters and
reapers.

As you can see from the diagram in the Conceptual Architecture section, Glance serves
a central role to the overall laa$S picture. It accepts API requests for images (or image
metadata) from end users or Nova components and can store its disk files in the object
storage service, Swift.

Identity

Keystone provides a single point of integration for OpenStack policy, catalog, token and
authentication.

» keyst one handles API requests as well as providing configurable catalog, policy, token
and identity services.

» Each Keystone function has a pluggable backend which allows different ways to use the
particular service. Most support standard backends like LDAP or SQL, as well as Key Value
Stores (KVS).

Most people will use this as a point of customization for their current authentication
services.

Network

OpenStack Networking provides "network connectivity as a service" between interface
devices managed by other OpenStack services (most likely Compute). The service works by
allowing users to create their own networks and then attach interfaces to them. Like many
of the OpenStack services, OpenStack Networking is highly configurable due to its plug-in
architecture. These plug-ins accommodate different networking equipment and software.
As such, the architecture and deployment can vary dramatically. In the above architecture,
a simple Linux networking plug-in is shown.
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e quant um ser ver accepts APl requests and then routes them to the appropriate
OpenStack Networking plugin for action.

* OpenStack Networking plugins and agents perform the actual actions such as plugging
and unplugging ports, creating networks or subnets and IP addressing. These plugins and
agents differ depending on the vendor and technologies used in the particular cloud.
OpenStack Networking ships with plugins and agents for: Cisco virtual and physical
switches, Nicira NVP product, NEC OpenFlow products, Open vSwitch, Linux bridging and
the Ryu Network Operating System.

The common agents are L3 (layer 3), DHCP (dynamic host IP addressing) and the specific
plug-in agent.

* Most OpenStack Networking installations also make use of a messaging queue to route
information between the quantum-server and various agents as well as a database to
store networking state for particular plugins.

OpenStack Networking interacts mainly with OpenStack Compute, where it provides
networks and connectivity for its instances.

Block Storage

The OpenStack Block Storage API allows for manipulation of volumes, volume types (similar
to compute flavors) and volume snapshots.

e ci nder - api accepts API requests and routes them to cinder-volume for action.

e ci nder - vol une acts upon the requests by reading or writing to the Cinder database to
maintain state, interacting with other processes (like ci nder - schedul er ) through a
message queue and directly upon block storage providing hardware or software. It can
interact with a variety of storage providers through a driver architecture. Currently, there
are drivers for IBM, SolidFire, NetApp, Nexenta, Zadara, GlusterFsS, linux iSCSI and other
storage providers.

* Much like nova- schedul er, the ci nder - schedul er daemon picks the optimal block
storage provider node to create the volume on.

» OpenStack Block Storage deployments will also make use of a messaging queue to route
information between the cinder processes as well as a database to store volume state.

Like OpenStack Network, OpenStack Block Storage will mainly interact with OpenStack
Compute, providing volumes for its instances.

Storage Concepts

Storage is found in many parts of the OpenStack stack, and the differing types can cause
confusion to even experienced cloud engineers. Here's a simple chart to kick-start your
understanding:

Table 1.1. Types of Storage

On-instance / ephemeral Volumes block storage (Cinder) Object Storage (Swift)

Used for running Operating System Used for adding additional persistent | Used for storing virtual machine
and scratch space storage to a virtual machine (VM) images and data

10



Compute Admin Guide March 17, 2014 Grizzly, 2013.1

On-instance / ephemeral Volumes block storage (Cinder) Object Storage (Swift)
Persists until VM is terminated Persists until deleted Persists until deleted
Access associated with a VM Access associated with a VM Available from anywhere
Implemented as a filesystem Mounted via OpenStack Block- REST API
underlying OpenStack Compute Storage controlled protocol (for

example, iSCSI)
Administrator configures size setting, |Sizings based on need Easily scalable for future growth
based on flavors
Example: 10GB first disk, 30GB/core | Example: 1TB "extra hard drive" Example: 10s of TBs of dataset
second disk storage

Other points of note include:

» OpenStack Object Storage is not used like a traditional hard drive. Object storage is all
about relaxing some of the constraints of a POSIX-style file system. The access to it is API-
based (and the API uses http). This is a good idea as if you don't have to provide atomic
operations (that is, you can rely on eventual consistency), you can much more easily scale
a storage system and avoid a central point of failure.

* The OpenStack Image Service is used to manage the virtual machine images in an
OpenStack cluster, not store them. Instead, it provides an abstraction to different
methods for storage - a bridge to the storage, not the storage itself.

* OpenStack Object Storage can function on its own. The Object Storage (swift) product
can be used independently of the Compute (nova) product.

11
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2. Introduction to OpenStack Compute
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OpenStack Compute gives you a tool to orchestrate a cloud, including running instances,
managing networks, and controlling access to the cloud through users and projects. The
underlying open source project's name is Nova, and it provides the software that can
control an Infrastructure as a Service (laaS) cloud computing platform. It is similar in scope
to Amazon EC2 and Rackspace Cloud Servers. OpenStack Compute does not include any
virtualization software; rather it defines drivers that interact with underlying virtualization
mechanisms that run on your host operating system, and exposes functionality over a web-
based API.

Hypervisors

OpenStack Compute requires a hypervisor and Compute controls the hypervisors through
an API server. The process for selecting a hypervisor usually means prioritizing and
making decisions based on budget and resource constraints as well as the inevitable list
of supported features and required technical specifications. The majority of development
is done with the KVM and Xen-based hypervisors. Refer to http://wiki.openstack.org/
HypervisorSupportMatrix for a detailed list of features and support across the hypervisors.

With OpenStack Compute, you can orchestrate clouds using multiple hypervisors in
different zones. The types of virtualization standards that may be used with Compute
include:

* KVM - Kernel-based Virtual Machine

* LXC - Linux Containers (through libvirt)

* QEMU - Quick EMUlator

* UML - User Mode Linux

* VMWare vSphere 4.1 update 1 and newer

e Xen - Xen, Citrix XenServer and Xen Cloud Platform (XCP)

» Bare Metal - Provisions physical hardware via pluggable sub-drivers.

Users and Tenants (Projects)

The OpenStack Compute system is designed to be used by many different cloud computing
consumers or customers, basically tenants on a shared system, using role-based access
assignments. Roles control the actions that a user is allowed to perform. In the default
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configuration, most actions do not require a particular role, but this is configurable by the
system administrator editing the appropriate pol i cy. j son file that maintains the rules.
For example, a rule can be defined so that a user cannot allocate a public IP without the
admin role. A user's access to particular images is limited by tenant, but the username and
password are assigned per user. Key pairs granting access to an instance are enabled per
user, but quotas to control resource consumption across available hardware resources are
per tenant.

S Note

Earlier versions of OpenStack used the term "project” instead of "tenant".
Because of this legacy terminology, some command-line tools use - -
proj ect _i d when atenant ID is expected.

While the original EC2 API supports users, OpenStack Compute adds the concept of
tenants. Tenants are isolated resource containers forming the principal organizational
structure within the Compute service. They consist of a separate VLAN, volumes, instances,
images, keys, and users. A user can specify which tenant he or she wishes to be known as
by appending : pr oj ect _i d to his or her access key. If no tenant is specified in the API
request, Compute attempts to use a tenant with the same ID as the user.

For tenants, quota controls are available to limit the:

* Number of volumes which may be created

* Total size of all volumes within a project as measured in GB
* Number of instances which may be launched

* Number of processor cores which may be allocated

* Floating IP addresses (assigned to any instance when it launches so the instance has the
same publicly accessible IP addresses)

* Fixed IP addresses (assigned to the same instance each time it boots, publicly or privately
accessible, typically private for management purposes)

Images and Instances

This introduction provides a high level overview of what images and instances are and
description of the life-cycle of a typical virtual system within the cloud. There are many
ways to configure the details of an OpenStack cloud and many ways to implement a virtual
system within that cloud. These configuration details as well as the specific command

line utilities and API calls to preform the actions described are presented in the Image
Management and Volume Management chapters.

Images are disk images which are templates for virtual machine file systems. The image
service, Glance, is responsible for the storage and management of images within
OpenStack.

Instances are the individual virtual machines running on physical compute nodes. The
compute service, Nova, manages instances. Any number of instances maybe started

13
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from the same image. Each instance is run from a copy of the base image so runtime
changes made by an instance do not change the image it is based on. Snapshots of running
instances may be taken which create a new image based on the current disk state of a
particular instance.

When starting an instance a set of virtual resources known as a flavor must be selected.
Flavors define how many virtual CPUs an instance has and the amount of RAM and size
of its ephemeral disks. OpenStack provides a number of predefined flavors which cloud
administrators may edit or add to. Users must select from the set of available flavors
defined on their cloud.

Additional resources such as persistent volume storage and public IP address may be added
to and removed from running instances. The examples below show the cinder-volume
service which provide persistent block storage as opposed to the ephemeral storage
provided by the instance flavor.

Here is an example of the life cycle of a typical virtual system within an OpenStack cloud to
illustrate these concepts.

Initial State

The following diagram shows the system state prior to launching an instance. The image
store fronted by the image service, Glance, has some number of predefined images. In
the cloud there is an available compute node with available vCPU, memory and local disk
resources. Plus there are a number of predefined volumes in the cinder-volume service.

Figure 2.1. Base image state with no running instances
Volume store

Image store

| = | | = |

]
]

[glance) {nova-volume}

Compute Node

Launching an instance

To launch an instance the user selects an image, a flavor and optionally other attributes.
In this case the selected flavor provides a root volume (as all flavors do) labeled vda in the
diagram and additional ephemeral storage labeled vdb in the diagram. The user has also
opted to map a volume from the cinder-volume store to the third virtual disk, vdc, on this
instance.

14
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Figure 2.2. Instance creation from image and run time state
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The OpenStack system copies the base image from the image store to local disk which is
used as the first disk of the instance (vda), having small images will result in faster start

up of your instances as less data needs to be copied across the network. The system also
creates a new empty disk image to present as the second disk (vdb). Be aware that the
second disk is an empty disk with an emphemeral life as it is destroyed when you delete the
instance. The compute node attaches to the requested cinder-volume using iSCSI and maps
this to the third disk (vdc) as requested. The vCPU and memory resources are provisioned
and the instance is booted from the first drive. The instance runs and changes data on the
disks indicated in red in the diagram.

There are many possible variations in the details of the scenario, particularly in terms of
what the backing storage is and the network protocols used to attach and move storage.
One variant worth mentioning here is that the ephemeral storage used for volumes vda

and vdb in this example may be backed by network storage rather than local disk. The
details are left for later chapters.

End State

Once the instance has served its purpose and is deleted all state is reclaimed, except the
persistent volume. The ephemeral storage is purged. Memory and vCPU resources are
released. And of course the image has remained unchanged through out.

Figure 2.3. End state of image and volume after instance exits

{glance) {nova-volume)

Compute Node
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System Architecture

OpenStack Compute consists of several main components. A "cloud controller" contains
many of these components, and it represents the global state and interacts with all other
components. An APl Server acts as the web services front end for the cloud controller. The
compute controller provides compute server resources and typically contains the compute
service, The Object Store component optionally provides storage services. An auth manager
provides authentication and authorization services when used with the Compute system, or
you can use the Identity Service (keystone) as a separate authentication service. A volume
controller provides fast and permanent block-level storage for the compute servers. A
network controller provides virtual networks to enable compute servers to interact with
each other and with the public network. A scheduler selects the most suitable compute
controller to host an instance.

OpenStack Compute is built on a shared-nothing, messaging-based architecture. You can
run all of the major components on multiple servers including a compute controller, volume
controller, network controller, and object store (or image service). A cloud controller
communicates with the internal object store via HTTP (Hyper Text Transfer Protocol), but

it communicates with a scheduler, network controller, and volume controller via AMQP
(Advanced Message Queue Protocol). To avoid blocking each component while waiting

for a response, OpenStack Compute uses asynchronous calls, with a call-back that gets
triggered when a response is received.

To achieve the shared-nothing property with multiple copies of the same component,
OpenStack Compute keeps all the cloud system state in a database.

Block Storage and OpenStack Compute

OpenStack provides two classes of block storage, "ephemeral” storage and persistent
"volumes". Ephemeral storage exists only for the life of an instance, it will persist across
reboots of the guest operating system but when the instance is deleted so is the associated
storage. All instances have some ephemeral storage. Volumes are persistent virtualized
block devices independent of any particular instance. Volumes may be attached to a

single instance at a time, but may be detached or reattached to a different instance while
retaining all data, much like a USB drive.

Ephemeral Storage

Ephemeral storage is associated with a single unique instance. Its size is defined by the
flavor of the instance.

Data on ephemeral storage ceases to exist when the instance it is associated with is
terminated. Rebooting the VM or restarting the host server, however, will not destroy
ephemeral data. In the typical use case an instance's root filesystem is stored on ephemeral
storage. This is often an unpleasant surprise for people unfamiliar with the cloud model of
computing.

In addition to the ephemeral root volume all flavors except the smallest, m1.tiny, provide
an additional ephemeral block device varying from 20G for the m1.small through 160G
for the m1.xlarge by default - these sizes are configurable. This is presented as a raw block
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device with no partition table or filesystem. Cloud aware operating system images may
discover, format, and mount this device. For example the cloud-init package included in
Ubuntu's stock cloud images will format this space as an ext3 filesystem and mount it on /
mnt. It is important to note this a feature of the guest operating system. OpenStack only
provisions the raw storage.

Volume Storage

Volume storage is independent of any particular instance and is persistent. Volumes are
user created and within quota and availability limits may be of any arbitrary size.

When first created volumes are raw block devices with no partition table and no filesystem.
They must be attached to an instance to be partitioned and/or formatted. Once this is
done they may be used much like an external disk drive. Volumes may attached to only one
instance at a time, but may be detached and reattached to either the same or different
instances.

It is possible to configure a volume so that it is bootable and provides a persistent virtual
instance similar to traditional non-cloud based virtualization systems. In this use case the
resulting instance may still have ephemeral storage depending on the flavor selected, but
the root filesystem (and possibly others) will be on the persistent volume and thus state will
be maintained even if the instance it shutdown. Details of this configuration are discussed
in the Boot From Volume section of this manual.

Volumes do not provide concurrent access from multiple instances. For that you need either
a traditional network filesystem like NFS or CIFS or a cluster filesystem such as GlusterFsS.
These may be built within an OpenStack cluster or provisioned outside of it, but are not
features provided by the OpenStack software.
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3. Installing OpenStack Compute
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The OpenStack system has several key projects that are separate installations but can work
together depending on your cloud needs: OpenStack Compute, OpenStack Block Storage,
OpenStack Object Storage, and the OpenStack Image Service. You can install any of these
projects separately and then configure them either as standalone or connected entities.
The installation process is documented in the OpenStack Install Guide, for either Ubuntu or
RHEL/CentOS/Fedora. You can choose your guide at docs.openstack.org/install.

Compute and Image System Requirements

Hardware: OpenStack components are intended to run on standard hardware.
Recommended hardware configurations for a minimum production deployment are as
follows for the cloud controller nodes and compute nodes for Compute and the Image
Service, and object, account, container, and proxy servers for Object Storage.

Table 3.1. Hardware Recommendations

Server Recommended Hardware | Notes

Cloud Controller Processor: 64-bit x86 Two NICS are recommended but not required. A quad core

node (runs network, server with 12 GB RAM would be more than sufficient for a cloud
volume, API, scheduler | Memory: 12 GB RAM controller node.

and image services) .
Disk space: 30 GB (SATA,

SAS or SSD)

Volume storage: two
disks with 2 TB (SATA) for
volumes attached to the
compute nodes

Network: one 1 Gbps
Network Interface Card

(NIC)
Compute nodes (runs | Processor: 64-bit x86 With 2 GB RAM you can run one m1.small instance on a node or
virtual instances) three m1.tiny instances without memory swapping, so 2 GB RAM
Memory: 32 GB RAM would be a minimum for a test-environment compute node. As an

example, Rackspace Cloud Builders use 96 GB RAM for compute

Disk space: 30 GB (SATA) | b des in OpensStack deployments.

Network: two 1 Gbps

NIC Specifically for virtualization on certain hypervisors on the node
s

or nodes running nova-compute, you need a x86 machine with an
AMD processor with SVM extensions (also called AMD-V) or an
Intel processor with VT (virtualization technology) extensions.

For XenServer and XCP refer to the XenServer installation guide
and the XenServer harware compatibility list.

For LXC, the VT extensions are not required.
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S Note
While certain parts of OpenStack are known to work on various operating
systems, currently the only feature-complete, production-supported host
environment is 64-bit Linux.

Operating System: OpenStack currently has packages for the following distributions:
CentOS, Debian, Fedora, RHEL, openSUSE, SLES, and Ubuntu. These packages are
maintained by community members, refer to http://wiki.openstack.org/Packaging for
additional links.

3 Note

The Grizzly version is available on the most recent LTS (Long Term Support)
version which is 12.04 (Precise Pangolin), via the Ubuntu Cloud Archive. At
this time, there are not packages available for 12.10. It is also available on the
current Ubuntu development series, which is 13.04 (Raring Ringtail).

The Grizzly release of OpenStack Compute requires Fedora 16 or later.

Database: For OpenStack Compute, you need access to either a PostgreSQL or MySQL
database, or you can install it as part of the OpenStack Compute installation process.

Permissions: You can install OpenStack services either as root or as a user with sudo
permissions if you configure the sudoers file to enable all the permissions.

Network Time Protocol: You must install a time synchronization program such as NTP.
For Compute, time synchronization avoids problems when scheduling VM launches on

compute nodes. For Object Storage, time synchronization ensure the object replications are
accurately updating objects when needed so that the freshest content is served.

Installing on openSUSE or SUSE Linux Enterprise
Server

B1 Systems GmbH provides packages for openSUSE 12.2 and SUSE Linux Enterprise Server
11 SP2 on the openSUSE Open Build Server.

For the Grizzly release you can find the packages in the project isv:B1-
Systems:OpenStack:release:Grizzly.

SUSE Linux Enterprise Server

First of all you have to import the signing key of the repository.

# rpm--inport http://downl oad. opensuse. org/repositories/isv:/Bl-Systens:/
OpenSt ack: /rel ease: / Gizzly/ SLE_11_SP2/ r epodat a/ r epond. xnm . key

Now you can declare the repository to libzypp with zypper ar.
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# zypper ar http://downl oad. opensuse. org/repositories/isv:/

Bl- Syst ens: / OpenSt ack: /rel ease: / Gizzly/ SLE 11 SP2/i sv: Bl-

Syst ens: OpenSt ack: rel ease: Gri zzly. repo

Addi ng repository 'OpenStack Gizzly (latest stable rel ease)
(SLE_11_SP2)' [done]

Repository ' OpenStack Gizzly (latest stable release) (SLE_11_SP2)'
successful | y added

Enabl ed: Yes

Aut oref resh: No

GPG check: Yes

URI: http://downl oad. opensuse. org/repositories/isv:/Bl-Systens:/QpenSt ack: /

rel ease: / Gizzly/ SLE_11_SP2/

After declaring the repository you have to update the metadata with zypper ref.

# zypper ref

[...]

Retrieving repository ' OpenStack Gizzly (latest stable rel ease) (SLE 11_SP2)'
nmet adat a [ done]

Bui |l di ng repository ' OpenStack Gizzly (latest stable rel ease) (SLE 11 SP2)'
cache [done]

Al'l repositories have been refreshed.

You can list all available packages for OpenStack with zypper se openstack. You can install
packages with zypper in PACKAGE.

O Warning

You have to apply the latest available updates for SLES11 SP2. Without doing
that it's not possible to run OpenStack on SLES11 SP2. For evaluation purposes
you can request a free 60 day evaluation for SLES11 SP2 to gain updates.

To verify that you use the correct Python interpreter simply check the version.
You should use at least Python 2.6.8.

# python --version
Pyt hon 2.6.8

openSUSE

First of all you have to import the signing key of the repository.

# rpm--inport http://dowl oad. opensuse. org/ repositories/isv:/Bl-Systens:/
OpenSt ack: /rel ease: / Gri zzl y/ openSUSE_12. 2/ r epodat a/ r epond. xni . key

Now you can declare the repository to libzypp with zypper ar.

# zypper ar http://downl oad. opensuse. org/repositories/isv:/
Bl- Syst ens: / OpenSt ack: /rel ease: / Gi zzl y/ openSUSE_12. 2/i sv: Bl-
Syst ens: OpenSt ack: rel ease: Gri zzly. repo
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Addi ng repository 'OpenStack Gizzly (latest stable rel ease) (openSUSE 12.

2)"' [done]

Repository ' OpenStack Gizzly (latest stable rel ease) (openSUSE 12.2)'
successful | y added

Enabl ed: Yes

Aut oref resh: No

GPG check: Yes

URI: http://downl oad. opensuse. org/ repositories/isv:/Bl-Systens:/ QyenSt ack: /

rel ease: / Gizzl y/ openSUSE_12. 2/

After declaring the repository you have to update the metadata with zypper ref.

# zypper ref

[...]

Retrieving repository ' OpenStack Gizzly (latest stable rel ease) (openSUSE_12.
2)' metadata [done]

Bui |l di ng repository ' OpenStack Gizzly (latest stable rel ease) (openSUSE 12.
2)' cache [done]

Al'l repositories have been refreshed.

You can list all available packages for OpenStack with zypper se openstack. You can install
packages with zypper in PACKAGE.

Installing OpenStack Compute on Debian

Starting with Debian 7.0 "Wheezy", the OpenStack packages are provided as part of the
distribution. Some non-official packages for Grizzly on Debian are available here:

deb http://archive. gpl host.conldebian grizzly main
deb http://archive. gpl host. conif debi an grizzly-backports main

For the management or controller node install the following packages: (via apt-get install)
* nova- api

* nova- schedul er

* nova- conduct or

* gl ance

* keyst one

* mysql - server

* rabbi t ng

» nenctached

» openst ack- dashboard

For the compute node(s) install the following packages:
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* nova- conput e
e nova- net wor k

* nova- api

3 Note

Because this manual takes active advantage of the "sudo" command, it would
be easier for you to add to it your Debian system, by doing:

# usernmod -a -G sudo "nyuser"

then re-login. Otherwise you will have to replace every "sudo" call by executing
from root account.

Installing on Citrix XenServer

When using OpenStack Compute with Citrix XenServer or XCP hypervisor, OpenStack
Compute should be installed in a virtual machine running on your hypervisor, rather than
installed directly on the hypervisor, as you would do when using the Libvirt driver. For more
information see: XenAPI Install.

Given how you should deploy OpenStack with XenServer, the first step when setting up

the compute nodes in your OpenStack cloud is to install XenServer and install the required
XenServer plugins. You can install XCP by installing Debian or Ubuntu, but generally rather
than installing the operating system of your choice on your compute nodes, you should first
install XenServer. For more information see: XenAPI Deployment Architecture.

Once you have installed XenServer and the XenAPI plugins on all your compute nodes,

you next need to create a virtual machine on each of those compute nodes. This must be a
Linux virtual machine running in para-virtualized mode. It is inside each of these VMs that
you will run the OpenStack components. You can follow the previous distribution specific
instructions to get the OpenStack code running in your Virtual Machine. Once installed, you
will need to configure OpenStack Compute to talk to your XenServer or XCP installation.
For more information see: Introduction to Xen.
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The OpenStack system has several key projects that are separate installations but can work
together depending on your cloud needs: OpenStack Compute, OpenStack Object Storage,
and OpenStack Image Store. There are basic configuration decisions to make, and the
OpenStack Install Guide covers a basic walkthrough.

Post-Installation Configuration for OpenStack
Compute

Configuring your Compute installation involves many configuration files - the nova. conf
file, the api - past e. i ni file, and related Image and Identity management configuration
files. This section contains the basics for a simple multi-node installation, but Compute

can be configured many ways. You can find networking options and hypervisor options
described in separate chapters.

Setting Configuration Options in the nova. conf File

The configuration file nova. conf isinstalled in/ et c/ nova by default. A default set of
options are already configured in nova. conf when you install manually.

Starting with the default file, you must define the following required items in / et c/ nova/
nova. conf . The options are described below. You can place comments in the nova. conf
file by entering a new line with a # sign at the beginning of the line. To see a listing of all
possible configuration options, refer to the Compute Options Reference.

Here is a simple example nova. conf file for a small private cloud, with all the cloud
controller services, database server, and messaging server on the same server. In this

case, CONTROLLER_IP represents the IP address of a central server, BRIDGE_INTERFACE
represents the bridge such as br100, the NETWORK_INTERFACE represents an interface to
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your VLAN setup, and passwords are represented as DB_PASSWORD_COMPUTE for your
Compute (nova) database password, and RABBIT PASSWORD represents the password to
your rabbit installation.

[ DEFAULT]

# LOGS/ STATE

ver bose=Tr ue

| ogdi r=/var/| og/ nova
state_path=/var/lib/ nova

| ock_pat h=/var/| ock/ nova

root wr ap_confi g=/ et ¢/ nova/ r oot wr ap. conf

# SCHEDULER
conput e_schedul er _dri ver=nova. schedul er.filter_schedul er. Fil t er Schedul er

# VOLUMES

vol une_api _cl ass=nova. vol une. ci nder . API

vol une_dri ver =nova. vol une. dri ver. | SCSI Dri ver
vol une_gr oup=ci nder - vol unes

vol ume_nane_t enpl at e=vol une- %

i scsi _hel per=t gtadm

# DATABASE
sqgl _connecti on=nysql : // nova: your passwor d@92. 168. 206. 130/ nova

# COVPUTE

l'ibvirt_type=genu
conpute_driver=libvirt.LibvirtDriver

i nst ance_nane_t enpl at e=i nst ance- %98x

api _paste_confi g=/ et c/nova/ api - past e. i ni

# COWUTE/ APl S: if you have separate configs for separate services
# this flag is required for both nova-api and nova- conpute
all ow resi ze_to_sane_host =True

# API S

osapi _conput e_ext ensi on=nova. api . openst ack. conput e. contri b. st andar d_ext ensi ons
ec2_dne_host =192. 168. 206. 130

s3_host =192. 168. 206. 130

enabl ed_api s=ec2, osapi _conput e, net adat a

# RABBI TMQ
rabbi t _host =192. 168. 206. 130

# GLANCE
i mage_servi ce=nova. i nage. gl ance. @ ancel mageSer vi ce
gl ance_api _servers=192. 168. 206. 130: 9292

# NETWORK

net wor k_nmanager =nova. net wor k. manager . Fl at DHCPManager
force_dhcp_rel ease=True

dhcpbri dge _fl agfil e=/etc/noval/ nova. conf

firewal | _driver=nova.virt.libvirt.firewall.IptablesFirewallDriver
# Change ny_ip to match each host

nmy_i p=192. 168. 206. 130

public_interface=ethO

vl an_i nt erface=et hO

flat _networ k_bri dge=br 100
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flat_interface=ethO
fixed_range='

# NOVNC CONSOLE
novncproxy_base_url =http://192. 168. 206. 130: 6080/ vnc_aut 0. ht m

# Change vncserver_proxyclient_address and vncserver_|listen to match each
conput e host

vncserver _proxyclient_address=192. 168. 206. 130

vncserver_|isten=192. 168. 206. 130

# AUTHENTI CATI ON

aut h_str at egy=keyst one

[ keyst one_aut ht oken]

aut h_host = 127.0.0.1

aut h_port = 35357

aut h_protocol = http

admi n_t enant _nane = service

adm n_user = nova

adm n_password = nova

signi ng_di rname = /tnp/keystone-signi ng- nova

3 Note

If your OpenStack deployment uses Qpid as the message queue instead of
RabbitMQ (e.g., on Fedora, CentOS, RHEL), you would see qpi d_host nane
instead of rabbi t _host inthe nova. conf file.

Create a nova group, so you can set permissions on the configuration file:

$ sudo addgroup nova

The nova. conf file should have its owner set to r oot : nova, and mode set to 0640,
since the file could contain your MySQL server’s username and password. You also want to
ensure that the nova user belongs to the nova group.

$ sudo usernod -g nova nova

$ chown -R usernane: nova /etc/nova
$ chnod 640 /etc/noval/ nova. conf

Setting Up OpenStack Compute Environment on the
Compute Node

These are the commands you run to ensure the database schema is current:

$ nova- manage db sync

Creating Credentials

The credentials you will use to launch instances, bundle images, and all the other assorted
API functions can be sourced in a single file, such as creating one called / cr eds/ openrc.

Here's an example openr c file you can download from the Dashboard in Settings > Project
Settings > Download RC File.
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#1/ bi n/ bash
# *NOTE*: Using the 2.0 *auth api * does not nean that conpute api is 2.0. W
# wll use the 1.1 *conpute api*

export OS_AUTH URL=http://50.56.12. 206: 5000/ v2. 0
export OS_TENANT_| D=27755f d279ce43f 9b17ad2d65d45b75¢c
export OS_USERNAME=vVi sh

export OS_PASSWORD=$0S_PASSWORD | NPUT

export OS_AUTH_USER=nor m

export OS_AUTH KEY=$0S_PASSWORD | NPUT

export OS_AUTH_TENANT=27755f d279ce43f 9b17ad2d65d45b75¢c
export OS AUTH STRATEGY=keyst one

You also may want to enable EC2 access for the euca2ools. Here is an example ec2r c file
for enabling EC2 access with the required credentials.

export NOVA _KEY_DI R=/r oot/ creds/
export EC2_ACCESS KEY="EC2KEY: USER'
export EC2_SECRET_KEY="SECRET_KEY"
export EC2_URL="http://$NOVA- API - | P: 8773/ servi ces/ d oud"
export S3_URL="http://$NOVA- API - | P: 3333"
export EC2_USER | D=42 # nova does not use user id, but bundling requires it
export EC2_PRI VATE_KEY=${ NOVA _KEY_DI R}/ pk. pem
export EC2_CERT=${NOVA KEY_DI R}/ cert.pem
export NOVA CERT=${NOVA KEY_DI R}/ cacert. pem
export EUCALYPTUS_CERT=%${ NOVA CERT} # euca-bundl e-i mage seens to require this
set
al i as ec2-bundl e-i mage="ec2-bundl e-i mage --cert ${EC2_CERT} --privatekey
${ EC2_PRI VATE KEY} --user 42 --ec2cert ${NOVA CERT}"
al i as ec2-upl oad- bundl e="ec2- upl oad- bundl e -a ${ EC2_ACCESS_KEY} -s
${ EC2_SECRET_KEY} --url ${S3_URL} --ec2cert ${NOVA CERT}"

Lastly, here is an example openrc file that works with nova client and ec2 tools.

export OS_PASSWORD=${ ADM N_PASSWORD: - secr et e}

export OS_AUTH URL=${OS_AUTH URL: - htt p: / / $SERVI CE_HOST: 5000/ v2. 0}

export NOVA VERS|I ON=${ NOVA_VERSI ON: - 1. 1}

export OS_REG ON_NAVE=${ OS_REGQ ON_NAME: - Regi onOne}

export EC2_URL=${EC2_URL: - htt p:// $SERVI CE_HOST: 8773/ ser vi ces/ C oud}

export EC2_ ACCESS KEY=${ DEMO ACCESS}

export EC2_SECRET_KEY=%${ DEMO SECRET}

export S3_URL=http://$SERVI CE_HOST: 3333

export EC2_USER | D=42 # nova does not use user id, but bundling requires it

export EC2_PRI VATE_KEY=${ NOVA_KEY_DI R}/ pk. pem

export EC2_CERT=${ NOVA KEY_DI R}/ cert.pem

export NOVA CERT=${ NOVA KEY_DI R}/ cacert . pem

export EUCALYPTUS CERT=${ NOVA CERT} # euca-bundl e-i mage seens to require this
set

Next, add these credentials to your environment prior to running any nova client
commands or nova commands.

$ cat /root/creds/openrc >> ~/.bashrc
source ~/.bashrc
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Creating Certificates

You can create certificates contained within pem files using these nova client commands,
ensuring you have set up your environment variables for the nova client:

# nova x509-get-root-cert
# nova x509-create-cert

Creating networks

You need to populate the database with the network configuration information that
Compute obtains from the nova. conf file. You can find out more about the nova
network-create command with nova hel p net wor k- creat e.

Here is an example of what this looks like with real values entered. This example would be
appropriate for FlatDHCP mode, for VLAN Manager mode you would also need to specify a
VLAN.

$ nova network-create novanet --fixed-range-v4 192.168.0.0/24

For this example, the number of IPs is / 24 since that falls inside the / 16 range that was set
infi xed-range in nova. conf . Currently, there can only be one network, and this set up
would use the max IPs available in a/ 24. You can choose values that let you use any valid
amount that you would like.

OpenStack Compute assumes that the first IP address is your network (like 192. 168. 0. 0),
that the 2nd IP is your gateway (192. 168. 0. 1), and that the broadcast is the very last

IP in the range you defined (192. 168. 0. 255). You can alter the gateway using the - -
gat eway flag when invoking nova network-create. You are unlikely to need to modify
the network or broadcast addresseses, but if you do, you will need to manually edit the
net wor ks table in the database.

Enabling Access to VMs on the Compute Node

One of the most commonly missed configuration areas is not allowing the proper access
to VMs. Use nova client commands to enable access. Below, you will find the commands to
allow ping and ssh to your VMs :

S Note
These commands need to be run as root only if the credentials used to interact
with nova-api have been put under / r oot /. bashr c. If the EC2 credentials
have been put into another user's . bashr c file, then, it is necessary to run
these commands as the user.

$ nova secgroup-add-rul e default icnp -1 -1 0.0.0.0/0
$ nova secgroup-add-rul e default tcp 22 22 0.0.0.0/0

Another common issue is you cannot ping or SSH to your instances after issuing the euca-
authorize commands. Something to look at is the amount of dnsmasq processes that are
running. If you have a running instance, check to see that TWO dnsmasq processes are
running. If not, perform the following:

$ sudo killall dnsmasq
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$ sudo service nova-network restart

If you get the i nst ance not f ound message while performing the restart, that means
the service was not previously running. You simply need to start it instead of restarting it:

$ sudo service nova-network start

Configuring Multiple Compute Nodes

If your goal is to split your VM load across more than one server, you can connect an
additional nova-compute node to a cloud controller node. This configuring can be
reproduced on multiple compute servers to start building a true multi-node OpenStack
Compute cluster.

To build out and scale the Compute platform, you spread out services amongst many
servers. While there are additional ways to accomplish the build-out, this section describes
adding compute nodes, and the service we are scaling out is called nova-compute.

For a multi-node install you only make changes to nova. conf and copy it to additional
compute nodes. Ensure each nova. conf file points to the correct IP addresses for the
respective services.

By default, Nova sets the bridge device based on the settingin f | at _net wor k_bri dge.
Now you can edit / et ¢/ net wor k/ i nt er f aces with the following template, updated
with your IP information.

# The | oopback network interface
auto lo
iface | o inet | oopback

# The primary network interface
auto br100
iface br100 inet static

bri dge_ports et hO

bri dge_stp of f
bri dge_maxwait 0
bridge fd 0

addr ess XXX. XXX. XXX. XXX

net mask XXX.XXX.XXX. XXX

net wor kK XxX. XXX. XXX. XXX

broadcast XxXXx.XXX.XXX. XXX

gat eway XXX.XXX.XXX. XXX

# dns-* options are inplenmented by the resol vconf package, if installed
dns- nameservers XXxX. XXX.XXX. XXX

Restart networking:

$ sudo service networking restart

With nova. conf updated and networking set, configuration is nearly complete. First,
bounce the relevant services to take the latest updates:

$ sudo service libvirtd restart
$ sudo service nova-conpute restart

To avoid issues with KVM and permissions with Nova, run the following commands to
ensure we have VM's that are running optimally:
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# chgrp kvm /dev/ kvm
# chnod g+rwx /dev/ kvm

If you want to use the 10.04 Ubuntu Enterprise Cloud images that are readily available

at http://uec-images.ubuntu.com/releases/10.04/release/, you may run into delays with
booting. Any server that does not have nova-api running on it needs this iptables entry so
that UEC images can get metadata info. On compute nodes, configure the iptables with
this next step:

# iptables -t nat -A PREROUTI NG -d 169. 254. 169. 254/32 -p tcp -mtcp --dport 80
-j DNAT --to-destination $NOVA APl _| P: 8773

Lastly, confirm that your compute node is talking to your cloud controller. From the cloud
controller, run this database query:

$ nmysql -u$MYSQL_USER - p$MYSQL_PASS nova -e 'select * from services;'

In return, you should see something similar to this:

fhoooocoooooooonooooooc e focooooooooos Fooooocooos

o cocdfsccoocoooo ffecooccoccoooosoo Gfecocoooooeo ffecooccooccooooo ococooooooo

oo e mmo o moo o oo +

| created_at | updat ed_at | deleted_at | del eted

id | host | binary | topic | report_count | disabled

avai l ability_zone

ffococccooccoooocoooooao ffocooccoocoooooooooooo doocoococooooooo frocooooooo

fococodmocococans foocccoccococoocoo oococoococoaoo foocccccocoooos ocoocooooss

foooocoooooooonoonoa +

| 2011-01-28 22:52:46 | 2011-02-03 06:55:48 | NULL | o] 1

osdem02 | nova- net wor k | network | 46064 | 0 | nova
I

| 2011-01-28 22:52:48 | 2011-02-03 06:55:57 | NULL | o] 2

osdemp02 | nova- conput e | conpute | 46056 | 0 | nova
I

| 2011-01-28 22:52:52 | 2011-02-03 06:55:50 | NULL | o] 3

osdemp02 | nova-schedul er | schedul er | 46065 | 0 | nova
I

| 2011-01-29 23:49:29 | 2011-02-03 06:54:26 | NULL | o| 4

osdemp0l1l | nova- conput e | conpute | 37050 | 0 | nova
I

| 2011-01-30 23:42:24 | 2011-02-03 06:55:44 | NULL | 0| 9

osdenpb04 | nova- conput e | conpute | 28484 | 0 | nova
I

| 2011-01-30 21:27:28 | 2011-02-03 06:54:23 | NULL | 0| 8

osdenp05 | nova- conput e | conpute | 29284 | 0 | nova
I

fhoooocoonooooonoaooaoc e gy focooonoosoas Focooocooos

ffccccdfcoco=cooco ffecocccoccscoo=oo dfesoccoco=o-o Gfecoccoooccsoooc domccccoooo=

fhoocoocooooooooosonoo +

You can see that osdenp0{ 1, 2, 4, 5} are all running nova-compute. When you start
spinning up instances, they will allocate on any node that is running nova-compute from
this list.

Determining the Version of Compute

You can find the version of the installation by using the nova-manage command:

$ nova- nanage version |i st
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Diagnose your compute nodes

You can obtain extra informations about the running virtual machines: their CPU usage,
the memory, the disk 10 or network 10, per instance, by running the nova diagnostics
command with a server ID:

$ nova di agnostics <serverl D>

The output of this command will vary depending on the hypervisor. Example output when
the hypervisor is Xen:

e e +
| Property [ Val ue |
oo e mam oo oooo oo e - moomoo oo +
| cpuO | 4.3627 |
| menory | 1171088064. 0000 |
| menory_target | 1171088064. 0000

| vbd_xvda_read | 0.0 |
| vbd xvda_ wite | 0.0 |
| vif_0_rx | 3223.6870 |
| vif_0_tx | 0.0 |
| vif_1 rx | 104. 4955 |
| vif_1_tx | 0.0 |
ffccccccoccocoo=o-o dfmsoc-scococoocoooc +

While the command should work with any hypervisor that is controlled through libvirt (e.g.,
KVM, QEMU, LXC), it has only been tested with KVM. Example output when the hypervisor
is KVM:

ffccocccooccocoocoooc ffococcoocooeoo +
| Property | Val ue |
e S +
| cpuO_tinme | 2870000000

| menory | 524288 |
| vda_errors | -1 |
| vda_read | 262144

| vda_read_req | 112 |
| vda_wite | 5606400 |
| vda_write_req | 376 |
| vnetO_rx | 63343 |
| vnetO_rx_drop | O |
| vnetO_rx_errors | O |
| vnetO_rx_packets | 431 |
| vnetO_tx | 4905 |
| vnetO_tx_drop | O |
| vnetO_tx_errors | O |
| vnetO_tx_packets | 45 |
e S +

General Compute Configuration Overview

Most configuration information is available in the nova. conf configuration option file.
Here are some general purpose configuration options that you can use to learn more about
the configuration option file and the node. The configuration file nova.conf is typically
stored in/ et ¢/ nova/ nova. conf.

You can use a particular configuration option file by using the opt i on (nova. conf)
parameter when running one of the nova- * services. This inserts configuration option

30



Compute Admin Guide March 17, 2014 Grizzly, 2013.1

definitions from the given configuration file name, which may be useful for debugging or
performance tuning. Here are some general purpose configuration options.

If you want to maintain the state of all the services, you can use the st at e_pat h

configuration option to indicate a top-level directory for storing data related to the state of
Compute including images if you are using the Compute object store.

Table 4.1. Description of configuration options for common

Configuration option=Default value (Type) Description

bindir=$pybasedir/bin (StrOpt)Directory where nova binaries are installed
compute_topic=compute (StrOpt)the topic compute nodes listen on
console_topic=console (StrOpt)the topic console proxy nodes listen on
consoleauth_topic=consoleauth (StrOpt)the topic console auth proxy nodes listen on
disable_process_locking=False (BoolOpt)Whether to disable inter-process locks
host=usagi (StrOpt)Name of this node. This can be an opaque

identifier. It is not necessarily a hostname, FQDN, or IP
address. However, the node name must be valid within an
AMQP key, and if using ZeroMQ, a valid hostname, FQDN,
or IP address

lock_path=None (StrOpt)Directory to use for lock files. Default to a temp
directory

memcached_servers=None (ListOpt)Memcached servers or None for in process cache.

my_ip=192.168.1.31 (StrOpt)ip address of this host

notification_driver=[] (MultiStrOpt)Driver or drivers to handle sending
notifications

notification_topics=['notifications'] (ListOpt)AMQP topic used for openstack notifications

notify_api_faults=False (BoolOpt)If set, send api.fault notifications on caught

exceptions in the API service.

notify_on_any_change=False (BoolOpt)If set, send compute.instance.update
notifications on instance state changes. Valid values are
False for no notifications, True for notifications on any
instance changes.

notify_on_state_change=None (StrOpt)If set, send compute.instance.update notifications
on instance state changes. Valid values are None for no
notifications, "vm_state" for notifications on VM state
changes, or "vm_and_task_state" for notifications on VM
and task state changes.

pybasedir=/home/fifieldt/temp/nova (StrOpt)Directory where the nova python module is
installed

report_interval=10 (IntOpt)seconds between nodes reporting state to
datastore

rootwrap_config=/etc/nova/rootwrap.conf (StrOpt)Path to the rootwrap configuration file to use for
running commands as root

service_down_time=60 (IntOpt)maximum time since last check-in for up service

state_path=$pybasedir (StrOpt)Top-level directory for maintaining nova's state

tempdir=None (StrOpt)Explicitly specify the temporary working directory

Example nova. conf Configuration Files

The following sections describe many of the configuration option settings that can go
into the nova. conf files. Copies of each nova. conf file need to be copied to each
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KVM,

compute node. Here are some sample nova. conf files that offer examples of specific
configurations.

Flat, MySQL, and Glance, OpenStack or EC2 API

This example nova. conf file is from an internal Rackspace test system used for
demonstrations.

[ DEFAULT]

# LOGS/ STATE

ver bose=Tr ue

| ogdi r=/var/| og/ nova
state_path=/var/lib/nova

| ock_pat h=/var /| ock/ nova

root wr ap_confi g=/ et ¢/ nova/ r oot wr ap. conf

# SCHEDULER
conput e_schedul er _dri ver=nova. schedul er.filter_schedul er. Filter Schedul er

# VOLUMES

vol une_api _cl ass=nova. vol une. ci nder . APl

vol unme_dri ver =nova. vol une. dri ver. | SCSI Dri ver
vol une_gr oup=ci nder - vol unes

vol une_nane_t enpl at e=vol urme- %

i scsi _hel per=t gtadm

# DATABASE
sgl _connecti on=nysql : // nova: your passwor d@92. 168. 206. 130/ nova

# COWPUTE

libvirt_type=genu
conpute_driver=libvirt.LibvirtDriver

i nst ance_nane_t enpl at e=i nst ance- %98x

api _past e_confi g=/ et c/ noval api - past e. i ni

# COWUTE/ APl S: if you have separate configs for separate services
# this flag is required for both nova-api and nova- conpute
al l ow_resi ze_to_sane_host =Tr ue

# API S

osapi _conput e_ext ensi on=nova. api . openst ack. conput e. contri b. st andar d_ext ensi ons
ec2_dnz_host =192. 168. 206. 130

s3_host =192. 168. 206. 130

enabl ed_api s=ec2, osapi _conput e, net adat a

# RABBI TMQ
rabbi t _host =192. 168. 206. 130

# GLANCE
i mage_servi ce=nova. i nage. gl ance. d ancel mageSer vi ce
gl ance_api _servers=192. 168. 206. 130: 9292

# NETWORK

net wor k_manager =nova. net wor k. manager . Fl at DHCPManager
force_dhcp_rel ease=True

dhcpbri dge_fl agfi | e=/ et c/ noval/ nova. conf

firewal | _driver=nova.virt.libvirt.firewall.IptablesFirewallDriver
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# Change ny_ip to match each host
ny_i p=192. 168. 206. 130
public_interface=ethO

vl an_i nt er f ace=et hO

flat _networ k_bri dge=br 100
flat_interface=ethO

fixed_range='

# NOVNC CONSOLE
novncproxy_base_url =http://192. 168. 206. 130: 6080/ vnc_aut 0. ht ni

# Change vncserver _proxyclient_address and vncserver_listen to match each
conput e host

vncserver _proxyclient_address=192. 168. 206. 130

vncserver_|isten=192. 168. 206. 130

# AUTHENTI CATI ON

aut h_str at egy=keyst one

[ keyst one_aut ht oken]

aut h_host = 127.0.0.1

aut h_port = 35357

aut h_protocol = http

adm n_t enant _nane = service

adm n_user = nova

adm n_password = nova

signi ng_di rname = /tnp/ keyst one-si gni ng- nova

Figure 4.1. KVM, Flat, MySQL, and Glance, OpenStack or EC2 API

< j
NOVA-API

| —-ec2_url=http://$nova_api_host:8773/services/Cloud Nova.conf

NOVA-COMPUTE

~libvirt_type=kvm i
—ajax_console_proxy_url=$nova_ajax_proxy_url
MysQL
~sal_c _db_user:$nova_db_j _db_|
NOVA-VOLUME
~iscsi_ip_prefix=nnn.nnn.nnn
NOVA-NETWORK NOVA-SCHEDULER GLANCE
~dhcpbridge_flagfile=/etc/nova/nova.conf ~rabbit_host=$nova_rabbit_host ~image_service=nova image.glance GlancelmageService
—dhcpbridge=/ust/bin/nova-dhcpbridge ~-glance_api_servers=$nova_glance_host
~flat_network_bridge=br100 ~-s3_host=$nova_glance_host
—network_| 8 network.manager.

_db_name
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XenServer, Flat networking, MySQL, and Glance, OpenStack
API

This example nova. conf file is from an internal Rackspace test system.

ver bose

nodaenon

sql _connecti on=nysql ://root: <password>@.27. 0. 0. 1/ nova
net wor k_nanager =nova. net wor k. manager . Fl at Manager

i mage_servi ce=nova. i nage. gl ance. @ ancel mageSer vi ce
flat_network_bri dge=xenbr0

conput e_dri ver =xenapi . XenAPI Dri ver

xenapi _connection_url =https://<XenServer |P>
xenapi _connecti on_user name=r oot

xenapi _connect i on_passwor d=super secr et
rescue_ti meout =86400

xenapi _i nj ect _i mage=f al se

use_i pv6=true

# To enable flat_injected, currently only works on Debi an-based systens
flat_injected=true

i pv6_backend=account _i dentifier

ca_pat h=. / noval/ CA

# Add the following to your conf file if you're running on Ubuntu Maveri ck
xenapi _remap_vbd_dev=t rue
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Figure 4.2. KVM, Flat, MySQL, and Glance, OpenStack or EC2 API

3

&

NOVA-COMPUTE
--connection_type=xenapi
--xenapi_connection_url=https://<XenServer IP>

--xenapi_connection_username=root

--xenapi_connection_password=supersecret
--rescue_timeout=86400

NOVA-NETWORK

--network_manager=nova.network.manager.FlatManager
--flat_network_bridge=xenbr0
-flat_injected=true

--ipv6_backend=account_identifier

Configuring Logging

You can use nova. conf configuration options to indicate where Compute will log events,

GLANCE

("

NOVA-API
--ec2_url=http://$nova_api_host:8773/services/Cloud
--allow_admin_api=true

MysQL

Nova.conf

--sql_connection=mysq://$nova_db_user:Snova_db_pass@Snova_db_host/Snova_db_name

N

--image_service=nova.image glance.GlancelmageService
--glance_api_servers=$nova_glance_host
-s3_host=$nova_glance_host

the level of logging, and customize log formats.

To customize log formats for OpenStack Compute, use these configuration option settings.

Table 4.2. Description of configuration options for logging

Configuration option=Default value

(Type) Description

debug=False

(BoolOpt)Print debugging output (set logging level to
DEBUG instead of default WARNING level).

'boto=WARN', 'suds=INFO’, 'keystone=INFQO',
‘eventlet.wsgi.server=WARN']

default_log_levels=['amgplib=WARN', 'sglalchemy=WARN',

(ListOpt)list of logger=LEVEL pairs

fatal_deprecations=False

(BoolOpt)make deprecations fatal

fatal_exception_format_errors=False

(BoolOpt)make exception message format errors fatal

instance_format=[instance: %(uuid)s]

(StrOpt)If an instance is passed with the log message,
format it like this

instance_uuid_format=[instance: %(uuid)s]

(StrOpt)If an instance UUID is passed with the log
message, format it like this
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Configuration option=Default value

(Type) Description

log_config=None

(StrOpt)If this option is specified, the logging
configuration file specified is used and overrides any
other logging options specified. Please see the Python
logging module documentation for details on logging
configuration files.

log_date_format=%Y-%m-%d %H:%M:%S

(StrOpt)Format string for %%/(asctime)s in log records.
Default: %(default)s

log_dir=None

(StrOpt)(Optional) The base directory used for relative —
log-file paths

log_file=None

(StrOpt)(Optional) Name of log file to output to. If no
default is set, logging will go to stdout.

log_format=%(asctime)s %(levelname)8s [%(name)s]
%(message)s

(StrOpt)A logging.Formatter log message format string
which may use any of the available logging.LogRecord
attributes. Default: %(default)s

logfile_mode=0644

(StrOpt)Default file mode used when creating log files

logging_context_format_string=%(asctime)s.%(msecs)03d
%(levelname)s %(name)s [%(request_id)s %(user)s
%(tenant)s] %(instance)s%(message)s

(StrOpt)format string to use for log messages with context

logging_debug_format_suffix=%(funcName)s
%(pathname)s:%(lineno)d

(StrOpt)data to append to log format when level is
DEBUG

logging_default_format_string=%(asctime)s.%(msecs)03d
%(process)d %(levelname)s %(name)s [-] %(instance)s
%(message)s

(StrOpt)format string to use for log messages without
context

logging_exception_prefix=%(asctime)s.%(msecs)03d
%(process)d TRACE %(name)s %(instance)s

(StrOpt)prefix each line of exception output with this
format

publish_errors=False

(BoolOpt)publish error events

syslog_log_facility=LOG_USER

(StrOpt)syslog facility to receive log lines

use_stderr=True

(BoolOpt)Log output to standard error

use_syslog=False

(BoolOpt)Use syslog for logging.

verbose=False

(BoolOpt)Print more verbose output (set logging level to
INFO instead of default WARNING level).

Configuring Hypervisors

OpenStack Compute requires a hypervisor and supports several hypervisors and
virtualization standards. Configuring and running OpenStack Compute to use a particular
hypervisor takes several installation and configuration steps. The |l i bvi rt _t ype
configuration option indicates which hypervisor will be used. Refer to Hypervisor
Configuration Basics for more details. To customize hypervisor support in OpenStack
Compute, refer to these configuration settings in nova. conf .

Table 4.3. Description of configuration options for hypervisor

Configuration option=Default value

(Type) Description

block_migration_flag=VIR_MIGRATE_UNDEFINE_SOURCE,
VIR_MIGRATE_PEER2PEER,
VIR_MIGRATE_NON_SHARED_INC

(StrOpt)Migration flags to be set for block migration

checksum_base_images=False

(BoolOpt)Write a checksum for files in _base to disk

default_ephemeral_format=None

(StrOpt)The default format an ephemeral_volume will be
formatted with on creation.

disk_cachemodes=[]

(ListOpt)Specific cachemodes to use for different disk
types e.g: ["file=directsync”,"block=none"]
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Configuration option=Default value

(Type) Description

force_raw_images=True

(BoolOpt)Force backing images to raw format

inject_password=True

(BoolOpt)Whether baremetal compute injects password
or not

libvirt_cpu_mode=None

(StrOpt)Set to "host-model" to clone the host CPU feature
flags; to "host-passthrough” to use the host CPU model
exactly; to "custom" to use a named CPU model; to "none"
to not set any CPU model. If libvirt_type="kvm|gemu", it
will default to "host-model", otherwise it will default to
"none"

libvirt_cpu_model=None

(StrOpt)Set to a named libvirt CPU model (see names
listed in /usr/share/libvirt/cpu_map.xml). Only has effect if
libvirt_cpu_mode="custom" and libvirt_type="kvm|gemu"

libvirt_disk_prefix=None

(StrOpt)Override the default disk prefix for the devices
attached to a server, which is dependent on libvirt_type.
(valid options are: sd, xvd, uvd, vd)

libvirt_images_type=default

(StrOpt)VM Images format. Acceptable values are:
raw, qcow2, lvm, default. If default is specified, then
use_cow_images flag is used instead of this one.

libvirt_images_volume_group=None

(StrOpt)LVM Volume Group that is used for VM images,
when you specify libvirt_images_type=lvm.

libvirt_inject_key=True

(BoolOpt)Inject the ssh public key at boot time

libvirt_inject_partition=1

(IntOpt)The partition to inject to : -2 => disable, -1 =>
inspect (libguestfs only), 0 => not partitioned, >0 =>
partition number

libvirt_inject_password=False

(BoolOpt)Inject the admin password at boot time, without
an agent.

libvirt_lvm_snapshot_size=1000

(IntOpt)The amount of storage (in megabytes) to allocate
for LVM snapshot copy-on-write blocks.

libvirt_nonblocking=True

(BoolOpt)Use a separated OS thread pool to realize non-
blocking libvirt calls

libvirt_snapshot_compression=False

(BoolOpt)Compress snapshot images when possible. This
currently applies exclusively to qcow2 images

libvirt_snapshots_directory=$instances_path/snapshots

(StrOpt)Location where libvirt driver will store snapshots
before uploading them to image service

libvirt_sparse_logical_volumes=False

(BoolOpt)Create sparse logical volumes (with virtualsize) if
this flag is set to True.

libvirt_type=kvm

(StrOpt)Libvirt domain type (valid options are: kvm, Ixc,
gemu, uml, xen)

libvirt_uri=

(StrOpt)Override the default libvirt URI (which is
dependent on libvirt_type)

libvirt_vif_driver=nova.virt.libvirt.vif.LibvirtGenericVIFDriver

(StrOpt)The libvirt VIF driver to configure the VIFs.

libvirt_volume_drivers=['iscsi=nova.virt.libvirt.volume.Libvirt
'local=nova.virt.libvirt.volume.LibvirtVolumeDriver',
‘fake=nova.virt.libvirt.volume.LibvirtFakeVolumeDriver',
'rbd=nova.virt.libvirt.volume.LibvirtNetVolumeDriver',
'sheepdog=nova.virt.libvirt.volume.LibvirtNetVolumeDriver'
'nfs=nova.virt.libvirt.volume.LibvirtNFSVolumeDriver',
'‘aoe=nova.virt.libvirt.volume.LibvirtAOEVolumeDriver',
‘glusterfs=nova.virt.libvirt.volume.LibvirtGlusterfsVolumeDri
‘fibre_channel=nova.virt.libvirt.volume.LibvirtFibreChannel\
'scality=nova.virt.libvirt.volume.LibvirtScalityVolumeDriver']

{0StQgititibiriveendlers for remote volumes.

ver',
olumeDriver',

libvirt_wait_soft_reboot_seconds=120

(IntOpt)Number of seconds to wait for instance to shut
down after soft reboot request is made. We fall back to
hard reboot if instance does not shutdown within this
window.
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Configuration option=Default value

(Type) Description

preallocate_images=none

(StrOpt)VM image preallocation mode: "none" => no
storage provisioning is done up front, "space" => storage is
fully allocated at instance start

remove_unused_base_images=True

(BoolOpt)Should unused base images be removed?

remove_unused_kernels=False

(BoolOpt)Should unused kernel images be removed?
This is only safe to enable if all compute nodes have been
updated to support this option. This will enabled by
default in future.

remove_unused_original_minimum_age_seconds=86400

(IntOpt)Unused unresized base images younger than this
will not be removed

remove_unused_resized_minimum_age_seconds=3600

(IntOpt)Unused resized base images younger than this will
not be removed

rescue_image_id=None

(StrOpt)Rescue ami image

rescue_kernel_id=None

(StrOpt)Rescue aki image

rescue_ramdisk_id=None

(StrOpt)Rescue ariimage

rescue_timeout=0

(IntOpt)Automatically unrescue an instance after N
seconds. Set to 0 to disable.

snapshot_image_format=None

(StrOpt)Snapshot image format (valid options are : raw,
gcow2, vimdk, vdi). Defaults to same as source image

timeout_nbd=10

(IntOpt)time to wait for a NBD device coming up

use_cow_images=True

(BoolOpt)Whether to use cow images

use_usb_tablet=True

(BoolOpt)Sync virtual and real mouse cursors in Windows
VMs

virt_mkfs=['default=mkfs.ext3 -L %(fs_label)s -F
%(target)s', 'linux=mkfs.ext3 -L %(fs_label)s -F %(target)s’,
‘windows=mkfs.ntfs -force —fast —label %(fs_label)s
%(target)s']

(MultiStrOpt)mkfs commands for ephemeral device. The
format is <os_type>=<mkfs command>

Configuring Authentication and Authorization

There are different methods of authentication for the OpenStack Compute project,
including no authentication. The preferred system is the OpenStack Identity Service, code-
named Keystone. Refer to Identity Management for additional information.

To customize authorization settings for Compute, see these configuration settings in

nova. conf.

Table 4.4. Description of configuration options for authentication

Configuration option=Default value

(Type) Description

api_rate_limit=True

(BoolOpt)whether to rate limit the api

auth_strategy=noauth

(StrOpt)The strategy to use for auth: noauth or keystone.

To customize certificate authority settings for Compute, see these configuration settings in

nova. conf .

Table 4.5. Description of configuration options for ca

Configuration option=Default value

(Type) Description

ca_file=cacert.pem

(StrOpt)Filename of root CA

ca_path=$state_path/CA

(StrOpt)Where we keep our root CA
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Configuration option=Default value

(Type) Description

cert_manager=nova.cert.manager.CertManager

(StrOpt)full class name for the Manager for cert

cert_topic=cert

(StrOpt)the topic cert nodes listen on

crl_file=crl.pem

(StrOpt)Filename of root Certificate Revocation List

key_file=private/cakey.pem

(StrOpt)Filename of private key

keys_path=$state_path/keys

(StrOpt)Where we keep our keys

project_cert_subject=/C=US/ST=California/O=OpenStack/
OU=NovaDev/CN=project-ca-%.16s-%s

(StrOpt)Subject for certificate for projects, %s for project,
timestamp

use_project_ca=False

(BoolOpt)Should we use a CA for each project?

user_cert_subject=/C=US/ST=California/O=OpenStack/
OU=NovaDev/CN=%.165-%.165-%s

(StrOpt)Subject for certificate for users, %s for project,
user, timestamp

To customize Compute and the Identity service to use LDAP as a backend, refer to these

configuration settings in nova. conf .

Table 4.6. Description of configuration options for Idap

Configuration option=Default value

(Type) Description

Idap_dns_base_dn=ou=hosts,dc=example,dc=org

(StrOpt)Base DN for DNS entries in Idap

Idap_dns_password=password

(StrOpt)password for Idap DNS

Idap_dns_servers=['dns.example.org']

(MultiStrOpt)DNS Servers for Idap dns driver

Idap_dns_soa_expiry=86400

(StrOpt)Expiry interval (in seconds) for I[dap dns driver
Statement of Authority

Idap_dns_soa_hostmaster=hostmaster@example.org

(StrOpt)Hostmaster for Idap dns driver Statement of
Authority

Idap_dns_soa_minimum=7200

(StrOpt)Minimum interval (in seconds) for Idap dns driver
Statement of Authority

Idap_dns_soa_refresh=1800

(StrOpt)Refresh interval (in seconds) for Idap dns driver
Statement of Authority

Idap_dns_soa_retry=3600

(StrOpt)Retry interval (in seconds) for Idap dns driver
Statement of Authority

Idap_dns_url=Idap://Idap.example.com:389

(StrOpt)URL for Idap server which will store dns entries

Idap_dns_user=uid=admin,ou=people,dc=example,dc=org

(StrOpt)user for Idap DNS

Configuring Compute to use IPv6 Addresses

You can configure Compute to use both IPv4 and IPv6 addresses for communication

by putting it into a IPv4/IPv6 dual stack mode. In IPv4/IPv6 dual stack mode, instances
can acquire their IPv6 global unicast address by stateless address autoconfiguration
mechanism [RFC 4862/2462]. IPv4/IPv6 dual stack mode works with VI anManager and
FI at DHCPManager networking modes. In VI anManager , different 64bit global routing
prefix is used for each project. In Fl at DHCPManager, one 64bit global routing prefix is

used for all instances.

This configuration has been tested with VM images that have IPv6 stateless

address autoconfiguration capability (must use EUI-64 address for stateless address
autoconfiguration), a requirement for any VM you want to run with an IPv6 address. Each
node that executes a nova- * service must have pyt hon- net addr and r advd installed.

On all nova-nodes, install python-netaddr:

$ sudo apt-get install

-y python- net addr
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On all nova- net wor k nodes install r advd and configure IPv6 networking:

$ sudo apt-get install -y radvd
$ sudo bash -c "echo 1 > /proc/sys/net/ipv6/conf/all/forwarding"
$ sudo bash -c "echo 0 > /proc/sys/net/ipv6/conf/all/accept_ra"

Edit the nova. conf file on all nodes to set the use_ipv6 configuration option to True.
Restart all nova- services.

When using the command nova network-create you can add a fixed range for IPv6
addresses. You must specify public or private after the create parameter.

$ nova network-create public --fixed-range-v4 fixed_range --vlan vlian_id --
vpn vpn_start --fixed-range-v6 fixed_range_v6

You can set IPv6 global routing prefix by using the - - f i xed_r ange_v6 parameter. The
default is: f d0O: : / 48. When you use Fl at DHCPManager , the command uses the original
value of - - fi xed_r ange_v6. When you use VI anManager , the command creates
prefixes of subnet by incrementing subnet id. Guest VMs uses this prefix for generating
their IPv6 global unicast address.

Here is a usage example for VI anManager :

$ nova network-create public --fixed-range-v4 10.0.1.0/24 --vlan 100 --vpn
1000 --fixed-range-v6 fd0O: 1::/48

Here is a usage example for FI at DHCPManager :

$ nova network-create public --fixed-range-v4 10.0.2.0/24 --fixed-range-v6
fd00: 1::/48

Table 4.7. Description of configuration options for ipv6

Configuration option=Default value (Type) Description
fixed_range_v6=fd00::/48 (StrOpt)Fixed IPv6 address block
gateway_v6=None (StrOpt)Default IPv6 gateway
ipv6_backend=rfc2462 (StrOpt)Backend to use for IPv6 generation
use_ipv6=False (BoolOpt)use ipv6

Configuring Image Service and Storage for
Compute

Compute relies on an external image service to store virtual machine images and maintain a
catalog of available images. Compute is configured by default to use the OpenStack Image
service (Glance), which is the only currently supported image service.

Table 4.8. Description of configuration options for glance

Configuration option=Default value (Type) Description

allowed_direct_url_schemes=[] (ListOpt)A list of url scheme that can be downloaded
directly via the direct_url. Currently supported schemes:
[file].
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Configuration option=Default value

(Type) Description

glance_api_insecure=False

(BoolOpt)Allow to perform insecure SSL (https) requests
to glance

glance_api_servers=['$glance_host:$glance_port']

(ListOpt)A list of the glance api servers available to nova.
Prefix with https:// for ssl-based glance api servers.
([hostname |ip]:port)

glance_host=$my_ip

(StrOpt)default glance hostname or ip

glance_num_retries=0

(IntOpt)Number retries when downloading an image from
glance

glance_port=9292

(IntOpt)default glance port

glance_protocol=http

(StrOpt)Default protocol to use when connecting to
glance. Set to https for SSL.

osapi_glance_link_prefix=None

(StrOpt)Base URL that will be presented to users in links to
glance resources

If your installation requires the use of euca2ools for registering new images, you will need
to run the nova- obj ect st or e service. This service provides an Amazon S3 frontend for
Glance, which is needed because euca2ools can only upload images to an S3-compatible

image store.

Table 4.9. Description of configuration options for s3

Configuration option=Default value

(Type) Description

buckets_path=%state_path/buckets

(StrOpt)path to s3 buckets

image_decryption_dir=/tmp

(StrOpt)parent dir for tempdir used for image decryption

s3_access_key=notchecked

(StrOpt)access key to use for s3 server for images

s3_affix_tenant=False

(BoolOpt)whether to affix the tenant id to the access key
when downloading from s3

s3_host=$my_ip

(StrOpt)hostname or ip for openstack to use when
accessing the s3 api

s3_listen=0.0.0.0

(StrOpt)IP address for S3 API to listen

s3_listen_port=3333

(IntOpt)port for s3 api to listen

s3_port=3333

(IntOpt)port used when accessing the s3 api

s3_secret_key=notchecked

(StrOpt)secret key to use for s3 server for images

s3_use_ssl=False

(BoolOpt)whether to use ssl when talking to s3

Configuring Migrations

N

Note

This feature is for cloud administrators only.

Migration allows an administrator to move a virtual machine instance from one compute
host to another. This feature is useful when a compute host requires maintenance.
Migration can also be useful to redistribute the load when many VM instances are running

on a specific physical machine.

There are two types of migration:

* Migration (or non-live migration): In this case the instance will be shut down (and the
instance will know that it has been rebooted) for a period of time in order to be moved

to another hypervisor.
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* Live migration (or true live migration): Almost no instance downtime, it is useful when
the instances must be kept running during the migration.

There are two types of live migration:

» Shared storage based live migration: In this case both hypervisors have access to a
shared storage.

* Block live migration: for this type of migration, no shared storage is required.

The following sections describe how to configure your hosts and compute nodes for
migrations using the KVM and XenServer hypervisors.

KVMe-Libvirt

Prerequisites

* Hypervisor: KVM with libvirt

* Shared storage: NOVA- | NST- DI R/ i nst ances/ (eg/var/li b/ nova/i nstances)
has to be mounted by shared storage. This guide uses NFS but other options, including
the OpenStack Gluster Connector are available.

* Instances: Instance can be migrated with iSCSI based volumes

N

N

N

Note

Migrations done by the Compute service do not use libvirt's live migration
functionality by default. Because of this, guests are suspended before migration
and may therefore experience several minutes of downtime. See True
Migration for KVM and Libvirt for more details.

Note
This guide assumes the default value for i nst ances_pat h in your nova.conf

(NOVA- I NST- DI R/'i nst ances). If you have changed the st at e_pat h or
i nst ances_pat h variables, please modify accordingly.

Note

You must specify vhcser ver _| i st en=0. 0. 0. 0 or live migration will not
work correctly.

Example Nova Installation Environment

* Prepare 3 servers at least; for example, Host A, Host B and Host C

» Host Ais the "Cloud Controller", and should be running: nova- api , nova- schedul er,
nova- net wor k, ci nder - vol unme, nova- obj ect st or e.

* Host B and Host Care the "compute nodes", running nova- conput e.
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* Ensure that, NOVA- | NST- DI R (set with st at e_pat h in nova. conf ) is same on all
hosts.

* In this example, Host A will be the NFSv4 server which exports NOVA- | NST- DI R/
i nst ances, and Host B and Host C mount it.

System configuration

1. Configure your DNS or / et ¢/ host s and ensure it is consistent across all hosts. Make
sure that the three hosts can perform name resolution with each other. As a test, use the
ping command to ping each host from one another.
$ ping HostA
$ ping HostB
$ ping HostC

2. Ensure that the UID and GID of your nova and libvirt users are identical between each of
your servers. This ensures that the permissions on the NFS mount will work correctly.

3. Follow the instructions at the Ubuntu NFS HowTo to setup an NFS server on Host A, and
NFS Clients on Host B and Host C.

Our aim is to export NOVA- | NST- DI R/ i nst ances from Host A, and have it readable
and writable by the nova user on Host B and Host C.

4. Using your knowledge from the Ubuntu documentation, configure the NFS server at
Host Aby adding alineto/ et c/ exports

NOVA- | NST- DI R/ i nst ances Host A/ 255. 255. 0. O(rw, sync, f si d=0, no_r oot _squash)

Change the subnet mask (255. 255. 0. 0) to the appropriate value to include the IP
addresses of Host B and Host C. Then restart the NFS server.

$ /etc/init.d/ nfs-kernel-server restart
$ /etc/init.d/idmapd restart

5. Set the 'execute/search’ bit on your shared directory

On both compute nodes, make sure to enable the 'execute/search’ bit to allow gemu
to be able to use the images within the directories. On all hosts, execute the following
command:

$ chnmod o+x NOVA- I NST- DI R/ i nst ances

6. Configure NFS at HostB and HostC by adding below to / et ¢/ f st ab.
Host A:/ / NOVA- | NST- DI R/ i nst ances nfs4 defaults 0 O
Then ensure that the exported directory can be mounted.
$ mount -a -v

Check that "NOVA- | NST- DI R/ i nst ances/ " directory can be seen at HostA
$ I's -1d NOVA- I NST- DI R/i nst ances/

drwxr-xr-x 2 nova nova 4096 2012-05-19 14: 34 nova-install-dir/instances/
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Perform the same check at HostB and HostC - paying special attention to the permissions
(nova should be able to write)

$ Is -1d NOVA-I NST-DI R/ i nst ances/

drwxr-xr-x 2 nova nova 4096 2012-05-07 14: 34 nova-install-dir/instances/

$ df -k

Fi | esystem 1K- bl ocks Used Avail abl e Use% Mount ed on

/ dev/ sdal 921514972 4180880 870523828 1% /

none 16498340 1228 16497112 1% / dev

none 16502856 0 16502856 0% / dev/ shm

none 16502856 368 16502488 1% /var/run

none 16502856 0 16502856 0% / var/| ock

none 16502856 0 16502856 0% /lib/linit/rw

Host A: 921515008 101921792 772783104 12% /var/li b/ noval/i nstances
( <--- this line is inportant.)

7. Update the libvirt configurations so that the calls can be made securely. These methods
enable remote access over TCP and are not documented here, please consult your
network administrator for assistance in deciding how to configure access.

¢ SSH tunnel to libvirtd's UNIX socket

* libvirtd TCP socket, with GSSAPI/Kerberos for auth+data encryption

* libvirtd TCP socket, with TLS for encryption and x509 client certs for authentication

* libvirtd TCP socket, with TLS for encryption and Kerberos for authentication

Restart libvirt. After you run the command, ensure that libvirt is successfully restarted:

$ stop libvirt-bin &
$ ps -ef | grep libvir

start libvirt-bin

t

root 1145 1 0 Nov27 ? 00:00:03 /usr/sbin/libvirtd -d -1I

8. Configure your firewall to allow libvirt to communicate between nodes.

Information about ports used with libvirt can be found at the libvirt documentation By
default, libvirt listens on TCP port 16509 and an ephemeral TCP range from 49152 to

49261 is used for the KVM communications. As this guide has disabled libvirt auth, you
should take good care that these ports are only open to hosts within your installation.

9. You can now configure options for live migration. In most cases, you do not need to
configure any options. The following chart is for advanced usage only.

Table 4.10. Description of configuration options for livemigration

Configuration option=Default value

(Type) Description

live_migration_bandwidth=0

(IntOpt)Maximum bandwidth to be used during
migration, in Mbps
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Configuration option=Default value (Type) Description

live_migration_flag=VIR_MIGRATE_UNDEFINE_SOURCE, |(StrOpt)Migration flags to be set for live migration
VIR_MIGRATE_PEER2PEER

live_migration_retry_count=30 (IntOpt)Number of 1 second retries needed in

live_migration

live_migration_uri=gemu-+tcp://%s/system (StrOpt)Migration target URI (any included "%s" is

replaced with the migration target hostname)

Enabling true live migration

By default, the Compute service does not use libvirt's live migration functionality. To enable
this functionality, add the following line to nova. conf :

live_migration_flag=Vi R_M GRATE_UNDEFI NE_SOURCE, VI R_M GRATE_PEER2PEER,
VIR M GRATE_ LI VE

The Compute service does not use libvirt's live miration by default because there is a risk
that the migration process will never terminate. This can happen if the guest operating
system dirties blocks on the disk faster than they can migrated.

XenServer

Shared Storage

Prerequisites

Compatible XenServer hypervisors. For more information, please refer to the
Requirements for Creating Resource Pools section of the XenServer Administrator's
Guide.

Shared storage: an NFS export, visible to all XenServer hosts.

3 Note

Please check the NFS VHD section of the XenServer Administrator's Guide for
the supported NFS versions.

In order to use shared storage live migration with XenServer hypervisors, the hosts must be
joined to a XenServer pool. In order to create that pool, a host aggregate must be created
with special metadata. This metadata will be used by the XAPI plugins to establish the pool.

1.

Add an NFS VHD storage to your master XenServer, and set it as default SR. For more
information, please refer to the NFS VHD section of the XenServer Administrator's
Guide.

. Configure all the compute nodes to use the default sr for pool operations, by including:

sr_matching_filter=default-sr:true

in your nova. conf configuration files across your compute nodes.

. Create a host aggregate

$ nova aggregate-create <nane-for-pool > <avail ability-zone>
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The command will display a table which contains the id of the newly created aggregate.
Now add special metadata to the aggregate, to mark it as a hypervisor pool

$ nova aggregat e- set - net adat a <aggr egat e-i d> hypervi sor _pool =true
$ nova aggregat e- set - net adat a <aggr egat e-i d> oper ati onal _st at e=cr eat ed

Make the first compute node part of that aggregate
$ nova aggregat e- add- host <aggr egat e-i d> <nane- of - nast er - conput e>
At this point, the host is part of a XenServer pool.

4. Add additional hosts to the pool:

$ nova aggregat e- add- host <aggr egat e-i d> <conput e- host - nane>

3 Note

At this point the added compute node and the host will be shut down, in
order to join the host to the XenServer pool. The operation will fail, if any
server other than the compute node is running/suspended on your host.

Block migration

Prerequisites

* Compatible XenServer hypervisors. The hypervisors must support the Storage
XenMotion feature. Please refer to the manual of your XenServer to make sure your
edition has this feature.

S Note

Please note, that you need to use an extra option - - bl ock- i gr at e for the
live migration command, in order to use block migration.

S Note

Please note, that block migration works only with EXT local storage SRs, and
the server should not have any volumes attached.

Configuring Resize

Resize (or Server resize) is the ability to change the flavor of a server, thus allowing it to
upscale or downscale according to user needs. In order for this feature to work properly,
some underlying virt layers may need further configuration; this section describes the
required configuration steps for each hypervisor layer provided by OpenStack.

XenServer

To get resize to work with XenServer (and XCP), please refer to the Dom0 Modifications for
Resize/Migration Support section.
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Installing MooseFS as shared storage for the
instances directory

In the previous section we presented a convenient way to deploy a shared storage using
NFS. For better transactions performance, you could deploy MooseFS instead.

MooseFS (Moose File System) is a shared file system ; it implements the same rough
concepts of shared storage solutions - such as Ceph, Lustre or even GlusterFsS.

Main concepts

* A metadata server (MDS), also called master server, which manages the file repartition,
their access and the namespace.

* A metalogger server (MLS) which backs up the MDS logs, including, objects, chunks,
sessions and object metadata

* A chunk server (CSS) which store the data as chunks and replicate them across the
chunkservers

* A client, which talks with the MDS and interact with the CSS. MooseFS clients manage
MooseFsS filesystem using FUSE

For more informations, please see the Official project website

Our setup will be made the following way :

* Two compute nodes running both MooseFS chunkserver and client services.
* One MooseFS master server, running the metadata service.

* One MooseFS slave server, running the metalogger service.

For that particular walkthrough, we will use the following network schema :
* 10. 0. 10. 15 for the MooseFS metadata server admin IP

* 10. 0. 10. 16 for the MooseFS metadata server main IP

* 10. 0. 10. 17 for the MooseFS metalogger server admin IP

* 10. 0. 10. 18 for the MooseFS metalogger server main IP

* 10. 0. 10. 19 for the MooseFsS first chunkserver IP

¢ 10. 0. 10. 20 for the MooseFS second chunkserver IP
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Figure 4.3. MooseFS deployment for OpenStack
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Installing the MooseFS metadata and metalogger servers

Both components could be run anywhere, as long as the MooseFS chunkservers can reach
the MooseFS master server.

In our deployment, both MooseFS master and slave run their services inside a virtual
machine ; you just need to make sure to allocate enough memory to the MooseFS
metadata server, all the metadata being stored in RAM when the service runs.

1. Hosts entry configuration

Inthe / et ¢/ host s add the following entry :

10. 0. 10. 16 nf smast er

2. Required packages

Install the required packages by running the following commands :

$ apt-get install zliblg-dev python pkg-config

48



Compute Admin Guide March 17, 2014 Grizzly, 2013.1

$ yuminstall nmake aut omake gcc gcc-c++ kernel -devel python26 pkg-config
3. User and group creation

Create the adequate user and group :

$ groupadd nfs && useradd -g nfs nfs
4. Download the sources

Go to the MooseFS download page and fill the download form in order to obtain your
URL for the package.

5. Extract and configure the sources

Extract the package and compile it :

$ tar -zxvf nfs-1.6.25.tar.gz & cd nfs-1.6.25

For the MooseFS master server installation, we disable from the compilation the
mfschunkserver and mfsmount components :

$ ./configure --prefix=/usr --sysconfdir=/etc/mosefs --1ocal statedir=
[var/lib --with-default-user=nfs --wth-default-group=nfs --disable-
nf schunkserver --di sabl e-nf snount

$ nake && make install
6. Create configuration files

We will keep the default settings, for tuning performance, you can read the MooseFS
official FAQ

$ cd /etc/moosefs

$ cp nfsmaster.cfg.dist nfsnaster.cfg

$ cp nfsnetal ogger. cfg.di st nfsnetal ogger.cfg
$ cp nfsexports.cfg.dist nfsexports.cfg

In/ et c/ moosef s/ nf sexports. cf g edit the second line in order to restrict the
access to our private network :

10. 0. 10. 0/ 24 / rw, al | di rs, mapr oot =0

Create the metadata file :

$ cd /var/lib/nfs & cp metadata.nfs.enpty netadata.nfs
7. Power up the MooseFS mfsmaster service

You can now start the nf smast er and nf scgi ser v deamons on the MooseFS
metadataserver (The nf scgi ser v is a webserver which allows you to see via a web
interface the MooseFS status realtime) :
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$ /usr/sbin/nfsmaster start && /usr/sbin/nfscgiserv start

Open the following url in your browser : http://10.0.10.16:9425 to see the MooseFS
status page
8. Power up the MooseFS metalogger service

$ /usr/sbin/nfsnetal ogger start

Installing the MooseFS chunk and client services

In the first part, we will install the last version of FUSE, and proceed to the installation of
the MooseFS chunk and client in the second part.
Installing FUSE

1. Required package

$ apt-get install util-Iinux

$ yuminstall util-Iinux
2. Download the sources and configure them

For that setup we will retrieve the last version of fuse to make sure every function will be
available :

$ wget http://downl oads. sourceforge. net/project/fuse/fuse-2. X/ 2.9.1/fuse-2.
9.1.tar.gz & tar -zxvf fuse-2.9.1.tar.gz & cd fuse-2.9.1

$ ./configure & make && meke install
Installing the MooseFS chunk and client services

For installing both services, you can follow the same steps that were presented before
(Steps 1to 4):

1. Hosts entry configuration

2. Required packages

3. User and group creation

4. Download the sources

5. Extract and configure the sources

Extract the package and compile it :
$ tar -zxvf nfs-1.6.25.tar.gz & cd nfs-1.6.25

For the MooseFS chunk server installation, we only disable from the compilation the
mfsmaster component :
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$ ./configure --prefix=/usr --sysconfdir=/etc/mosefs --1ocal statedir=/var/
lib --with-default-user=nfs --wth-default-group=nfs --disabl e-nfsnaster

$ make && nmake install

6. Create configuration files

The chunk servers configuration is relatively easy to setup. You only need to create on
every server directories that will be used for storing the datas of your cluster.

$ cd /etc/ moosefs

$ cp nfschunkserver. cfg.dist nfschunkserver.cfg

$ cp nfshdd. cfg.dist nfshdd.cfg

$ nkdir /mt/nfschunks{1,2} &% chown -R nfs:nfs /mt/nfschunks{1, 2}

Edit / et ¢/ noosef s/ nf hdd. cf g and add the directories you created to make them
part of the cluster:

# mount points of HDD drives

#

#/ mt / hd1
#/ Mt / hd2
#etc.

/ mt / nf schunks1
/ mt / nf schunks?2

7. Power up the MooseFS mfschunkserver service

$ /usr/sbin/ nfschunkserver start

Access to your cluster storage

You can now access your cluster space from the compute node, (both acting as
chunkservers) :

$ nfsnmount /var/lib/noval/instances -H nfsnaster

nf smast er accepted connection with paraneters: read-
wite,restricted_ip ; root mapped to root:root

$ nount

/ dev/ cci ss/c0dOpl on / type ext4 (rw, errors=renpunt-ro)

proc
none

on
on

fusectl

none
none
none
none
none

on
on
on
on
on

/proc type proc (rw, noexec, nosui d, nodev)

/sys type sysfs (rw, noexec, nosui d, nodev)

on /sys/fs/fusel/connections type fusectl (rw)

/ sys/ kernel / debug type debugfs (rw)

/ sys/ kernel /security type securityfs (rw)

/dev type devtnpfs (rw node=0755)

/dev/ pts type devpts (rw, noexec, nosui d, gi d=5, nnode=0620)
[ dev/ shm type tnpfs (rw, nosuid, nodev)
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none on /var/run type tnpfs (rw nosui d, rode=0755)

none on /var/lock type tnpfs (rw noexec, nosui d, nodev)

none on /var/lib/ureadahead/ debugfs type debugfs (rw, rel atine)
nfsmaster: 9421 on /var/lib/novalinstances type fuse.nfs (rw, all ow ot her,
def aul t _per m ssi ons)

You can interact with it the way you would interact with a classical mount, using build-in
linux commands (cp, rm, etc...).

The MooseFS client has several tools for managing the objects within the cluster (set
replication goals, etc..). You can see the list of the available tools by running

$ nfs <TAB> <TAB>

nf sappendchunks nf schunkser ver nfsfileinfo nf sget goal
nf snount nf sr set goal nf sset goal nf st ool s

nf scgi serv nfsdel eattr nfsfilerepair nfsgettrashti me
nf sr get goal nfsrsettrashtime nfssettrashtinme

nf scheckfil e nfsdirinfo nf sgeteattr nf smakesnapshot
nfsrgettrashtime nfsseteattr nf ssnapshot

You can read the manual for every command. You can also see the online help
Add an entry into the fstab file

In order to make sure to have the storage mounted, you can add an entry into the / et ¢/
f st ab on both compute nodes :

nfsnount /var/lib/noval/instances fuse nfsnaster=nfsmaster, _netdev 0 O

Configuring Database Connections

You can configure OpenStack Compute to use any SQLAlchemy-compatible database.
The database name is nova and entries to it are mostly written by the nova- schedul er
service, although all the services need to be able to update entries in the database. Use
these settings to configure the connection string for the nova database.

Table 4.11. Description of configuration options for db

Configuration option=Default value (Type) Description

db_backend=sqlalchemy (StrOpt)The backend to use for db
db_backend=sqlalchemy (StrOpt)The backend to use for bare-metal database
db_check_interval=60 (IntOpt)Seconds between getting fresh cell info from db.
db_driver=nova.db (StrOpt)driver to use for database access
dbapi_use_tpool=False (BoolOpt)Enable the experimental use of thread pooling

for all DB API calls

sql_connection=sqlite: ome/fifieldt/temp/nova/nova, trOpt)The chemy connection string used to
ql ion=sqlite:////home/fifieldt/temp/nova/nova/ | (StrOpt)The SQLAIchemy i ing used

openstack/common/db/$sqlite_db connect to the database
sql_connection=sqlite:///$state_path/baremetal_ (StrOpt)The SQLAIchemy connection string used to
$sqlite_db connect to the bare-metal database
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Configuration option=Default value (Type) Description

sgl_connection_debug=0 (IntOpt)Verbosity of SQL debugging information. 0=None,
100=Everything

sql_connection_trace=False (BoolOpt)Add python stack traces to SQL as comment
strings

sql_idle_timeout=3600 (IntOpt)timeout before idle sql connections are reaped

sgl_max_overflow=None (IntOpt)If set, use this value for max_overflow with
sglalchemy

sgl_max_pool_size=5 (IntOpt)Maximum number of SQL connections to keep
open in a pool

sql_max_retries=10 (IntOpt)maximum db connection retries during startup.
(setting -1 implies an infinite retry count)

sqgl_min_pool_size=1 (IntOpt)Minimum number of SQL connections to keep
open in a pool

sgl_retry_interval=10 (IntOpt)interval between retries of opening a sql
connection

sqglite_db=nova.sqlite (StrOpt)the filename to use with sqlite

sqlite_synchronous=True (BoolOpt)If passed, use synchronous mode for sqlite

Configuring the Oslo RPC Messaging System

OpenStack projects use an open standard for messaging middleware known as AMQP.
This messaging middleware enables the OpenStack services which will exist across multiple
servers to talk to each other. OpenStack Oslo RPC supports two implementations of AMQP:
RabbitMQ and Qpid.

Configuration for RabbitMQ

OpenStack Oslo RPC uses RabbitMQ by default. This section discusses the configuration
options that are relevant when RabbitMQ is used. The r pc_backend option is not
required as long as RabbitMQ is the default messaging system. However, if it is included the
configuration, it must be set to nova. r pc. i npl _konbu.

rpc_backend=nova. r pc. i npl _konbu

The following tables describe the rest of the options that can be used when

RabbitMQ is used as the messaging system. You can configure the messaging
communication for different installation scenarios as well as tune RabbitMQ's retries

and the size of the RPC thread pool. If you want to monitor notifications through
RabbitMQ, you must set the not i fi cati on_dri ver optionin nova. conf to

nova. notifier.rabbit_notifier.The default for sending usage data is 60 seconds
plus a randomized 0-60 seconds.

Table 4.12. Description of configuration options for rabbitmq

Configuration option=Default value (Type) Description

rabbit_durable_queues=False (BoolOpt)use durable queues in RabbitMQ

rabbit_ha_queues=False (BoolOpt)use H/A queues in RabbitMQ (x-ha-policy:
all).You need to wipe RabbitMQ database when changing
this option.

53



Compute Admin Guide March 17, 2014 Grizzly, 2013.1

Configuration option=Default value (Type) Description

rabbit_host=localhost (StrOpt)The RabbitMQ broker address where a single
node is used

rabbit_hosts=['$rabbit_host:$rabbit_port'] (ListOpt)RabbitMQ HA cluster host:port pairs

rabbit_max_retries=0 (IntOpt)maximum retries with trying to connect to
RabbitMQ (the default of 0 implies an infinite retry count)

rabbit_password=guest (StrOpt)the RabbitMQ password

rabbit_port=5672 (IntOpt)The RabbitMQ broker port where a single node is
used

rabbit_retry_backoff=2 (IntOpt)how long to backoff for between retries when
connecting to RabbitMQ

rabbit_retry_interval=1 (IntOpt)how frequently to retry connecting with
RabbitMQ

rabbit_use_ssl=False (BoolOpt)connect over SSL for RabbitMQ

rabbit_userid=guest (StrOpt)the RabbitMQ userid

rabbit_virtual_host=/ (StrOpt)the RabbitMQ virtual host

Table 4.13. Description of configuration options for kombu

Configuration option=Default value (Type) Description

kombu_ssl_ca_certs= (StrOpt)SSL certification authority file (valid only if SSL
enabled)

kombu_ssl_certfile= (StrOpt)SSL cert file (valid only if SSL enabled)

kombu_ssl_keyfile= (StrOpt)SSL key file (valid only if SSL enabled)

kombu_ssl_version= (StrOpt)SSL version to use (valid only if SSL enabled)

Configuration for Qpid

This section discusses the configuration options that are relevant if Qpid is used as the
messaging system for OpenStack Oslo RPC. Qpid is not the default messaging system, so it
must be enabled by setting the r pc_backend option in nova. conf.

rpc_backend=nova. rpc.inpl _qgpid

This next critical option points the compute nodes to the Qpid broker (server). Set
gpi d_host nare in nova. conf to be the hostname where the broker is running.

3 Note
The -- gpi d_host namne option accepts a value in the form of either a
hostname or an IP address.

gpi d_host nane=host nane. exanpl e. com

If the Qpid broker is listening on a port other than the AMQP default of 5672, you will
need to set the qpi d_port option:

qpi d_port =12345

54



Compute Admin Guide March 17, 2014 Grizzly, 2013.1

If you configure the Qpid broker to require authentication, you will need to add a
username and password to the configuration:

gpi d_user nane=user nane
qpi d_passwor d=passwor d

By default, TCP is used as the transport. If you would like to enable SSL, set the
gpi d_pr ot ocol option:

gpi d_pr ot ocol =ssl

The following table lists the rest of the options used by the Qpid messaging driver for
OpenStack Oslo RPC. It is not common that these options are used.

Table 4.14. Description of configuration options for qpid

Configuration option=Default value (Type) Description

gpid_heartbeat=60 (IntOpt)Seconds between connection keepalive
heartbeats

gpid_hostname=localhost (StrOpt)Qpid broker hostname

gpid_hosts=['$qpid_hostname:$qpid_port'] (ListOpt)Qpid HA cluster host:port pairs

gpid_password= (StrOpt)Password for gpid connection

qpid_port=5672 (IntOpt)Qpid broker port

gpid_protocol=tcp (StrOpt)Transport to use, either 'tcp’ or 'ssl'

gpid_sasl_mechanisms= (StrOpt)Space separated list of SASL mechanisms to use
for auth

gpid_tcp_nodelay=True (BoolOpt)Disable Nagle algorithm

gpid_username= (StrOpt)Username for qpid connection

Common Configuration for Messaging

This section lists options that are common between both the RabbitMQ and Qpid
messaging drivers.

Table 4.15. Description of configuration options for rpc

Configuration option=Default value (Type) Description

amqp_rpc_single_reply_queue=False (BoolOpt)Enable a fast single reply queue if using AMQP
based RPC like RabbitMQ or Qpid.

control_exchange=openstack (StrOpt)AMQP exchange to connect to if using RabbitMQ
or Qpid

matchmaker_heartbeat_freq=300 (IntOpt)Heartbeat frequency

matchmaker_heartbeat_ttl=600 (IntOpt)Heartbeat time-to-live.

matchmaker_ringfile=/etc/nova/matchmaker_ring.json (StrOpt)Matchmaker ring file (JSON)

rpc_backend=nova.openstack.common.rpc.impl_kombu | (StrOpt)The messaging module to use, defaults to kombu.

rpc_cast_timeout=30 (IntOpt)Seconds to wait before a cast expires (TTL). Only
supported by impl_zmq.

rpc_conn_pool_size=30 (IntOpt)Size of RPC connection pool
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Configuration option=Default value (Type) Description

rpc_driver_queue_base=cells.intercell (StrOpt)Base queue name to use when communicating
between cells. Various topics by message type will be
appended to this.

rpc_response_timeout=60 (IntOpt)Seconds to wait for a response from call or
multicall

rpc_thread_pool_size=64 (IntOpt)Size of RPC thread pool

Configuring the Compute API
Configuring Compute API password handling

The OpenStack Compute API allows the user to specify an admin password when creating
(or rebuilding) a server instance. If no password is specified, a randomly generated
password is used. The password is returned in the API response.

In practice, the handling of the admin password depends on the hypervisor in use, and may
require additional configuration of the instance, such as installing an agent to handle the
password setting. If the hypervisor and instance configuration do not support the setting of
a password at server create time, then the password returned by the create API call will be
misleading, since it was ignored.

To prevent this confusion, the configuration option enabl e_i nst ance_passwor d can
be used to disable the return of the admin password for installations that don't support
setting instance passwords.

Table 4.16. Description of nova.conf API related configuration options

Configuration option Default Description

enabl e_i nst ance_passwor d true When true, the create and rebuild
compute API calls return the server
admin password. When false, the
server admin password is not included
in APl responses.

Configuring Compute API Rate Limiting

OpenStack Compute supports API rate limiting for the OpenStack API. The rate limiting
allows an administrator to configure limits on the type and number of API calls that can be
made in a specific time interval.

When API rate limits are exceeded, HTTP requests will return a error with a status code

of 413 "Request entity too large", and will also include a 'Retry-After' HTTP header. The

response body will include the error details, and the delay before the request should be
retried.

Rate limiting is not available for the EC2 API.
Specifying Limits

Limits are specified using five values:
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* The HTTP method used in the API call, typically one of GET, PUT, POST, or DELETE.
* A human readable URI that is used as a friendly description of where the limit is applied.

» A regular expression. The limit will be applied to all URI's that match the regular
expression and HTTP Method.

* A limit value that specifies the maximum count of units before the limit takes effect.

* An interval that specifies time frame the limit is applied to. The interval can be SECOND,
MINUTE, HOUR, or DAY.

Rate limits are applied in order, relative to the HTTP method, going from least to most
specific. For example, although the default threshold for POST to */servers is 50 per day,
one cannot POST to */servers more than 10 times within a single minute because the rate
limits for any POST is 10/min.

Default Limits

OpenStack compute is normally installed with the following limits enabled:

Table 4.17. Default API Rate Limits

HTTP method API URI API regular expression Limit

POST any URI (*) ¥ 10 per minute
POST /servers ~/servers 50 per day
PUT any URI (*) * 10 per minute
GET *changes-since* .*changes-since.* 3 per minute
DELETE any URI (*) ¥ 100 per minute

Configuring and Changing Limits

The actual limits are specified in the file et ¢/ nova/ api - past e. i ni, as part of the WSGI
pipeline.

To enable limits, ensure the 'r at el i m t ' filter is included in the API pipeline specification.
If the 'rat el i m t'filter is removed from the pipeline, limiting will be disabled. There
should also be a definition for the ratelimit filter. The lines will appear as follows:

[ pi pel i ne: openst ack_conput e_api _v2]
pi peline = faul tw ap aut ht oken keystonecontext ratelimt osapi_conpute_app_v2

[ pi pel i ne: openst ack_vol une_api _v1]
pi peline = faul twap aut ht oken keystonecontext ratelimt osapi_vol ume_app_vi

[filter:ratelimt]
paste.filter_factory = nova. api . openst ack. conput e.
limts:RateLimtingM ddl eware. factory

To modify the limits, add a 'l i m t s’ specificationtothe[filter:ratelimt] section
of the file. The limits are specified in the order HTTP method, friendly URI, regex, limit, and
interval. The following example specifies the default rate limiting values:
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[filter:ratelimt]

paste.filter_factory = nova. api . openst ack. conput e.
limts: RateLintingM ddl eware. factory

limts =(PCST, "*", .*, 10, M NUTE); (POST, "*/servers",
(PUT, "*", .* 10, M NUTE); (CET, "*changes-since*",
M NUTE) ; (DELETE, "*", .*, 100, M NUTE)

Al servers, 50, DAY);
. *changes-since. *, 3,

Configuring the EC2 API

You can use nova. conf configuration options to control which network address and port
the EC2 API will listen on, the formatting of some API responses, and authentication related
options.

To customize these options for OpenStack EC2 API, use these configuration option settings.

Table 4.18. Description of configuration options for ec2

Configuration option=Default value

(Type) Description

ec2_dmz_host=$my_ip

(StrOpt)the internal ip of the ec2 api server

ec2_host=$my_ip

(StrOpt)the ip of the ec2 api server

ec2_listen=0.0.0.0

(StrOpt)IP address for EC2 API to listen

ec2_listen_port=8773

(IntOpt)port for ec2 api to listen

ec2_path=/services/Cloud

(StrOpt)the path prefix used to call the ec2 api server

ec2_port=8773

(IntOpt)the port of the ec2 api server

ec2_private_dns_show_ip=False

(BoolOpt)Return the IP address as private dns hostname in
describe instances

ec2_scheme=http

(StrOpt)the protocol to use when connecting to the ec2
api server (http, https)

ec2_strict_validation=True

(BoolOpt)Validate security group names according to EC2
specification

ec2_timestamp_expiry=300

(IntOpt)Time in seconds before ec2 timestamp expires

ec2_workers=None

(IntOpt)Number of workers for EC2 API service

keystone_ec2_url=http://localhost:5000/v2.0/ec2tokens

(StrOpt)URL to get token from ec2 request.

lockout_attempts=5

(IntOpt)Number of failed auths before lockout.

lockout_minutes=15

(IntOpt)Number of minutes to lockout if triggered.

lockout_window=15

(IntOpt)Number of minutes for lockout window.

region_list=[]

(ListOpt)list of region=fqdn pairs separated by commas

Configuring Quotas

For tenants, quota controls are available to limit the (flag and default shown in

parenthesis):

* Number of volumes which may be created (volumes=10)

* Total size of all volumes within a project as measured in GB (gigabytes=1000)

* Number of instances which may be launched (instances=10)

* Number of processor cores which may be allocated (cores=20)
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* Publicly accessible IP addresses for persistence in DNS assignment (floating_ips=10)

* Privately (or publicly) accessible IP addresses for management purposes (fixed_ips=-1

unlimited)

* Amount of RAM that can be allocated in MB (ram=512000)

* Number of files that can be injected (injected_files=5)

* Maximal size of injected files in B (injected_file_content_bytes=10240)

* Number of security groups that may be created (security_groups=10)

* Number of rules per security group (security_group_rules=20)

The defaults may be modified by setting the variable in nova. conf, then restarting the

nova- api service.

To modify a value for a specific project, the nova-manage command should be used. For

example:

$ nova- manage project quota --project=1113f5f 266f 3477ac03dadedf 82d0568 - - key=

cores --val ue=40

Alternately, quota settings are available through the OpenStack Dashboard in the "Edit

Project" page.

Table 4.19. Description of configuration options for quota

Configuration option=Default value

(Type) Description

bandwidth_poll_interval=600

(IntOpt)interval to pull bandwidth usage info

enable_network_quota=False

(BoolOpt)Enables or disables quotaing of tenant networks

quota_cores=20

(IntOpt)number of instance cores allowed per project

quota_driver=nova.quota.DbQuotaDriver

(StrOpt)default driver to use for quota checks

quota_fixed_ips=-1

(IntOpt)number of fixed ips allowed per project (this
should be at least the number of instances allowed)

quota_floating_ips=10

(IntOpt)number of floating ips allowed per project

quota_injected_file_content_bytes=10240

(IntOpt)number of bytes allowed per injected file

quota_injected_file_path_bytes=255

(IntOpt)number of bytes allowed per injected file path

quota_injected_files=5

(IntOpt)number of injected files allowed

quota_instances=10

(IntOpt)number of instances allowed per project

quota_key_pairs=100

(IntOpt)number of key pairs per user

quota_metadata_items=128

(IntOpt)number of metadata items allowed per instance

quota_ram=51200

(IntOpt)megabytes of instance ram allowed per project

quota_security_group_rules=20

(IntOpt)number of security rules per security group

quota_security_groups=10

(IntOpt)number of security groups per project
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5. Configuration: nova.conf
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File format for nova.conf

Overview

The Compute service supports a large number of configuration options. These options are
specified in a configuration file whose default location in/ et ¢/ nova/ nova. conf.

The configuration file is in INI file format, with options specified as key=val ue pairs,
grouped into sections. Almost all of the configuration options are in the DEFAULT section.
Here's a brief example:

[ DEFAULT]

debug=t rue

ver bose=true

[trusted_conputi ng]
server=10. 3. 4.2

Types of configuration options

Each configuration option has an associated type that indicates what values can be set. The
supported option types are as follows:

BoolOpt Boolean option. Value must be eithert r ue or f al se . Example:
debug=f al se

StrOpt String option. Value is an arbitrary string. Example:
ny_i p=10.0.0.1

IntOption Integer option. Value must be an integer. Example:

gl ance_port =9292

MultiStrOpt String option. Same as StrOpt, except that it can be declared multiple
times to indicate multiple values. Example:

| dap_dns_servers=dnsl. exanpl e. org
| dap_dns_server s=dns2. exanpl e. org

ListOpt List option. Value is a list of arbitrary strings separated by commas.
Example:

enabl ed_api s=ec2, osapi _conput e, met adat a

FloatOpt Floating-point option. Value must be a floating-point number. Example:

ram al | ocation_ratio=1.5

60


https://en.wikipedia.org/wiki/INI_file

Compute Admin Guide March 17, 2014 Grizzly, 2013.1

c Important

Nova options should not be quoted.

Sections

Configuration options are grouped by section. The Compute config file supports the
following sections.

[ DEFAULT] Almost all of the configuration options are organized into this
section. If the documentation for a configuration option does
not specify its section, assume that it should be placed in this
one.

[cells] The cel | s section is used for options for configuring cells
functionality. See the Cells section of the OpenStack Compute
Admin Manual for more details.

[ baremnet al | This section is used for options that relate to the baremetal
hypervisor driver.

[ conduct or] The conduct or section is used for options for configuring the
nova-conductor service.

[trusted_conputing] Thetrusted_comnputi ng section is used for options that
relate to the trusted computing pools functionality. Options in
this section describe how to connect to a remote attestation
service.

Variable substitution

The configuration file supports variable substitution. Once a configuration option is set, it
can be referenced in later configuration values when preceded by $. Consider the following
example where ny_i p is defined and then $ny_i p is used as a variable.

my_i p=10.2.3.4

gl ance_host =$ny_i p
nmet adat a_host =$ny_i p

If you need a value to contain the $ symbol, escape it by doing $3$. For example, if your
LDAP DNS password was $xkj 432, you would do:

| dap_dns_passwor d=$$xkj 432

The Compute code uses Python's st ri ng. Tenpl at e. saf e_subst it ut e() method to
implement variable substitution. For more details on how variable substitution is resolved,
see Python documentation on template strings and PEP 292.

Whitespace

To include whitespace in a configuration value, use a quoted string. For example:

| dap_dns_passsword='a password w th spaces'
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Specifying an alternate location for nova.conf

The configuration file is loaded by all of the nova-* services, as well as the nova-manage
command-line tool. To specify an alternate location for the configuration file, pass the
--config-file /path/to/nova. conf argument when starting a nova-* service or
calling nova-manage.

List of configuration options

For a complete list of all available configuration options for each OpenStack Compute
service, run bin/nova-<servicename> —help.

Table 5.1. Description of configuration options for api

Configuration option=Default value (Type) Description

enable_new_services=True (BoolOpt)Services to be added to the available pool on
create

enabled_apis=['ec2’, 'osapi_compute', 'metadata’] (ListOpt)a list of APIs to enable by default

enabled_ssl_apis=[] (ListOpt)a list of APIs with enabled SSL

instance_name_template=instance-%08x (StrOpt)Template string to be used to generate instance
names

multi_instance_display_name_template=%(name)s- (StrOpt)When creating multiple instances with a single

%(uuid)s request using the os-multiple-create API extension, this

template will be used to build the display name for

each instance. The benefit is that the instances end up
with different hostnames. To restore legacy behavior of
every instance having the same name, set this option to
"%(name)s". Valid keys for the template are: name, uuid,

count.
non_inheritable_image_properties=['cache_in_nova', (ListOpt)These are image properties which a snapshot
'bittorrent’] should not inherit from an instance
null_kernel=nokernel (StrOpt)kernel image that indicates not to use a kernel,

but to use a raw disk image instead

osapi_compute_ext_list=[] (ListOpt)Specify list of extensions to load when
using osapi_compute_extension option with
nova.api.openstack.compute.contrib.select_extensions

osapi_compute_extension=['nova.api.openstack.compute.cofithiititayt)dsaptensignste extension to load

osapi_compute_link_prefix=None (StrOpt)Base URL that will be presented to users in links to
the OpenStack Compute API

osapi_compute_listen=0.0.0.0 (StrOpt)IP address for OpenStack API to listen

osapi_compute_listen_port=8774 (IntOpt)list port for osapi compute

osapi_compute_workers=None (IntOpt)Number of workers for OpenStack API service

osapi_hide_server_address_states=['building'] (ListOpt)List of instance states that should hide network
info

servicegroup_driver=db (StrOpt)The driver for servicegroup service (valid options
are: db, zk, mc)

snapshot_name_template=snapshot-%s (StrOpt)Template string to be used to generate snapshot
names

use_forwarded_for=False (BoolOpt)Treat X-Forwarded-For as the canonical remote

address. Only enable this if you have a sanitizing proxy.
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Table 5.2. Description of configuration options for authentication

Configuration option=Default value

(Type) Description

api_rate_limit=True

(BoolOpt)whether to rate limit the api

auth_strategy=noauth

(StrOpt)The strategy to use for auth: noauth or keystone.

Table 5.3. Description of configuration options for availabilityzones

Configuration option=Default value

(Type) Description

default_availability_zone=nova

(StrOpt)default compute node availability_zone

default_schedule_zone=None

(StrOpt)availability zone to use when user doesn't specify
one

internal_service_availability_zone=internal

(StrOpt)availability_zone to show internal services under

Table 5.4. Description of configuration options for baremetal

Configuration option=Default value

(Type) Description

db_backend=sqlalchemy

(StrOpt)The backend to use for db

db_backend=sglalchemy

(StrOpt)The backend to use for bare-metal database

deploy_kernel=None

(StrOpt)Default kernel image ID used in deployment phase

deploy_ramdisk=None

(StrOpt)Default ramdisk image ID used in deployment
phase

driver=nova.virt.baremetal.pxe.PXE

(StrOpt)Baremetal driver back-end (pxe or tilera)

driver=nova.cells.rpc_driver.CellsRPCDriver

(StrOpt)Cells communication driver to use

instance_type_extra_specs=[]

(ListOpt)a list of additional capabilities corresponding

to instance_type_extra_specs for this compute host to
advertise. Valid entries are name=value, pairs For example,
"key1:val1, key2:val2"

ipmi_power_retry=5

(IntOpt)maximal number of retries for IPMI operations

net_config_template=$pybasedir/nova/virt/baremetal/
net-dhcp.ubuntu.template

(StrOpt)Template file for injected network config

power_manager=nova.virt.baremetal.ipmi.IPMI

(StrOpt)Baremetal power management method

pxe_append_params=None

(StrOpt)additional append parameters for baremetal PXE
boot

pxe_config_template=$pybasedir/nova/virt/baremetal/
pxe_config.template

(StrOpt)Template file for PXE configuration

pxe_deploy_timeout=0

(IntOpt)Timeout for PXE deployments. Default: 0
(unlimited)

sgl_connection=sqlite:////home/fifieldt/temp/nova/nova/
openstack/common/db/$sqlite_db

(StrOpt)The SQLAIchemy connection string used to
connect to the database

sgl_connection=sqlite:///$state_path/baremetal_
$sqlite_db

(StrOpt)The SQLAIchemy connection string used to
connect to the bare-metal database

terminal=shellinaboxd

(StrOpt)path to baremetal terminal program

terminal_cert_dir=None

(StrOpt)path to baremetal terminal SSL cert(PEM)

terminal_pid_dir=$state_path/baremetal/console

(StrOpt)path to directory stores pidfiles of
baremetal_terminal

tftp_root=/tftpboot

(StrOpt)Baremetal compute node's tftp root path

use_unsafe_iscsi=False

(BoolOpt)Do not set this out of dev/test environments. If
a node does not have a fixed PXE IP address, volumes are
exported with globally opened ACL

vif_driver=nova.virt.baremetal.vif_driver.BareMetalVIFDriver{StrOpt)Baremetal VIF driver.

virtual_power_host_key=None

(StrOpt)ssh key for virtual power host_user
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Configuration option=Default value

(Type) Description

virtual_power_host_pass=

(StrOpt)password for virtual power host_user

virtual_power_host_user=

(StrOpt)user to execute virtual power commands as

virtual_power_ssh_host=

(StrOpt)ip or name to virtual power host

virtual_power_ssh_port=22

(IntOpt)Port to use for ssh to virtual power host

virtual_power_type=virsh

(StrOpt)base command to use for virtual
power(vbox,virsh)

Table 5.5. Description of configuration options for ca

Configuration option=Default value

(Type) Description

ca_file=cacert.pem

(StrOpt)Filename of root CA

ca_path=$state_path/CA

(StrOpt)Where we keep our root CA

cert_manager=nova.cert.manager.CertManager

(StrOpt)full class name for the Manager for cert

cert_topic=cert

(StrOpt)the topic cert nodes listen on

crl_file=crl.pem

(StrOpt)Filename of root Certificate Revocation List

key_file=private/cakey.pem

(StrOpt)Filename of private key

keys_path=$state_path/keys

(StrOpt)Where we keep our keys

project_cert_subject=/C=US/ST=California/O=OpenStack/
OU=NovaDev/CN=project-ca-%.16s-%s

(StrOpt)Subject for certificate for projects, %s for project,
timestamp

use_project_ca=False

(BoolOpt)Should we use a CA for each project?

user_cert_subject=/C=US/ST=California/O=OpenStack/
OU=NovaDev/CN=%.165-%.165-%s

(StrOpt)Subject for certificate for users, %s for project,
user, timestamp

Table 5.6. Description of configuration options for cells

Configuration option=Default value

(Type) Description

call_timeout=60

(IntOpt)Seconds to wait for response from a call to a cell.

capabilities=['hypervisor=xenserver;kvm’,
‘os=linux;windows']

(ListOpt)Key/Multi-value list with the capabilities of the
cell

driver=nova.virt.baremetal.pxe.PXE

(StrOpt)Baremetal driver back-end (pxe or tilera)

driver=nova.cells.rpc_driver.CellsRPCDriver

(StrOpt)Cells communication driver to use

enable=False

(BoolOpt)Enable cell functionality

instance_update_num_instances=1

(IntOpt)Number of instances to update per periodic task
run

instance_updated_at_threshold=3600

(IntOpt)Number of seconds after an instance was updated
or deleted to continue to update cells

manager=nova.cells.manager.CellsManager

(StrOpt)Manager for cells

manager=nova.conductor.manager.ConductorManager

(StrOpt)full class name for the Manager for conductor

max_hop_count=10

(IntOpt)Maximum number of hops for cells routing.

name=nova

(StrOpt)name of this cell

reserve_percent=10.0

(FloatOpt)Percentage of cell capacity to hold in reserve.
Affects both memory and disk utilization

scheduler=nova.cells.scheduler.CellsScheduler

(StrOpt)Cells scheduler to use

topic=cells

(StrOpt)the topic cells nodes listen on

topic=conductor

(StrOpt)the topic conductor nodes listen on

Table 5.7. Description of configuration options for common

Configuration option=Default value

(Type) Description

bindir=$pybasedir/bin

(StrOpt)Directory where nova binaries are installed
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Configuration option=Default value

(Type) Description

compute_topic=compute

(StrOpt)the topic compute nodes listen on

console_topic=console

(StrOpt)the topic console proxy nodes listen on

consoleauth_topic=consoleauth

(StrOpt)the topic console auth proxy nodes listen on

disable_process_locking=False

(BoolOpt)Whether to disable inter-process locks

host=usagi

(StrOpt)Name of this node. This can be an opaque
identifier. It is not necessarily a hostname, FQDN, or IP
address. However, the node name must be valid within an
AMQP key, and if using ZeroMQ, a valid hostname, FQDN,
or IP address

lock_path=None

(StrOpt)Directory to use for lock files. Default to a temp
directory

memcached_servers=None

(ListOpt)Memcached servers or None for in process cache.

my_ip=192.168.1.31

(StrOpt)ip address of this host

notification_driver=[]

(MultiStrOpt)Driver or drivers to handle sending
notifications

notification_topics=['notifications']

(ListOpt)AMQP topic used for openstack notifications

notify_api_faults=False

(BoolOpt)If set, send api.fault notifications on caught
exceptions in the API service.

notify_on_any_change=False

(BoolOpt)If set, send compute.instance.update
notifications on instance state changes. Valid values are
False for no notifications, True for notifications on any
instance changes.

notify_on_state_change=None

(StrOpt)If set, send compute.instance.update notifications
on instance state changes. Valid values are None for no
notifications, "vm_state" for notifications on VM state
changes, or "vm_and_task_state" for notifications on VM
and task state changes.

pybasedir=/home/fifieldt/temp/nova

(StrOpt)Directory where the nova python module is
installed

report_interval=10

(IntOpt)seconds between nodes reporting state to
datastore

rootwrap_config=/etc/nova/rootwrap.conf

(StrOpt)Path to the rootwrap configuration file to use for
running commands as root

service_down_time=60

(IntOpt)maximum time since last check-in for up service

state_path=$pybasedir

(StrOpt)Top-level directory for maintaining nova's state

tempdir=None

(StrOpt)Explicitly specify the temporary working directory

Table 5.8. Description of configuration options for compute

Configuration option=Default value

(Type) Description

base_dir_name=_base

(StrOpt)Where cached images are stored under
$instances_path.This is NOT the full path - just a folder
name.For per-compute-host cached images, set to _base_
$my_ip

checksum_interval_seconds=3600

(IntOpt)How frequently to checksum base images

compute_api_class=nova.compute.api.API

(StrOpt)The full class name of the compute API class to use

compute_driver=None

(StrOpt)Driver to use for controlling virtualization.
Options include: libvirt.LibvirtDriver, xenapi.XenAPIDriver,
fake.FakeDriver, baremetal.BareMetalDriver,
vmwareapi.VMwareESXDriver,
vmwareapi.VMwareVCDriver

compute_manager=nova.compute.manager.ComputeMang

erOpt)full class name for the Manager for compute
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Configuration option=Default value

(Type) Description

compute_stats_class=nova.compute.stats.Stats

(StrOpt)Class that will manage stats for the local compute
host

console_host=usagi

(StrOpt)Console proxy host to use to connect to instances
on this host.

console_manager=nova.console.manager.ConsoleProxyMar

é1eOpt)full class name for the Manager for console proxy

default_instance_type=m1.small

(StrOpt)default instance type to use, testing only

default_notification_level=INFO

(StrOpt)Default notification level for outgoing
notifications

default_publisher_id=$host

(StrOpt)Default publisher_id for outgoing notifications

enable_instance_password=True

(BoolOpt)Allows use of instance password during server
creation

heal_instance_info_cache_interval=60

(IntOpt)Number of seconds between instance info_cache
self healing updates

host_state_interval=120

(IntOpt)Interval in seconds for querying the host status

image_cache_manager_interval=2400

(IntOpt)Number of seconds to wait between runs of the
image cache manager

image_info_filename_pattern=$instances_path/
$base_dir_name/%(image)s.info

(StrOpt)Allows image information files to be stored in
non-standard locations

instance_build_timeout=0

(IntOpt)Amount of time in seconds an instance can be in
BUILD before going into ERROR status.Set to 0 to disable.

instance_usage_audit=False

(BoolOpt)Generate periodic compute.instance.exists
notifications

instance_usage_audit_period=month

(StrOpt)time period to generate instance usages for. Time
period must be hour, day, month or year

instances_path=$state_path/instances

(StrOpt)where instances are stored on disk

reboot_timeout=0

(IntOpt)Automatically hard reboot an instance if it has
been stuck in a rebooting state longer than N seconds. Set
to 0 to disable.

reclaim_instance_interval=0

(IntOpt)Interval in seconds for reclaiming deleted
instances

resize_confirm_window=0

(IntOpt)Automatically confirm resizes after N seconds. Set
to 0 to disable.

resume_guests_state_on_host_boot=False

(BoolOpt)Whether to start guests that were running
before the host rebooted

running_deleted_instance_action=log

(StrOpt)Action to take if a running deleted instance is
detected.Valid options are 'noop’, 'log’ and 'reap'. Set to
'noop’ to disable.

running_deleted_instance_poll_interval=1800

(IntOpt)Number of seconds to wait between runs of the
cleanup task.

running_deleted_instance_timeout=0

(IntOpt)Number of seconds after being deleted when a
running instance should be considered eligible for cleanup.

Table 5.9. Description of configuration options for conductor

Configuration option=Default value

(Type) Description

manager=nova.cells.manager.CellsManager

(StrOpt)Manager for cells

manager=nova.conductor.manager.ConductorManager

(StrOpt)full class name for the Manager for conductor

topic=cells

(StrOpt)the topic cells nodes listen on

topic=conductor

(StrOpt)the topic conductor nodes listen on

use_local=False

(BoolOpt)Perform nova-conductor operations locally
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Table 5.10. Description of configuration options for configdrive

Configuration option=Default value

(Type) Description

config_drive_cdrom=False

(BoolOpt)Attaches the Config Drive image as a cdrom
drive instead of a disk drive

config_drive_format=is09660

(StrOpt)Config drive format. One of is09660 (default) or
vfat

config_drive_inject_password=False

(BoolOpt)Sets the admin password in the config drive
image

config_drive_skip_versions=1.0 2007-01-19 2007-03-01
2007-08-29 2007-10-10 2007-12-15 2008-02-01 2008-09-01

(StrOpt)List of metadata versions to skip placing into the
config drive

config_drive_tempdir=None

(StrOpt)Where to put temporary files associated with
config drive creation

force_config_drive=None

(StrOpt)Set to force injection to take place on a config
drive (if set, valid options are: always)

mkisofs_cmd=genisoimage

(StrOpt)Name and optionally path of the tool used for ISO
image creation

Table 5.11. Description of configuration options for console

Configuration option=Default value

(Type) Description

console_public_hostname=usagi

(StrOpt)Publicly visible name for this console host

console_token_ttI=600

(IntOpt)How many seconds before deleting tokens

consoleauth_manager=nova.consoleauth.manager.Console

AGtrOpajdgerager for console auth

Table 5.12. Description of configuration options for db

Configuration option=Default value

(Type) Description

db_backend=sqlalchemy

(StrOpt)The backend to use for db

db_backend=sqlalchemy

(StrOpt)The backend to use for bare-metal database

db_check_interval=60

(IntOpt)Seconds between getting fresh cell info from db.

db_driver=nova.db

(StrOpt)driver to use for database access

dbapi_use_tpool=False

(BoolOpt)Enable the experimental use of thread pooling
for all DB API calls

sql_connection=sqlite:////home/fifieldt/temp/nova/nova/
openstack/common/db/$sqlite_db

(StrOpt)The SQLAIchemy connection string used to
connect to the database

sql_connection=sqlite:///$state_path/baremetal_
$sqlite_db

(StrOpt)The SQLAIchemy connection string used to
connect to the bare-metal database

sql_connection_debug=0

(IntOpt)Verbosity of SQL debugging information. 0=None,
100=Everything

sql_connection_trace=False

(BoolOpt)Add python stack traces to SQL as comment
strings

sql_idle_timeout=3600

(IntOpt)timeout before idle sql connections are reaped

sql_max_overflow=None

(IntOpt)If set, use this value for max_overflow with
sglalchemy

sql_max_pool_size=5

(IntOpt)Maximum number of SQL connections to keep
open in a pool

sql_max_retries=10

(IntOpt)maximum db connection retries during startup.
(setting -1 implies an infinite retry count)

sql_min_pool_size=1

(IntOpt)Minimum number of SQL connections to keep
open in a pool

sql_retry_interval=10

(IntOpt)interval between retries of opening a sql
connection
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Configuration option=Default value

(Type) Description

sqlite_db=nova.sqlite

(StrOpt)the filename to use with sqlite

sqlite_synchronous=True

(BoolOpt)If passed, use synchronous mode for sqlite

Table 5.13. Description of configuration options for ec2

Configuration option=Default value

(Type) Description

ec2_dmz_host=$my_ip

(StrOpt)the internal ip of the ec2 api server

ec2_host=$my_ip

(StrOpt)the ip of the ec2 api server

ec2_listen=0.0.0.0

(StrOpt)IP address for EC2 API to listen

ec2_listen_port=8773

(IntOpt)port for ec2 api to listen

ec2_path=/services/Cloud

(StrOpt)the path prefix used to call the ec2 api server

ec2_port=8773

(IntOpt)the port of the ec2 api server

ec2_private_dns_show_ip=False

(BoolOpt)Return the IP address as private dns hostname in
describe instances

ec2_scheme=http

(StrOpt)the protocol to use when connecting to the ec2
api server (http, https)

ec2_strict_validation=True

(BoolOpt)Validate security group names according to EC2
specification

ec2_timestamp_expiry=300

(IntOpt)Time in seconds before ec2 timestamp expires

ec2_workers=None

(IntOpt)Number of workers for EC2 API service

keystone_ec2_url=http://localhost:5000/v2.0/ec2tokens

(StrOpt)URL to get token from ec2 request.

lockout_attempts=5

(IntOpt)Number of failed auths before lockout.

lockout_minutes=15

(IntOpt)Number of minutes to lockout if triggered.

lockout_window=15

(IntOpt)Number of minutes for lockout window.

region_list=[]

(ListOpt)list of region=Ffqdn pairs separated by commas

Table 5.14. Description of configuration options for fping

Configuration option=Default value

(Type) Description

fping_path=/usr/sbin/fping

(StrOpt)Full path to fping.

Table 5.15. Description of configuration options for glance

Configuration option=Default value

(Type) Description

allowed_direct_url_schemes=[]

(ListOpt)A list of url scheme that can be downloaded
directly via the direct_url. Currently supported schemes:
[file].

glance_api_insecure=False

(BoolOpt)Allow to perform insecure SSL (https) requests
to glance

glance_api_servers=['$glance_host:$glance_port']

(ListOpt)A list of the glance api servers available to nova.
Prefix with https:// for ssl-based glance api servers.
([hostname |ip]:port)

glance_host=$my_ip

(StrOpt)default glance hostname or ip

glance_num_retries=0

(IntOpt)Number retries when downloading an image from
glance

glance_port=9292

(IntOpt)default glance port

glance_protocol=http

(StrOpt)Default protocol to use when connecting to
glance. Set to https for SSL.

osapi_glance_link_prefix=None

(StrOpt)Base URL that will be presented to users in links to
glance resources
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Table 5.16. Description of configuration options for hyperv

Configuration option=Default value

(Type) Description

instances_path_share=

(StrOpt)The name of a Windows share name mapped to
the "instances_path" dir and used by the resize feature to
copy files to the target host. If left blank, an administrative
share will be used, looking for the same "instances_path"
used locally

limit_cpu_features=False

(BoolOpt)Required for live migration among hosts with
different CPU features

gemu_img_cmd=gemu-img.exe

(StrOpt)gemu-img is used to convert between different
image types

vswitch_name=None

(StrOpt)External virtual switch Name, if not provided, the
first external virtual switch is used

Table 5.17. Description of configuration options for hypervisor

Configuration option=Default value

(Type) Description

block_migration_flag=VIR_MIGRATE_UNDEFINE_SOURCE,
VIR_MIGRATE_PEER2PEER,
VIR_MIGRATE_NON_SHARED_INC

(StrOpt)Migration flags to be set for block migration

checksum_base_images=False

(BoolOpt)Write a checksum for files in _base to disk

default_ephemeral_format=None

(StrOpt)The default format an ephemeral_volume will be
formatted with on creation.

disk_cachemodes=[]

(ListOpt)Specific cachemodes to use for different disk
types e.g: ["file=directsync”,"block=none"]

force_raw_images=True

(BoolOpt)Force backing images to raw format

inject_password=True

(BoolOpt)Whether baremetal compute injects password
or not

libvirt_cpu_mode=None

(StrOpt)Set to "host-model" to clone the host CPU feature
flags; to "host-passthrough"” to use the host CPU model
exactly; to "custom" to use a named CPU model; to "none"
to not set any CPU model. If libvirt_type="kvm|gemu", it
will default to "host-model", otherwise it will default to
"none"

libvirt_cpu_model=None

(StrOpt)Set to a named libvirt CPU model (see names
listed in /usr/share/libvirt/cpu_map.xml). Only has effect if
libvirt_cpu_mode="custom" and libvirt_type="kvm|gemu"

libvirt_disk_prefix=None

(StrOpt)Override the default disk prefix for the devices
attached to a server, which is dependent on libvirt_type.
(valid options are: sd, xvd, uvd, vd)

libvirt_images_type=default

(StrOpt)VM Images format. Acceptable values are:
raw, qcow?2, lvm, default. If default is specified, then
use_cow_images flag is used instead of this one.

libvirt_images_volume_group=None

(StrOpt)LVM Volume Group that is used for VM images,
when you specify libvirt_images_type=lvm.

libvirt_inject_key=True

(BoolOpt)Inject the ssh public key at boot time

libvirt_inject_partition=1

(IntOpt)The partition to inject to : -2 => disable, -1 =>
inspect (libguestfs only), 0 => not partitioned, >0 =>
partition number

libvirt_inject_password=False

(BoolOpt)Inject the admin password at boot time, without
an agent.

libvirt_lvm_snapshot_size=1000

(IntOpt)The amount of storage (in megabytes) to allocate
for LVM snapshot copy-on-write blocks.

libvirt_nonblocking=True

(BoolOpt)Use a separated OS thread pool to realize non-
blocking libvirt calls
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Configuration option=Default value

(Type) Description

libvirt_snapshot_compression=False

(BoolOpt)Compress snapshot images when possible. This
currently applies exclusively to qcow2 images

libvirt_snapshots_directory=$instances_path/snapshots

(StrOpt)Location where libvirt driver will store snapshots
before uploading them to image service

libvirt_sparse_logical_volumes=False

(BoolOpt)Create sparse logical volumes (with virtualsize) if
this flag is set to True.

libvirt_type=kvm

(StrOpt)Libvirt domain type (valid options are: kvm, Ixc,
gemu, uml, xen)

libvirt_uri=

(StrOpt)Override the default libvirt URI (which is
dependent on libvirt_type)

libvirt_vif_driver=nova.virt.libvirt.vif.LibvirtGenericVIFDriver

(StrOpt)The libvirt VIF driver to configure the VIFs.

libvirt_volume_drivers=['iscsi=nova.virt.libvirt.volume.Libvirt
'local=nova.virt.libvirt.volume.LibvirtVolumeDriver',
‘fake=nova.virt.libvirt.volume.LibvirtFakeVolumeDriver',
'rbd=nova.virt.libvirt.volume.LibvirtNetVolumeDriver',
'sheepdog=nova.virt.libvirt.volume.LibvirtNetVolumeDriver'
'nfs=nova.virt.libvirt.volume.LibvirtNFSVolumeDriver',
'‘aoe=nova.virt.libvirt.volume.LibvirtAOEVolumeDriver',
‘glusterfs=nova.virt.libvirt.volume.LibvirtGlusterfsVolumeDri
‘fibre_channel=nova.virt.libvirt.volume.LibvirtFibreChannel\
'scality=nova.virt.libvirt.volume.LibvirtScalityVolumeDriver']

{ St Ogititibiriveendlers for remote volumes.

ver',
olumeDriver',

libvirt_wait_soft_reboot_seconds=120

(IntOpt)Number of seconds to wait for instance to shut
down after soft reboot request is made. We fall back to
hard reboot if instance does not shutdown within this
window.

preallocate_images=none

(StrOpt)VM image preallocation mode: "none" => no
storage provisioning is done up front, "space" => storage is
fully allocated at instance start

remove_unused_base_images=True

(BoolOpt)Should unused base images be removed?

remove_unused_kernels=False

(BoolOpt)Should unused kernel images be removed?
This is only safe to enable if all compute nodes have been
updated to support this option. This will enabled by
default in future.

remove_unused_original_minimum_age_seconds=86400

(IntOpt)Unused unresized base images younger than this
will not be removed

remove_unused_resized_minimum_age_seconds=3600

(IntOpt)Unused resized base images younger than this will
not be removed

rescue_image_id=None

(StrOpt)Rescue ami image

rescue_kernel_id=None

(StrOpt)Rescue aki image

rescue_ramdisk_id=None

(StrOpt)Rescue ariimage

rescue_timeout=0

(IntOpt)Automatically unrescue an instance after N
seconds. Set to 0 to disable.

snapshot_image_format=None

(StrOpt)Snapshot image format (valid options are : raw,
gcow2, vmdk, vdi). Defaults to same as source image

timeout_nbd=10

(IntOpt)time to wait for a NBD device coming up

use_cow_images=True

(BoolOpt)Whether to use cow images

use_usb_tablet=True

(BoolOpt)Sync virtual and real mouse cursors in Windows
VMs

virt_mkfs=['default=mkfs.ext3 -L %(fs_label)s -F
%(target)s', 'linux=mkfs.ext3 -L %(fs_label)s -F %(target)s’,
‘windows=mkfs.ntfs -force —fast —label %(fs_label)s
%(target)s']

(MultiStrOpt)mkfs commands for ephemeral device. The
format is <os_type>=<mkfs command>
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Table 5.18. Description of configuration options for ipv6

Configuration option=Default value

(Type) Description

fixed_range_v6=fd00::/48

(StrOpt)Fixed IPv6 address block

gateway_v6=None

(StrOpt)Default IPv6 gateway

ipv6_backend=rfc2462

(StrOpt)Backend to use for IPv6 generation

use_ipvb=False

(BoolOpt)use ipv6

Table 5.19. Description of configuration options for kombu

Configuration option=Default value

(Type) Description

kombu_ssl_ca_certs=

(StrOpt)SSL certification authority file (valid only if SSL
enabled)

kombu_ssl_certfile=

(StrOpt)SSL cert file (valid only if SSL enabled)

kombu_ssl_keyfile=

(StrOpt)SSL key file (valid only if SSL enabled)

kombu_ssl_version=

(StrOpt)SSL version to use (valid only if SSL enabled)

Table 5.20. Description of configuration options for Idap

Configuration option=Default value

(Type) Description

Idap_dns_base_dn=ou=hosts,dc=example,dc=org

(StrOpt)Base DN for DNS entries in Idap

Idap_dns_password=password

(StrOpt)password for Idap DNS

Idap_dns_servers=['dns.example.org']

(MultiStrOpt)DNS Servers for Idap dns driver

Idap_dns_soa_expiry=86400

(StrOpt)Expiry interval (in seconds) for Idap dns driver
Statement of Authority

Idap_dns_soa_hostmaster=hostmaster@example.org

(StrOpt)Hostmaster for Idap dns driver Statement of
Authority

Idap_dns_soa_minimum=7200

(StrOpt)Minimum interval (in seconds) for Idap dns driver
Statement of Authority

Idap_dns_soa_refresh=1800

(StrOpt)Refresh interval (in seconds) for Idap dns driver
Statement of Authority

Idap_dns_soa_retry=3600

(StrOpt)Retry interval (in seconds) for Idap dns driver
Statement of Authority

Idap_dns_url=Idap://Idap.example.com:389

(StrOpt)URL for Idap server which will store dns entries

Idap_dns_user=uid=admin,ou=people,dc=example,dc=org

(StrOpt)user for Idap DNS

Table 5.21. Description of configuration options for livemigration

Configuration option=Default value

(Type) Description

live_migration_bandwidth=0

(IntOpt)Maximum bandwidth to be used during
migration, in Mbps

live_migration_flag=VIR_MIGRATE_UNDEFINE_SOURCE,
VIR_MIGRATE_PEER2PEER

(StrOpt)Migration flags to be set for live migration

live_migration_retry_count=30

(IntOpt)Number of 1 second retries needed in
live_migration

live_migration_uri=gemu-+tcp://%s/system

(StrOpt)Migration target URI (any included "%s" is
replaced with the migration target hostname)

Table 5.22. Description of configuration options for logging

Configuration option=Default value

(Type) Description

debug=False

(BoolOpt)Print debugging output (set logging level to
DEBUG instead of default WARNING level).
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Configuration option=Default value

(Type) Description

default_log_levels=['amgplib=WARN', 'sglalchemy=WARN',
'boto=WARN', 'suds=INFO’, 'keystone=INFO',
‘eventlet.wsgi.server=WARN']

(ListOpt)list of logger=LEVEL pairs

fatal_deprecations=False

(BoolOpt)make deprecations fatal

fatal_exception_format_errors=False

(BoolOpt)make exception message format errors fatal

instance_format=[instance: %(uuid)s]

(StrOpt)If an instance is passed with the log message,
format it like this

instance_uuid_format=[instance: %(uuid)s]

(StrOpt)If an instance UUID is passed with the log
message, format it like this

log_config=None

(StrOpt)If this option is specified, the logging
configuration file specified is used and overrides any
other logging options specified. Please see the Python
logging module documentation for details on logging
configuration files.

log_date_format=%Y-%m-%d %H:%M:%S

(StrOpt)Format string for %%(asctime)s in log records.
Default: %(default)s

log_dir=None

(StrOpt)(Optional) The base directory used for relative —
log-file paths

log_file=None

(StrOpt)(Optional) Name of log file to output to. If no
default is set, logging will go to stdout.

log_format=%(asctime)s %(levelname)8s [%(name)s]
%(message)s

(StrOpt)A logging.Formatter log message format string
which may use any of the available logging.LogRecord
attributes. Default: %(default)s

logfile_mode=0644

(StrOpt)Default file mode used when creating log files

logging_context_format_string=%(asctime)s.%(msecs)03d
%(levelname)s %(name)s [%(request_id)s %(user)s
%(tenant)s] %(instance)s%(message)s

(StrOpt)format string to use for log messages with context

logging_debug_format_suffix=%(funcName)s
%(pathname)s:%(lineno)d

(StrOpt)data to append to log format when level is
DEBUG

logging_default_format_string=%(asctime)s.%(msecs)03d
%(process)d %(levelname)s %(name)s [-] %(instance)s
%(message)s

(StrOpt)format string to use for log messages without
context

logging_exception_prefix=%(asctime)s.%(msecs)03d
%(process)d TRACE %(name)s %(instance)s

(StrOpt)prefix each line of exception output with this
format

publish_errors=False

(BoolOpt)publish error events

syslog_log_facility=LOG_USER

(StrOpt)syslog facility to receive log lines

use_stderr=True

(BoolOpt)Log output to standard error

use_syslog=False

(BoolOpt)Use syslog for logging.

verbose=False

(BoolOpt)Print more verbose output (set logging level to
INFO instead of default WARNING level).

Table 5.23. Description of configuration options for metadata

Configuration option=Default value

(Type) Description

metadata_host=$my_ip

(StrOpt)the ip for the metadata api server

metadata_listen=0.0.0.0

(StrOpt)IP address for metadata api to listen

metadata_listen_port=8775

(IntOpt)port for metadata api to listen

metadata_manager=nova.api.manager.MetadataManager

(StrOpt)OpenStack metadata service manager

metadata_port=8775

(IntOpt)the port for the metadata api port

metadata_workers=None

(IntOpt)Number of workers for metadata service
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Table 5.24. Description of configuration options for network

Configuration option=Default value

(Type) Description

allow_same_net_traffic=True

(BoolOpt)Whether to allow network traffic from same
network

auto_assign_floating_ip=False

(BoolOpt)Autoassigning floating ip to VM

cnt_vpn_clients=0

(IntOpt)Number of addresses reserved for vpn clients

create_unique_mac_address_attempts=5

(IntOpt)Number of attempts to create unique mac address

default_access_ip_network_name=None

(StrOpt)Name of network to use to set access ips for
instances

default_floating_pool=nova

(StrOpt)Default pool for floating ips

defer_iptables_apply=False

(BoolOpt)Whether to batch up the application of IPTables
rules during a host restart and apply all at the end of the
init phase

dhcp_domain=novalocal

(StrOpt)domain to use for building the hostnames

dhcp_lease_time=120

(IntOpt)Lifetime of a DHCP lease in seconds

dhcpbridge=$bindir/nova-dhcpbridge

(StrOpt)location of nova-dhcpbridge

dhcpbridge_flagfile=['/etc/nova/nova-dhcpbridge.conf']

(MultiStrOpt)location of flagfiles for dhcpbridge

dns_server=[]

(MultiStrOpt)if set, uses specific dns server for dnsmasq.
Canbe specified multiple times.

dns_update_periodic_interval=-1

(IntOpt)Number of seconds to wait between runs of
updates to DNS entries.

dnsmasq_config_file=

(StrOpt)Override the default dnsmasq settings with this
file

firewall_driver=None

(StrOpt)Firewall driver (defaults to hypervisor specific
iptables driver)

fixed_ip_disassociate_timeout=600

(IntOpt)Seconds after which a deallocated ip is
disassociated

fixed_range=10.0.0.0/8

(StrOpt)DEPRECATED - Fixed IP address block.If set to an
empty string, the subnet range(s) will be automatically
determined and configured.

flat_injected=False

(BoolOpt)Whether to attempt to inject network setup into
guest

flat_interface=None

(StrOpt)FlatDhcp will bridge into this interface if set

flat_network_bridge=None

(StrOpt)Bridge for simple network instances

flat_network_dns=8.8.4.4

(StrOpt)Dns for simple network

floating_ip_dns_manager=nova.network.noop_dns_driver.

NSOt D Hwdarss name for the DNS Manager for floating
IPs

force_dhcp_release=False

(BoolOpt)If True, send a dhcp release on instance
termination

force_snat_range=[]

(MultiStrOpt)Traffic to this range will always be snatted to
the fallback ip, even if it would normally be bridged out of
the node. Can be specified multiple times.

forward_bridge_interface=['all']

(MultiStrOpt)An interface that bridges can forward to. If
this is set to all then all traffic will be forwarded. Can be
specified multiple times.

gateway=None

(StrOpt)Default IPv4 gateway

injected_network_template=$pybasedir/nova/virt/
interfaces.template

(StrOpt)Template file for injected network

injected_network_template=$pybasedir/nova/virt/
baremetal/interfaces.template

(StrOpt)Template file for injected network

injected_network_template=$pybasedir/nova/virt/
interfaces.template

(StrOpt)Template file for injected network
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Configuration option=Default value (Type) Description

injected_network_template=$pybasedir/nova/virt/ (StrOpt)Template file for injected network

baremetal/interfaces.template

instance_dns_domain= (StrOpt)full class name for the DNS Zone for instance IPs

instance_dns_manager=nova.network.noop_dns_driver.NogsEr®gd)fudirclass name for the DNS Manager for instance
IPs

iptables_bottom_regex= (StrOpt)Regular expression to match iptables rule that

shouldalways be on the bottom.

iptables_drop_action=DROP (StrOpt)The table that iptables to jump to when a packet
is to be dropped.

iptables_top_regex= (StrOpt)Regular expression to match iptables rule that
shouldalways be on the top.

I3_lib=nova.network.I3.LinuxNetL3 (StrOpt)Indicates underlying L3 management library

linuxnet_interface_driver=nova.network.linux_net.LinuxBrid {sir@ptibenivesed to create ethernet devices.

linuxnet_ovs_integration_bridge=br-int (StrOpt)Name of Open vSwitch bridge used with linuxnet
multi_host=False (BoolOpt)Default value for multi_host in networks. Also, if
set, some rpc network calls will be sent directly to host.
network_api_class=nova.network.api.API (StrOpt)The full class name of the network API class to use
network_device_mtu=None (StrOpt)MTU setting for vlan
network_driver=nova.network.linux_net (StrOpt)Driver to use for network creation

network_manager=nova.network.manager.VlanManager |(StrOpt)full class name for the Manager for network

network_size=256 (IntOpt)Number of addresses in each private subnet
network_topic=network (StrOpt)the topic network nodes listen on
networks_path=$state_path/networks (StrOpt)Location to keep network config files
num_networks=1 (IntOpt)Number of networks to support
public_interface=eth0 (StrOpt)Interface for public IP addresses
routing_source_ip=$my_ip (StrOpt)Public IP of network host
security_group_api=nova (StrOpt)The full class name of the security API class

security_group_handler=nova.network.sg.NullSecurityGroup{3arjj The full class name of the security group handler

class
send_arp_for_ha=False (BoolOpt)send gratuitous ARPs for HA setup
send_arp_for_ha_count=3 (IntOpt)send this many gratuitous ARPs for HA setup
service_quantum_metadata_proxy=False (BoolOpt)Set flag to indicate Quantum will proxy

metadata requests and resolve instance ids.

share_dhcp_address=False (BoolOpt)If True in multi_host mode, all compute hosts
share the same dhcp address.

teardown_unused_network_gateway=False (BoolOpt)If True, unused gateway devices (VLAN and
bridge) are deleted in VLAN network mode with multi
hosted networks

update_dns_entries=False (BoolOpt)If True, when a DNS entry must be updated, it
sends a fanout cast to all network hosts to update their
DNS entries in multi host mode

use_network_dns_servers=False (BoolOpt)if set, uses the dns1 and dns2 from the network
ref.as dns servers.

use_quantum_default_nets=False (StrOpt)Control for checking for default networks

use_single_default_gateway=False (BoolOpt)Use single default gateway. Only first nic of vm
will get default gateway from dhcp server

vlan_interface=None (StrOpt)vlans will bridge into this interface if set

vlan_start=100 (IntOpt)First VLAN for private networks
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Table 5.25. Description of configuration options for periodic

Configuration option=Default value

(Type) Description

periodic_enable=True

(BoolOpt)enable periodic tasks

periodic_fuzzy_delay=60

(IntOpt)range of seconds to randomly delay when starting
the periodic task scheduler to reduce stampeding. (Disable
by setting to 0)

run_external_periodic_tasks=True

(BoolOpt)Some periodic tasks can be run in a separate
process. Should we run them here?

Table 5.26. Description of configuration options for policy

Configuration option=Default value

(Type) Description

allow_instance_snapshots=True

(BoolOpt)Permit instance snapshot operations.

allow_migrate_to_same_host=False

(BoolOpt)Allow migrate machine to the same host. Useful
when testing in single-host environments.

allow_resize_to_same_host=False

(BoolOpt)Allow destination machine to match source for
resize. Useful when testing in single-host environments.

max_age=0

(IntOpt)number of seconds between subsequent usage
refreshes

osapi_compute_unique_server_name_scope=

(StrOpt)When set, compute APl will consider duplicate
hostnames invalid within the specified scope, regardless of
case. Should be empty, "project” or "global".

osapi_max_limit=1000

(IntOpt)the maximum number of items returned in a
single response from a collection resource

osapi_max_request_body_size=114688

(IntOpt)the maximum body size per each osapi
request(bytes)

password_length=12

(IntOpt)Length of generated instance admin passwords

policy_default_rule=default

(StrOpt)Rule checked when requested rule is not found

policy_file=policy.json

(StrOpt)JSON file representing policy

reservation_expire=86400

(IntOpt)number of seconds until a reservation expires

until_refresh=0

(IntOpt)count of reservations until usage is refreshed

Table 5.27. Description of configuration options for powervm

Configuration option=Default value

(Type) Description

powervm_img_local_path=/tmp

(StrOpt)Local directory to download glance images to.
Make sure this path can fit your biggest image in glance

powervm_img_remote_path=/home/padmin

(StrOpt)PowerVM image remote path where images will
be moved. Make sure this path can fit your biggest image
in glance

powervm_mgr=None

(StrOpt)PowerVM manager host or ip

powervm_mgr_passwd=None

(StrOpt)PowerVM manager user password

powervm_mgr_type=ivm

(StrOpt)PowerVM manager type (ivm, hmc)

powervm_mgr_user=None

(StrOpt)PowerVM manager user name

Table 5.28. Description of configuration options for qpid

Configuration option=Default value

(Type) Description

gpid_heartbeat=60

(IntOpt)Seconds between connection keepalive
heartbeats

gpid_hostname=localhost

(StrOpt)Qpid broker hostname

gpid_hosts=['$qpid_hostname:$qpid_port']

(ListOpt)Qpid HA cluster host:port pairs
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Configuration option=Default value

(Type) Description

gpid_password=

(StrOpt)Password for gpid connection

qpid_port=5672

(IntOpt)Qpid broker port

gpid_protocol=tcp

(StrOpt)Transport to use, either 'tcp’ or 'ssl'

gpid_sasl_mechanisms=

(StrOpt)Space separated list of SASL mechanisms to use
for auth

gpid_tcp_nodelay=True

(BoolOpt)Disable Nagle algorithm

gpid_username=

(StrOpt)Username for gpid connection

Table 5.29. Description of configuration options for quantum

Configuration option=Default value

(Type) Description

quantum_admin_auth_url=http://localhost:5000/v2.0

(StrOpt)auth url for connecting to quantum in admin
context

quantum_admin_password=None

(StrOpt)password for connecting to quantum in admin
context

quantum_admin_tenant_name=None

(StrOpt)tenant name for connecting to quantum in admin
context

quantum_admin_username=None

(StrOpt)username for connecting to quantum in admin
context

quantum_api_insecure=False

(BoolOpt)if set, ignore any SSL validation issues

quantum_auth_strategy=keystone

(StrOpt)auth strategy for connecting to quantum in admin
context

quantum_default_tenant_id=default

(StrOpt)Default tenant id when creating quantum
networks

quantum_extension_sync_interval=600

(IntOpt)Number of seconds before querying quantum for
extensions

quantum_metadata_proxy_shared_secret=

(StrOpt)Shared secret to validate proxies Quantum
metadata requests

quantum_ovs_bridge=br-int

(StrOpt)Name of Integration Bridge used by Open vSwitch

quantum_region_name=None

(StrOpt)region name for connecting to quantum in admin
context

quantum_url=http://127.0.0.1:9696

(StrOpt)URL for connecting to quantum

quantum_url_timeout=30

(IntOpt)timeout value for connecting to quantum in
seconds

Table 5.30. Description of configuration options for quota

Configuration option=Default value

(Type) Description

bandwidth_poll_interval=600

(IntOpt)interval to pull bandwidth usage info

enable_network_quota=False

(BoolOpt)Enables or disables quotaing of tenant networks

quota_cores=20

(IntOpt)number of instance cores allowed per project

quota_driver=nova.quota.DbQuotaDriver

(StrOpt)default driver to use for quota checks

quota_fixed_ips=-1

(IntOpt)number of fixed ips allowed per project (this
should be at least the number of instances allowed)

quota_floating_ips=10

(IntOpt)number of floating ips allowed per project

quota_injected_file_content_bytes=10240

(IntOpt)number of bytes allowed per injected file

quota_injected_file_path_bytes=255

(IntOpt)number of bytes allowed per injected file path

quota_injected_files=5

(IntOpt)number of injected files allowed

quota_instances=10

(IntOpt)number of instances allowed per project

quota_key_pairs=100

(IntOpt)number of key pairs per user

76




Compute Admin Guide

March 17, 2014

Grizzly, 2013.1

Configuration option=Default value

(Type) Description

quota_metadata_items=128

(IntOpt)number of metadata items allowed per instance

quota_ram=51200

(IntOpt)megabytes of instance ram allowed per project

quota_security_group_rules=20

(IntOpt)number of security rules per security group

quota_security_groups=10

(IntOpt)number of security groups per project

Table 5.31. Description of configuration options for rabbitmq

Configuration option=Default value

(Type) Description

rabbit_durable_queues=False

(BoolOpt)use durable queues in RabbitMQ

rabbit_ha_queues=False

(BoolOpt)use H/A queues in RabbitMQ (x-ha-policy:
all).You need to wipe RabbitMQ database when changing
this option.

rabbit_host=localhost

(StrOpt)The RabbitMQ broker address where a single
node is used

rabbit_hosts=['$rabbit_host:$rabbit_port']

(ListOpt)RabbitMQ HA cluster host:port pairs

rabbit_max_retries=0

(IntOpt)maximum retries with trying to connect to
RabbitMQ (the default of 0 implies an infinite retry count)

rabbit_password=guest

(StrOpt)the RabbitMQ password

rabbit_port=5672

(IntOpt)The RabbitMQ broker port where a single node is
used

rabbit_retry_backoff=2

(IntOpt)how long to backoff for between retries when
connecting to RabbitMQ

rabbit_retry_interval=1

(IntOpt)how frequently to retry connecting with
RabbitMQ

rabbit_use_ssl=False

(BoolOpt)connect over SSL for RabbitMQ

rabbit_userid=guest

(StrOpt)the RabbitMQ userid

rabbit_virtual_host=/

(StrOpt)the RabbitMQ virtual host

Table 5.32. Description of configuration options for rpc

Configuration option=Default value

(Type) Description

amqp_rpc_single_reply_queue=False

(BoolOpt)Enable a fast single reply queue if using AMQP
based RPC like RabbitMQ or Qpid.

control_exchange=openstack

(StrOpt)AMQP exchange to connect to if using RabbitMQ
or Qpid

matchmaker_heartbeat_freq=300

(IntOpt)Heartbeat frequency

matchmaker_heartbeat_ttI=600

(IntOpt)Heartbeat time-to-live.

matchmaker_ringfile=/etc/nova/matchmaker_ring.json

(StrOpt)Matchmaker ring file (JSON)

rpc_backend=nova.openstack.common.rpc.impl_kombu

(StrOpt)The messaging module to use, defaults to kombu.

rpc_cast_timeout=30

(IntOpt)Seconds to wait before a cast expires (TTL). Only
supported by impl_zmgq.

rpc_conn_pool_size=30

(IntOpt)Size of RPC connection pool

rpc_driver_queue_base=cells.intercell

(StrOpt)Base queue name to use when communicating
between cells. Various topics by message type will be
appended to this.

rpc_response_timeout=60

(IntOpt)Seconds to wait for a response from call or
multicall

rpc_thread_pool_size=64

(IntOpt)Size of RPC thread pool
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Table 5.33. Description of configuration options for s3

Configuration option=Default value

(Type) Description

buckets_path=$state_path/buckets

(StrOpt)path to s3 buckets

image_decryption_dir=/tmp

(StrOpt)parent dir for tempdir used for image decryption

s3_access_key=notchecked

(StrOpt)access key to use for s3 server for images

s3_affix_tenant=False

(BoolOpt)whether to affix the tenant id to the access key
when downloading from s3

s3_host=$my_ip

(StrOpt)hostname or ip for openstack to use when
accessing the s3 api

s3_listen=0.0.0.0

(StrOpt)IP address for S3 API to listen

s3_listen_port=3333

(IntOpt)port for s3 api to listen

s3_port=3333

(IntOpt)port used when accessing the s3 api

s3_secret_key=notchecked

(StrOpt)secret key to use for s3 server for images

s3_use_ssl=False

(BoolOpt)whether to use ssl when talking to s3

Table 5.34. Description of configuration options for scheduling

Configuration option=Default value

(Type) Description

cpu_allocation_ratio=16.0

(FloatOpt)Virtual CPU to Physical CPU allocation ratio

disk_allocation_ratio=1.0

(FloatOpt)virtual disk to physical disk allocation ratio

isolated_hosts=[]

(ListOpt)Host reserved for specific images

isolated_images=[]

(ListOpt)Images to run on isolated host

max_instances_per_host=50

(IntOpt)lgnore hosts that have too many instances

max_io_ops_per_host=8

(IntOpt)lgnore hosts that have too many builds/resizes/
snaps/migrations

ram_allocation_ratio=1.5

(FloatOpt)virtual ram to physical ram allocation ratio

ram_weight_multiplier=1.0

(FloatOpt)Multiplier used for weighing ram. Negative
numbers mean to stack vs spread.

reserved_host_disk_mb=0

(IntOpt)Amount of disk in MB to reserve for the host

reserved_host_memory_mb=512

(IntOpt)Amount of memory in MB to reserve for the host

scheduler_available_filters=['nova.scheduler filters.all_filters

'IMultiStrOpt)Filter classes available to the scheduler
which may be specified more than once. An entry of
"nova.scheduler filters.standard_filters" maps to all filters
included with nova.

scheduler_default_filters=['RetryFilter',
'AvailabilityZoneFilter', 'RamFilter', 'ComputeFilter',
'ComputeCapabilitiesFilter', 'lmagePropertiesFilter']

(ListOpt)Which filter class names to use for filtering hosts
when not specified in the request.

scheduler_driver=nova.scheduler.filter_scheduler.FilterSche

i(BerOpt)Default driver to use for the scheduler

scheduler_host_manager=nova.scheduler.host_manager.Hda

{St@meryjEne scheduler host manager class to use

scheduler_host_subset_size=1

(IntOpt)New instances will be scheduled on a host chosen
randomly from a subset of the N best hosts. This property
defines the subset size that a host is chosen from. A value
of 1 chooses the first host returned by the weighing
functions. This value must be at least 1. Any value less than
1 will be ignored, and 1 will be used instead

scheduler_json_config_location=

(StrOpt)Absolute path to scheduler configuration JSON
file.

scheduler_manager=nova.scheduler.manager.SchedulerMa

nEgedpt)full class name for the Manager for scheduler

scheduler_max_attempts=3

(IntOpt)Maximum number of attempts to schedule an
instance

scheduler_retries=10

(IntOpt)How many retries when no cells are available.
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Configuration option=Default value

(Type) Description

scheduler_retry_delay=2

(IntOpt)How often to retry in seconds when no cells are
available.

scheduler_topic=scheduler

(StrOpt)the topic scheduler nodes listen on

scheduIer_weight_classes=['nova.scheduler.weights.aII_weigr

figstPpt)Which weight class names to use for weighing
hosts

Table 5.35. Description of configuration options for spice

Configuration option=Default value

(Type) Description

agent_enabled=True

(BoolOpt)enable spice guest agent support

enabled=False

(BoolOpt)enable spice related features

html5proxy_base_url=http://127.0.0.1:6080/
spice_auto.html

(StrOpt)location of spice html5 console proxy, in the form
"http://127.0.0.1:6080/spice_auto.html"

keymap=en-us

(StrOpt)keymap for spice

server_listen=127.0.0.1

(StrOpt)IP address on which instance spice server should
listen

server_proxyclient_address=127.0.0.1

(StrOpt)the address to which proxy clients (like nova-

spicehtml5proxy) should connect

Table 5.36. Description of configuration options for testing

Configuration option=Default value

(Type) Description

allowed_rpc_exception_modules=['nova.openstack.commo
'nova.exception', 'cinder.exception', 'exceptions']

n(bistemifi'odules of exceptions that are permitted to be
recreatedupon receiving exception data from an rpc call.

backdoor_port=None

(IntOpt)port for eventlet backdoor to listen

fake_call=False

(BoolOpt)If True, skip using the queue and make local calls

fake_network=False

(BoolOpt)If passed, use fake network devices and
addresses

fake_rabbit=False

(BoolOpt)If passed, use a fake RabbitMQ provider

monkey_patch=False

(BoolOpt)Whether to log monkey patching

monkey_patch_modules=['nova.api.ec2.cloud:nova.openst3

(kistOpijbistoftifiedapesidafprdeasradaripnkey patch

'nova.compute.api:nova.openstack.common.notifier.api.no

tify_decorator']

Table 5.37. Description of configuration options for tilera

Configuration option=Default value

(Type) Description

tile_pdu_ip=10.0.100.1

(StrOpt)ip address of tilera pdu

tile_pdu_mgr=/tftpboot/pdu_mgr

(StrOpt)management script for tilera pdu

tile_pdu_off=2

(IntOpt)power status of tilera PDU is OFF

tile_pdu_on=1

(IntOpt)power status of tilera PDU is ON

tile_pdu_status=9

(IntOpt)power status of tilera PDU

tile_power_wait=9

(IntOpt)wait time in seconds until check the result after

tilera power operations

Table 5.38. Description of configuration options for trustedcomputing

Configuration option=Default value

(Type) Description

attestation_api_url=/OpenAttestationWebServices/V1.0

(StrOpt)attestation web API URL

attestation_auth_blob=None

(StrOpt)attestation authorization blob - must change
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Configuration option=Default value

(Type) Description

attestation_auth_timeout=60

(IntOpt)Attestation status cache valid period length

attestation_port=8443

(StrOpt)attestation server port

attestation_server=None

(StrOpt)attestation server http

attestation_server_ca_file=None

(StrOpt)attestation server Cert file for Identity verification

Table 5.39. Description of configuration options for vmware

Configuration option=Default value

(Type) Description

integration_bridge=br-int

(StrOpt)Name of Integration Bridge

use_linked_clone=True

(BoolOpt)Whether to use linked clone

vmwareapi_api_retry_count=10

(IntOpt)The number of times we retry on

failures, e.g., socket error, etc. Used only if
compute_driver is vmwareapi.VMwareESXDriver or
vmwareapi.VMwareVCDriver.

vmwareapi_cluster_name=None

(StrOpt)Name of a VMware Cluster
ComputeResource. Used only if compute_driver is
vmwareapi.VMwareVCDriver.

vmwareapi_host_ip=None

(StrOpt)URL for connection to VMware
ESX/VC host. Required if compute_driver
is vmwareapi.VMwareESXDriver or
vmwareapi.VMwareVCDriver.

vmwareapi_host_password=None

(StrOpt)Password for connection to VMware
ESX/VC host. Used only if compute_driver

is vmwareapi.VMwareESXDriver or
vmwareapi.VMwareVCDriver.

vmwareapi_host_username=None

(StrOpt)Username for connection to VMware
ESX/VC host. Used only if compute_driver

is vmwareapi.VMwareESXDriver or
vmwareapi.VMwareVCDriver.

vmwareapi_task_poll_interval=5.0

(FloatOpt)The interval used for polling of
remote tasks. Used only if compute_driver
is vmwareapi.VMwareESXDriver or
vmwareapi.VMwareVCDriver.

vmwareapi_vlan_interface=vmnic0

(StrOpt)Physical ethernet adapter name for vlan
networking

vmwareapi_wsdl_loc=None

(StrOpt)VIM Service WSDL Location e.g http://<server>/
vimService.wsdl. Due to a bug in vSphere ESX 4.1 default
wsdl. Refer readme-vmware to setup

Table 5.40. Description of configuration options for vnc

Configuration option=Default value

(Type) Description

novncproxy_base_url=http://127.0.0.1:6080/
vnc_auto.html

(StrOpt)location of vnc console proxy, in the form
"http://127.0.0.1:6080/vnc_auto.html"

vnc_enabled=True

(BoolOpt)enable vnc related features

vnc_keymap=en-us

(StrOpt)keymap for vnc

vnc_password=None

(StrOpt)VNC password

vnc_port=5900

(IntOpt)VNC starting port

vnc_port_total=10000

(IntOpt)Total number of VNC ports

vncserver_listen=127.0.0.1

(StrOpt)IP address on which instance vncservers should
listen

vncserver_proxyclient_address=127.0.0.1

(StrOpt)the address to which proxy clients (like nova-
xvpvncproxy) should connect
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Table 5.41. Description of configuration options for volumes

Configuration option=Default value

(Type) Description

block_device_creation_timeout=10

(IntOpt)Time to wait for a block device to be created

cinder_api_insecure=False

(BoolOpt)Allow to perform insecure SSL requests to cinder

cinder_catalog_info=volume:cinder:publicURL

(StrOpt)Info to match when looking for cinder in the
service catalog. Format is : separated values of the form:
<service_type>:<service_name>:<endpoint_type>

cinder_cross_az_attach=True

(BoolOpt)Allow attach between instance and volume in
different availability zones.

cinder_endpoint_template=None

(StrOpt)Override service catalog lookup with template
for cinder endpoint e.g. http://localhost:8776/v1/
%(project_id)s

cinder_http_retries=3

(IntOpt)Number of cinderclient retries on failed http calls

force_volumeutils_v1=False

(BoolOpt)Force volumeutils v1

iscsi_iqn_prefix=iqn.2010-10.org.openstack.baremetal

(StrOpt)iSCSI IQN prefix used in baremetal volume
connections.

os_region_name=None

(StrOpt)region name of this node

volume_api_class=nova.volume.cinder.API

(StrOpt)The full class name of the volume API class to use

volume_attach_retry_count=10

(IntOpt)The number of times to retry to attach a volume

volume_attach_retry_interval=5

(IntOpt)Interval between volume attachment attempts, in
seconds

volume_driver=nova.virt.baremetal.volume_driver.LibvirtVdl(ftr€IiyRaremetal volume driver.

volume_usage_poll_interval=0

(IntOpt)Interval in seconds for gathering volume usages

Table 5.42. Description of configuration options for vpn

Configuration option=Default value

(Type) Description

boot_script_template=$pybasedir/nova/cloudpipe/
bootscript.template

(StrOpt)Template for cloudpipe instance boot script

dmz_cidr=[]

(ListOpt)A list of dmz range that should be accepted

dmz_mask=255.255.255.0

(StrOpt)Netmask to push into openvpn config

dmz_net=10.0.0.0

(StrOpt)Network to push into openvpn config

vpn_image_id=0

(StrOpt)image id used when starting up a cloudpipe vpn
server

vpn_instance_type=m1.tiny

(StrOpt)Instance type for vpn instances

vpn_ip=$my_ip

(StrOpt)Public IP for the cloudpipe VPN servers

vpn_key_suffix=-vpn

(StrOpt)Suffix to add to project name for vpn key and
secgroups

vpn_start=1000

(IntOpt)First Vpn port for private networks

Table 5.43. Description of configuration options for wsgi

Configuration option=Default value

(Type) Description

api_paste_config=api-paste.ini

(StrOpt)File name for the paste.deploy config for nova-api

ssl_ca_file=None

(StrOpt)CA certificate file to use to verify connecting
clients

ssl_cert_file=None

(StrOpt)SSL certificate of APl server

ssl_key_file=None

(StrOpt)SSL private key of API server

tcp_keepidle=600

(IntOpt)Sets the value of TCP_KEEPIDLE in seconds for
each server socket. Not supported on OS X.
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Configuration option=Default value

(Type) Description

wsgi_log_format=%(client_ip)s "%(request_line)s"
status: %(status_code)s len: %(body_length)s time:
%(wall_seconds).7f

(StrOpt)A python format string that is used as the
template to generate log lines. The following values can
be formatted into it: client_ip, date_time, request_line,
status_code, body_length, wall_seconds.

Table 5.44. Description of configuration options for xen

Configuration option=Default value

(Type) Description

agent_resetnetwork_timeout=60

(IntOpt)number of seconds to wait for agent reply to
resetnetwork request

agent_timeout=30

(IntOpt)number of seconds to wait for agent reply

agent_version_timeout=300

(IntOpt)number of seconds to wait for agent to be fully
operational

cache_images=all

(StrOpt)Cache glance images locally. “all* will cache all
images, “some" will only cache images that have the
image_property “cache_in_nova=True’, and "none" turns
off caching entirely

console_driver=nova.console.xvp.XVPConsoleProxy

(StrOpt)Driver to use for the console proxy

console_vmrc_error_retries=10

(IntOpt)number of retries for retrieving VMRC information

console_vmrc_port=443

(IntOpt)port for VMware VMRC connections

console_xvp_conf=/etc/xvp.conf

(StrOpt)generated XVP conf file

console_xvp_conf_template=$pybasedir/nova/console/
xvp.conf.template

(StrOpt)XVP conf template

console_xvp_log=/var/log/xvp.log

(StrOpt)XVP log file

console_xvp_multiplex_port=5900

(IntOpt)port for XVP to multiplex VNC connections on

console_xvp_pid=/var/run/xvp.pid

(StrOpt)XVP master process pid file

default_os_type=linux

(StrOpt)Default OS type

iqn_prefix=ign.2010-10.org.openstack

(StrOpt)IQN Prefix

max_kernel_ramdisk_size=16777216

(IntOpt)Maximum size in bytes of kernel or ramdisk
images

sr_matching_filter=other-config:i18n-key=local-storage

(StrOpt)Filter for finding the SR to be used to install guest
instances on. The default value is the Local Storage in
default XenServer/XCP installations. To select an SR with

a different matching criteria, you could set it to other-
config:my_favorite_sr=true. On the other hand, to fall
back on the Default SR, as displayed by XenCenter, set this
flag to: default-sr:true

stub_compute=False

(BoolOpt)Stub calls to compute worker for tests

target_host=None

(StrOpt)iSCSI Target Host

target_port=3260

(StrOpt)iSCSI Target Port, 3260 Default

use_join_force=True

(BoolOpt)To use for hosts with different CPUs

xen_hvmloader_path=/usr/lib/xen/boot/hvmloader

(StrOpt)Location where the Xen hvmloader is kept

xenapi_agent_path=usr/sbin/xe-update-networking

(StrOpt)Specifies the path in which the xenapi guest
agent should be located. If the agent is present,
network configuration is not injected into the image.
Used if compute_driver=xenapi.XenAPIDriver and
flat_injected=True

xenapi_check_host=True

(BoolOpt)Ensure compute service is running on host
XenAPI connects to.

xenapi_connection_concurrent=5

(IntOpt)Maximum number of concurrent
XenAPI connections. Used only if
compute_driver=xenapi.XenAPIDriver
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Configuration option=Default value

(Type) Description

xenapi_connection_password=None

(StrOpt)Password for connection to
XenServer/Xen Cloud Platform. Used only if
compute_driver=xenapi.XenAPIDriver

xenapi_connection_url=None

(StrOpt)URL for connection to XenServer/
Xen Cloud Platform. Required if
compute_driver=xenapi.XenAPIDriver

xenapi_connection_username=root

(StrOpt)Username for connection to
XenServer/Xen Cloud Platform. Used only if
compute_driver=xenapi.XenAPIDriver

xenapi_disable_agent=False

(BoolOpt)Disable XenAPI agent. Reduces the amount of
time it takes nova to detect that a VM has started, when
that VM does not have the agent installed

xenapi_image_upload_handler=nova.virt.xenapi.imageuplod8tgpg©6jencssboecDriver used to handle image uploads.

xenapi_login_timeout=10

(IntOpt)Timeout in seconds for XenAPI login.

xenapi_num_vbd_unplug_retries=10

(IntOpt)Maximum number of retries to unplug VBD

xenapi_ovs_integration_bridge=xapi1

(StrOpt)Name of Integration Bridge used by Open vSwitch

xenapi_remap_vbd_dev=False

(BoolOpt)Used to enable the remapping of VBD dev
(Works around an issue in Ubuntu Maverick)

xenapi_remap_vbd_dev_prefix=sd

(StrOpt)Specify prefix to remap VBD dev to (ex. /dev/xvdb
-> /dev/sdb)

xenapi_running_timeout=60

(IntOpt)number of seconds to wait for instance to go to
running state

xenapi_sparse_copy=True

(BoolOpt)Whether to use sparse_copy for copying data on
a resize down (False will use standard dd). This speeds up
resizes down considerably since large runs of zeros won't
have to be rsynced

xenapi_sr_base_path=/var/run/sr-mount

(StrOpt)Base path to the storage repository

xenapi_torrent_base_url=None

(StrOpt)Base URL for torrent files.

xenapi_torrent_download_stall_cutoff=600

(IntOpt)Number of seconds a download can remain at the
same progress percentage w/o being considered a stall

xenapi_torrent_images=none

(StrOpt)Whether or not to download images via Bit
Torrent (all|some|none).

xenapi_torrent_listen_port_end=6891

(IntOpt)End of port range to listen on

xenapi_torrent_listen_port_start=6881

(IntOpt)Beginning of port range to listen on

xenapi_torrent_max_last_accessed=86400

(IntOpt)Cached torrent files not accessed within this
number of seconds can be reaped

xenapi_torrent_max_seeder_processes_per_host=1

(IntOpt)Maximum number of seeder processes to run
concurrently within a given dom0. (-1 = no limit)

xenapi_torrent_seed_chance=1.0

(FloatOpt)Probability that peer will become a seeder. (1.0
= 100%)

xenapi_torrent_seed_duration=3600

(IntOpt)Number of seconds after downloading an image
via BitTorrent that it should be seeded for other peers.

xenapi_vhd_coalesce_max_attempts=5

(IntOpt)Max number of times to poll for VHD to coalesce.
Used only if compute_driver=xenapi.XenAPIDriver

xenapi_vhd_coalesce_poll_interval=5.0

(FloatOpt)The interval used for polling of coalescing vhds.
Used only if compute_driver=xenapi.XenAPIDriver

xenapi_vif_driver=nova.virt.xenapi.vif.XenAPIBridgeDriver

(StrOpt)The XenAPI VIF driver using XenServer Network
APIs.
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Table 5.45. Description of configuration options for xvpnvncproxy

Configuration option=Default value

(Type) Description

xvpvncproxy_base_url=http://127.0.0.1:6081/console

(StrOpt)location of nova xvp vnc console proxy, in the
form "http://127.0.0.1:6081/console"

xvpvncproxy_host=0.0.0.0

(StrOpt)Address that the XCP VNC proxy should bind to

Xvpvncproxy_port=6081

(IntOpt)Port that the XCP VNC proxy should bind to

Table 5.46. Description of configuration options for zeromq

Configuration option=Default value

(Type) Description

rpc_zmgq_bind_address=*

(StrOpt)ZeroMQ bind address. Should be a wildcard (*),
an ethernet interface, or IP. The "host" option should point
or resolve to this address.

rpc_zmgq_contexts=1

(IntOpt)Number of ZeroMQ contexts, defaults to 1

rpc_zmg_host=usagi

(StrOpt)Name of this node. Must be a valid hostname,
FQDN, or IP address. Must match "host" option, if running
Nova.

rpc_zmg_ipc_dir=/var/run/openstack

(StrOpt)Directory for holding IPC sockets

rpc_zmq_matchmaker=nova.openstack.common.rpc.match

itk @i dtabiVibkeceodribest

rpc_zmgq_port=9501

(IntOpt)ZeroMQ receiver listening port

rpc_zmgq_topic_backlog=None

(IntOpt)Maximum number of ingress messages to locally
buffer per topic. Default is unlimited.

Table 5.47. Description of configuration options for zookeeper

Configuration option=Default value

(Type) Description

address=None

(StrOpt)The ZooKeeper addresses for servicegroup service
in the format of host1:port,host2:port,host3:port

recv_timeout=4000

(IntOpt)recv_timeout parameter for the zk session

sg_prefix=/servicegroups

(StrOpt)The prefix used in ZooKeeper to store ephemeral
nodes

sg_retry_interval=5

(IntOpt)Number of seconds to wait until retrying to join
the session
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6. Identity Management
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The default identity management system for OpenStack is the OpenStack Identity Service,
code-named Keystone. Once Identity is installed, it is configured via a primary configuration
file (et ¢/ keyst one. conf ), possibly a separate logging configuration file, and initializing
data into keystone using the command line client.

Identity Service Concepts

The Identity service performs the following functions:

» User management. Tracks users and their permissions.
* Service catalog. Provides a catalog of available services with their APl endpoints.

To understand the Identity Service, you must understand the following concepts:

User Digital representation of a person, system, or service who uses
OpenStack cloud services. Identity authentication services will validate
that incoming request are being made by the user who claims to be
making the call. Users have a login and may be assigned tokens to
access resources. Users may be directly assigned to a particular tenant
and behave as if they are contained in that tenant.

Credentials Data that is known only by a user that proves who they are. In the
Identity Service, examples are:

* Username and password
e Username and API key
* An authentication token provided by the Identity Service

Authentication The act of confirming the identity of a user. The Identity Service
confirms an incoming request by validating a set of credentials
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Token

Tenant

Service

Endpoint

Role

supplied by the user. These credentials are initially a username
and password or a username and API key. In response to these
credentials, the Identity Service issues the user an authentication
token, which the user provides in subsequent requests.

An arbitrary bit of text that is used to access resources. Each token
has a scope which describes which resources are accessible with it. A
token may be revoked at anytime and is valid for a finite duration.

While the Identity Service supports token-based authentication in
this release, the intention is for it to support additional protocols in
the future. The intent is for it to be an integration service foremost,
and not aspire to be a full-fledged identity store and management
solution.

A container used to group or isolate resources and/or identity objects.
Depending on the service operator, a tenant may map to a customer,
account, organization, or project.

An OpenStack service, such as Compute (Nova), Object Storage
(Swift), or Image Service (Glance). Provides one or more endpoints
through which users can access resources and perform operations.

An network-accessible address, usually described by URL, from where
you access a service. If using an extension for templates, you can
create an endpoint template, which represents the templates of all
the consumable services that are available across the regions.

A personality that a user assumes that enables them to perform a
specific set of operations. A role includes a set of rights and privileges.
A user assuming that role inherits those rights and privileges.

In the Identity Service, a token that is issued to a user includes the

list of roles that user can assume. Services that are being called by
that user determine how they interpret the set of roles a user has and
which operations or resources each role grants access to.
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The Keystone Identity Manager
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User management
The main components of Identity user management are:
* Users
* Tenants

¢ Roles

A user represents a human user, and has associated information such as username,
password and email. This example creates a user named "alice":

$ keystone user-create --nane=alice --pass=nypasswordl23 --enmil =
al i ce@xanpl e. com

A tenant can be a project, group, or organization. Whenever you make requests to
OpenStack services, you must specify a tenant. For example, if you query the Compute
service for a list of running instances, you will receive a list of all of the running instances in
the tenant you specified in your query. This example creates a tenant named "acme":

$ keystone tenant-create --name=acne

3 Note
Because the term project was used instead of tenant in earlier versions of

OpenStack Compute, some command-line tools use - - pr oj ect _i d instead of
--tenant-idor--o0s-tenant-idtoreferto atenant ID.
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A role captures what operations a user is permitted to perform in a given tenant. This
example creates a role named "compute-user":

$ keystone rol e-create --nane=conput e- user

3 Note

It is up to individual services such as the Compute service and Image service to
assign meaning to these roles. As far as the Identity service is concerned, a role
is simply a name.

The Identity service associates a user with a tenant and a role. To continue with our
previous examples, we may wish to assign the "alice" user the "compute-user" role in the
"acme" tenant:

$ keystone user-|i st

N R S i oo +
| id | enabl ed | emai | |  name |
o oooccooo foocoocosoe foooccccocacooconans ooocoooo +
| 892585 | True | alice@xanple.com| alice |
ffecocc=oc fhecocczooc ffecocccocczccocoooos feoocoooo +

floooocooo foococcococcacoo +
| id | name |
o coooooo ffococcooocooooo +
| 9a764e | conpute-user |
Fomeemea domm e e +

ffocoooooo o coooo ffocoocoooo +
| id | name | enabl ed |
+omeema +ememm- D +
| 6b8fd2 | acne | True |
4o - moo - E T Hooammmo - +

$ keystone user-rol e-add --user=892585 --rol e=9a764e --tenant-i d=6b8fd2

A user can be assigned different roles in different tenants: for example, Alice may also have
the "admin" role in the "Cyberdyne" tenant. A user can also be assigned multiple roles in the
same tenant.

The / et ¢/ [ SERVI CE_CCODENAME] / pol i cy. j son controls what users are allowed to
do for a given service. For example, / et ¢/ nova/ pol i cy. j son specifies the access policy
for the Compute service, / et ¢/ gl ance/ pol i cy. j son specifies the access policy for the
Image service, and / et ¢/ keyst one/ pol i cy. j son specifies the access policy for the
Identity service.

The default pol i cy. j son files in the Compute, Identity, and Image service recognize only
the adm n role: all operations that do not require the adni n role will be accessible by any
user that has any role in a tenant.

If you wish to restrict users from performing operations in, say, the Compute service, you
need to create a role in the Identity service and then modify / et ¢/ nova/ pol i cy.j son
so that this role is required for Compute operations.
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For example, this line in / et ¢/ nova/ pol i cy. j son specifies that there are no restrictions
on which users can create volumes: if the user has any role in a tenant, they will be able to
create volumes in that tenant.

{

"vol ume: create": [

]
}

If we wished to restrict creation of volumes to users who had the conput e- user rolein a
particular tenant, we would add " r ol e: conmput e- user ", like so:

{

"vol une: create": [
"rol e: conput e- user"
]
}

If we wished to restrict all Compute service requests to require this role, the resulting file
would look like:

{

"adm n_or_owner": [

[

]
[

]

1.

"defaul t":[
[

]

1,

"conput e: create": [
"rol e: conput e- user"

"rol e: adm n"

"project _id:%project_id)s"

"rul e: adm n_or_owner"

Il

"conmput e: create: attach_network": [
"rol e: conput e- user"

Il

"conput e: create: attach_vol une": [
"rol e: conput e- user"

Il

"compute:get_all":[
"rol e: conput e- user"

Il

"adm n_api ": [

[
]

"rol e: adm n"

1.

" comput e_ext ensi on: account s": [

[
]

"rul e: adm n_api "

1.

"conput e_ext ensi on: adm n_actions": [

[
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"rul e: adm
|
Il

"conmput e_ext ensi

[

]
Il
"conput e_ext ensi

[
]

"rul e: adm

"rul e: admi

1.

" conput e_ext ensi

[
]

"rul e: adm

],

" conput e_ext ensi

[
]

"rul e: adm

1.

" conput e_ext ensi

[
]

"rul e: adm

1.

"conput e_ext ensi

[
]

"rul e: adm

1.

"conput e_ext ensi

[
]

"rul e: adm

1.

"conmput e_ext ensi

[
]

"rul e: adm

1.

"conput e_ext ensi

[

]
Il
"conput e_ext ensi

[
]

"rul e: adm

"rul e: admi

1.

" conput e_ext ensi

[
]

"rul e: adm

],

" conput e_ext ensi

[

n_api "

on: adm n_acti ons:

n_or_owner"

on: adm n_acti ons:

n_or_owner"

on: admi n_acti ons:

n_or_owner"

on: admi n_acti ons:

n_or _owner"

on: admi n_acti ons:

n_api"

on: adm n_acti ons:

n_api"

on: adm n_acti ons:

n_api"

on: adm n_acti ons:

n_api "

on: adm n_acti ons:

n_or_owner"

on: admi n_acti ons

n_api "

on: admi n_acti ons

n_api"

on: aggregates": [

pause": [

unpause": [

suspend": [

resune": [

| ock": [

unl ock": [

reset Net wor k" : [

i nj ect Net wor kl nf 0" : [

cr eat eBackup": [

:mgratelLive": [

:mgrate": [

90



Compute Admin Guide March 17, 2014 Grizzly, 2013.1

"rul e: adm n_api "
]
1,
"comput e_extension: certificates":[
"rol e: conput e- user"
1.
" conmput e_ext ensi on: cl oudpi pe": [

[
]

"rul e: adm n_api "

Il

"conput e_ext ensi on: consol e_out put ": [
"rol e: conput e- user"

], _

" conput e_ext ensi on: consol es”: [
"rol e: conput e- user"

], _

"conput e_ext ensi on: creat eserverext": [
"rol e: conput e- user"

], _

"conput e_extensi on: deferred_del ete": [
"rol e: conput e- user"

], . . .

"conput e_ext ensi on: di sk_config": [
"rol e: conput e- user"

I

"conput e_ext ensi on: evacuat e": [

[

]
II'¢
"conput e_ext ensi on: ext ended_server _attributes":[

[
]

"rul e: adm n_api "

"rul e: adm n_api "

e

"conput e_ext ensi on: ext ended_status": [
"rol e: conput e- user"

II'¢

"conput e_ext ensi on: fl avor extradata": [
"rol e: conput e- user"

I

"conput e_ext ensi on: fl avor extraspecs”: [
"rol e: conput e- user"

Il ¢

" conput e_ext ensi on: f| avor manage" : [

[

]

I

"conput e_ext ension: floating_i p_dns": [
"rol e: conput e- user"

"rul e: adm n_api "

Il s

"conput e_ext ensi on: fl oating_i p_pool s": [
"rol e: conput e- user"

Il

"conput e_ext ensi on: fl oating_i ps": [
"rol e: conput e- user"

Il

"comput e_ext ensi on: host s": [
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[
]

"rul e: adm n_api "

e

"conput e_ext ensi on: keypai rs": [
"rol e: conput e- user"

II'¢

"conput e_extension: mul tinic":[
"rol e: conput e- user"

I

"conput e_ext ensi on: net wor ks": [

[

]

¥

"conput e_ext ensi on: quot as": [
"rol e: conput e- user"

"rul e: adm n_api "

I
"conput e_ext ensi on: rescue": [
"rol e: conput e- user"

Il ¢
"conput e_ext ensi on: security_groups": [
"rol e: conput e- user"

1.

" conput e_ext ensi on: server_action_list":[

[

]
Il s
" conput e_ext ensi on: server _di agnosti cs": [

[

]
II'«
"conput e_ext ensi on: si npl e_t enant _usage: show': |

[

]
II'¢
"conput e_ext ensi on: si npl e_t enant _usage: list":[

[
]

"rul e: adm n_api "

"rul e: adm n_api "

"rul e: adm n_or _owner"

"rul e: adm n_api "
"conput e_ext ensi on: users”: [

[
]

"rul e: adm n_api "

e

"conput e_extension:virtual interfaces":|
"rol e: conput e- user"

], . .

"conput e_extension: virtual _storage_arrays": [
"rol e: conput e- user"

1, .

"conput e_ext ensi on: vol umes": [
"rol e: conput e- user"

I

"conput e_ext ensi on: vol unetypes": [
"rol e: conput e- user"
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1.

"vol unme: create": [

"rol e: conput e- user"
e
"vol unme: get _al |l ": [

"rol e: conput e- user"
II'¢

"vol une: get _vol ume_net adata": [

"rol e:

]

"rol e:

1.

comput e- user "

"vol une: get _snapshot": [

comput e- user "

"vol une: get _al |l _snapshots": [

"rol e:

]

et wor k:
"rol e:

1.
"net wor k:
"rol e:

1.
"net wor k:
"rol e:

1.
"net wor k:
"rol e:

Il
"net wor k:
"rol e:

s
"net wor k:
"rol e:
Il s
"net wor k:
"rol e:

1,
"net wor k:
"rol e:

1.
"net wor k:
"rol e:

1.
"net wor k:
"rol e:

1.
"net wor k:
"rol e:

1.
"net wor k:
"rol e:

Il
"net wor k:
"rol e:

s
"net wor k:
"rol e:
Il s
"net wor k:
"rol e:

comput e- user "

get _al | _networks": [
conput e- user "

get _network": [
conput e- user "

del et e_networ k" : [
conput e- user "

di sassoci ate_net wor k": [
comput e- user"

get _vifs_by instance":|[
comput e- user"

al | ocate_for_instance":[
comput e- user "

deal | ocat e_for_i nstance": [
comput e- user "

val i dat e_networ ks": [
comput e- user "

get _i nstance_uuids_by_ip_filter":[
conput e- user "

get _floating ip":[
conput e- user "

get _floating_ip_pools":[
conput e- user "

get floating_ ip_by address":|[
comput e- user"

get _floating_ips_by project”:]
comput e- user"

get _floating_ ips_by fixed_ address":]|
comput e- user "

all ocate_floating_ip":[
comput e- user "
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e

"net wor k: deal | ocate_floating_ip":[
"rol e: conput e- user"

e

"net wor k: associ ate_floating_ip":[
"rol e: conput e- user"

II'¢

"net wor k: di sassoci ate_floating_ip":]|
"rol e: conput e- user"

I

"networ k: get _fixed_ip":[
"rol e: conput e- user"

Il s

"networ k: add_fi xed_i p_to_i nstance": [
"rol e: conput e- user"

Il

"networ k: renove_fixed_ i p_from.instance":[

"rol e: conput e- user"

Il

"networ k: add_network_to_project":[
"rol e: conput e- user"

Il

"networ k: get _i nstance_nw_i nfo": [
"rol e: conput e- user"

e

"networ k: get _dns_domai ns": [
"rol e: conput e- user"

e

"networ k: add_dns_entry": [
"rol e: conput e- user"

II'¢

"network: modi fy_dns_entry": [
"rol e: conput e- user"

I

"network: del ete_dns_entry": [
"rol e: conput e- user"

Il s

"networ k: get_dns_entries_by address":[
"rol e: conput e- user"

Il

"networ k: get _dns_entries_by nanme": |

"rol e: conput e- user"

Il

"networ k: create_private_dns_domai n": [
"rol e: conput e- user"

Il

"networ k: create_public_dns_domai n": [
"rol e: conput e- user"

e

"net wor k: del et e_dns_domai n": [
"rol e: conput e- user"

]

}
Service management

The Identity Service provides the following service management functions:

e Services
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* Endpoints

The Identity Service also maintains a user that corresponds to each service (such as, a user
named nova, for the Compute service) and a special service tenant, which is called service.

The commands for creating services and endpoints are described in a later section.

Memcached and System Time

If using memcached with Keystone - e.g. using the memcache token driver or the

aut h_t oken middleware - ensure that the system time of memcached hosts is set to UTC.
Memcached uses the host's system time in determining whether a key has expired, whereas
Keystone sets key expiry in UTC. The timezone used by Keystone and memcached must
match if key expiry is to behave as expected.

SSL and Keystone Configuration

Keystone may be configured to support 2-way SSL out-of-the-box. The x509 certificates
used by Keystone must be obtained externally and configured for use with Keystone as
described in this section. However, a set of sample certificates is provided in the examples/
pki/certs and examples/pki/private directories with the Keystone distribution for testing.
Here is the description of each of them and their purpose:

Types of certificates

cacert.pem Certificate Authority chain to validate against.

ssl_cert.pem Public certificate for Keystone server.

middleware.pem Public and private certificate for Keystone middleware/
client.

cakey.pem Private key for the CA.

ssl_key.pem Private key for the Keystone server.

Note that you may choose whatever names you want for these certificates, or combine the
public/private keys in the same file if you wish. These certificates are just provided as an
example.

SSL Configuration

To enable SSL with client authentication, modify the etc/keystone.conf file accordingly
under the [ssl] section. SSL configuration example using the included sample certificates:

[ssl]
enabl e = True
certfile = <path to keystone. pen>

keyfile = <path to keystonekey. penr
ca certs = <path to ca. penr
cert_required = True
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User

* enabl e: True enables SSL. Defaults to False.
o certfil e: Path to Keystone public certificate file.

* keyfi | e: Path to Keystone private certificate file. If the private key is included in the
certfile, the keyfile maybe omitted.

e ca_cert s: Path to CA trust chain.

e cert _requi red: Requires client certificate. Defaults to False.

CRUD

Keystone provides a user CRUD filter that can be added to the public_api pipeline. This user
crud filter allows users to use a HTTP PATCH to change their own password. To enable this
extension you should define a user _cr ud_ext ensi on filter, insert it after the * _body
middleware and before the publ i c_ser vi ce app in the public_api WSGI pipeline in
keyst one. conf e.g.:

[filter:user_crud_extension]
paste.filter_factory = keystone.contrib. user_crud: CrudExt ensi on. factory

[ pi pel i ne: public_api]
pipeline = stats_nonitoring url_normalize token_auth adm n_token_auth xm _body
j son_body debug ec2_extensi on user_crud_extension public_service

Each user can then change their own password with a HTTP PATCH

> curl -X PATCH http://|ocal host: 5000/ v2. 0/ OS- KSCRUDY user s/ <useri d> -H
"Content-type: application/json" \

-H "X Aut h_Token: <authtokenid>" -d '{"user": {"password": "ABCD',
"origi nal _password": "DCBA"}}"

In addition to changing their password all of the users current tokens will be deleted (if the
backend used is kvs or sql)

Configuration Files

The Identity configuration file is an 'ini' file format with sections, extended from Paste,

a common system used to configure python WSGI based applications. In addition to the
paste config entries, general configuration values are stored under [ DEFAULT], [ sql ],

[ ec2] and then drivers for the various services are included under their individual sections.

The services include:

» [ DEFAULT] - general configuration

* [ sql ] - optional storage backend configuration

* [ ec2] - Amazon EC2 authentication driver configuration

* [ s3] - Amazon S3 authentication driver configuration.
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e [identity] -identity system driver configuration

» [ cat al og] - service catalog driver configuration

» [t oken] -token driver configuration

* [ pol i cy] - policy system driver configuration for RBAC

* [ si gni ng] - cryptographic signatures for PKI based tokens
* [ ssl] -SSL configuration

The configuration file is expected to be named keyst one. conf . When starting Identity,
you can specify a different configuration file to use with - - confi g-fi | e. If you do

not specify a configuration file, keystone will look in the following directories for a
configuration file, in order:

e ~/ . keyst one
o ~/
* /et c/ keyst one

e /etc

Logging

Logging is configured externally to the rest of Identity, the file specifying the logging
configuration is in the [ DEFAULT] section of the keyst one. conf file under

| og_confi g. If you wish to route all your logging through syslog, set use_sysl og=tr ue
option in the [ DEFAULT] section.

A sample logging file is available with the project in the directory et c/

| oggi ng. conf . sanpl e. Like other OpenStack projects, Identity uses the "~ python
logging module’, which includes extensive configuration options for choosing the output
levels and formats.

In addition to this documentation page, you can check the et ¢/ keyst one. conf sample
configuration files distributed with keystone for example configuration files for each server
application.

For services which have separate paste-deploy ini file, auth_token middleware can be
alternatively configured in [keystone_authtoken] section in the main config file, such as
nova. conf . For example in Nova, all middleware parameters can be removed from api-
paste.ini like these:

[filter:authtoken]
paste.filter_factory =
keyst onecl i ent. m ddl eware. aut h_token: filter_factory

and setin nova. conf like these:

[ DEFAULT]
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aut h_strat egy=keyst one

[ keyst one_aut ht oken]

auth_host = 127.0.0.1

aut h_port = 35357

aut h_protocol = http

auth_uri = http://127.0.0. 1: 5000/
adm n_user = adm n

adm n_password = Super Sekr et Passwor d
adm n_t enant _nane = service

Note that middleware parameters in paste config take priority, they must be removed to
use values in [keystone_authtoken] section.

Monitoring

Keystone provides some basic request/response monitoring statistics out of the box.

Enable data collection by defining a st at s_noni t or i ng filter and including it at the
beginning of any desired WSGI pipelines:

[filter:stats_nonitoring]
paste.filter_factory = keystone.contrib.stats: StatsM ddl eware. factory

[ pi pel i ne: public_api]
pi peline = stats_nonitoring [...] public_service

Enable the reporting of collected data by defining a st at s_r eporti ng filter and
including it near the end of your adni n_api WSGI pipeline (After * _body middleware
and before * _ext ensi on filters is recommended):

[filter:stats_reporting]
paste.filter_factory = keystone.contrib. stats: St at sExt ensi on. factory

[ pi peline:adm n_api ]
pipeline = [...] json_body stats_reporting ec2_extension [...] adm n_service

Query the admin API for statistics using:

$ curl -H'X-Auth-Token: ADM N http://|ocal host: 35357/v2. 0/ OS- STATS/ stats

Reset collected data using:

$ curl -H'X-Auth-Token: ADM N -X DELETE http://I ocal host: 35357/ v2. 0/ CS-
STATS/ st at s

Certificates for PKI

PKI stands for Public Key Infrastructure. Tokens are documents, cryptographically signed
using the X509 standard. In order to work correctly token generation requires a public/
private key pair. The public key must be signed in an X509 certificate, and the certificate
used to sign it must be available as Certificate Authority (CA) certificate. These files can be
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generated either using the keystone-manage utility, or externally generated. The files need
to be in the locations specified by the top level Keystone configuration file as specified in
the above section. Additionally, the private key should only be readable by the system user
that will run Keystone.

O Warning

The certificates can be world readable, but the private key cannot be. The
private key should only be readable by the account that is going to sign tokens.
When generating files with the keystone-mange pki_setup command, your
best option is to run as the pki user. If you run nova-manage as root, you can
append —keystone-user and —keystone-group parameters to set the username
and group keystone is going to run under.

The values that specify where to read the certificates are under the [ si gni ng] section of
the configuration file. The configuration values are:

* t oken_f or mat - Determines the algorithm used to generate tokens. Can be either
UUl Dor PKI . Defaults to PKI .

e certfil e-Location of certificate used to verify tokens. Default is / et c/ keyst one/
ssl/certs/signing_cert.pem

» keyfil e - Location of private key used to sign tokens. Default is / et ¢/ keyst one/
ssl/private/signing_key. pem

* ca_cert s -Location of certificate for the authority that issued the above certificate.
Defaultis/ et c/ keyst one/ ssl / certs/ ca. pem

* key_si ze - Default is 1024.
* val i d_days - Default is 3650.
» ca_passwor d - Password required to read the ca_f i | e. Default is None.

If t oken_f or mat =UUI D, a typical token will look like
53f 7f 6ef 0cc344b5be706bcc8b1479¢el. Ift oken_f or mat =PKl , a typical token will
be a much longer string, e.g.:

M | Kt gYJKoZI hveNAQc Col | Kpz CCCgMCAQEX CTAHBgUr DgMCG CCCY8GCSqGS| b3DQEHAaCCCYAEgg! 8eyJhY2N ¢c3M
MFQxNTo1M owNi 43MzMkQOTgi LCAI ZXhwaXJl cyl 61 Cl yMDEZLTALILTMKVDELQ UyG A2W | sl CIpZCl 61 CIwbGFj ZWhv
bowgl MVuYWisZWQ O BOcnVI LCAi aWQ O Ai YzJj NTI i NGQzZDl 4NGQU4ZnEWOWYxNj | j Yj EAMDBI MDYi LCAI bt ZSI 6
b2l udHM O BbeyJhZGlpbl VSTCl 61 CJodHRWGO 8vMIkyLj E20C4y Ny 4x MDA6 ODc 3NC92M 9j MriMLOWN 0ZDNkM g0ZDhn
T25! 1'i wgl M udGvybnFsWJM j ogl mhOdHAG6LY8xOT1 uMI'Y4Lj | 3Lj EmMVDo4NzcOL3YyL2MyYzU5Y] RkM2Qy ODRk OGZh
ODRhNGNhZTk3MVi NzewOTgzZTJl | i wgl nB1YnmxpY1VSTCl 61 CJodHRWG 8vMTkyLj E20C4Ay Ny 4x MDA6CDc 3NCI92M 9j
I MVuZHBvaWs0c 19saWbr cyl 61 Ft dLCAI dH wZSI 61 CJj b21wdXRI | i wgl mBhbWJi G Ai bnD2YSJ9LCB71 mVuZHBvaWs0
Lj EmvDozMz Mzl i wgl ndl Z2I vbi | 61 CISZWipb25Pbni LCAI aWb0ZXJuYWkVUkwi O Ai aHROcDovLzESM 4xN guM cu
MGU2YVWNI NDUANj ZmivE Ai LCAI cHViI bG j VWIM j ogl mhOdHAGLY8xOTI uMTY4Lj | 3Lj EwivDoz Mz Mzl n1dLCAI ZWbkc @&p
O Al czM f SwgeyJl bnRwb2l udHM G BbeyJhzZGlpbl VSTCI 61 CJodHRWO 8vMIkyLj E20CAYy Ny4x MDA6OTI 5M | sl Cly
| ThOdHAGLY8xOTI uMIYAL| | 3Lj EwVDo5M kyl i wgl ml ki j ogl j czODQz NTIhNTQOM QLNz VhM2NKOTVKN2EOYZNj ZGY1
MDAG6OTI 5M J9XSwgl mVuZHBvaWs0c19saWbr cyl 61 Ft dLCAI dH wZSI 61 CJpbWFnZSI s| CJuYWLI | j ogl ndsYWsj ZSJ9
Ly8xOTl uMIY4Lj | 3Lj EmvVDo4Nzc2L3YxL2MyYzU5Y] RkM2Qy ODRk OZhMDI mMITY5Y21 x ODAWZTA21 i wgl nJl Z21 vbi | 6
LzE5M 4xN guM cuMrAwg g3NzYvdj EvYzJj NTI i NGQzZDI ANGAZmEWONXN | j Yj EAMDBI MDYi LCAI aWQ G Al Mz (B
bd j WIM j ogl mhOdHA6LY8xOTI uMI'Y4Lj | 3Lj EwmVDo4Nzc2L3YxL2MyYzU5Y] RkM2Qy ODRk OGZhVDI mVITY5Y21 x ODAW
I j ogl nZvbHVt ZSI sl CJuYWLI | j ogl mNpbnRI ci J9LCB7I mVuZHBvaWs0cyl 61 Ft 71 nFkbW uVWJM j ogl mhOdHAG6LY 8x
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I nJl Z2] vbi | 61 CISZWIpb25Pbni LCAI aWb0ZXJuYWkVUKkwi G Ai aHROcDovLzE5M 4xNj guM cuMrAwQ g3Nz Mrc2Vy
YWELNDAz MDMENz I 5YzY3M | i LCAI cHVI bdA j VWIM j ogl mhOdHA6LY8xOTI uMI'Y4Lj | 3Lj EmvDo4NzczL3N cnZpY2Vz
eXBl I jogl mvj M I sl CJuYWLI | j ogl nVj M JOLCB71 mVuZHBvaWs0cyl 61 Ft 71 nFkbW uVWWJM j ogl mhOdHAGLY8xOTI1 u
ZWipb25PbrmUi LCAI aWb0ZXJuYWkVUkwi O Ai aHROcDovLzE5M 4xNj guM cuMrAwg UwVDAvdj | uMCl s| CIpZCl 61 CJi
dWsaWNVUkwi O Ai aHROcDovLzESM 4xNj guM cuMTAWG UMVDAvd]j | uMCI9XSwgl nVuZHBvaWb0c19saWbr cyl 61 Ft d
b25I | n1dLCAIi dXN ci | 61 Hsi dXNI cnbhbWJi O Ai ZGVt byl sl Clyb2x| c19saWsr cyl 61 Ft dLCAi aWQ O Ai ZTVhMI'VB
Q BbeyJuYWLI | j ogl nFub3RoZXJyb2xI | nOs| Hsi bt ZSI 61 CINZWLi ZXI i f VOsI CJuYWLI | j ogl nRI bW8i f Swgl il
YWRi ODVBNDVKYzQzNGIhMzk5CDI | Nj Bj OTl zYWZhM gi LCAI MeMRZTFi Nj ELN2 Y3NGFnZGI hNWOWYTYWMAUWN] VB MY
zCB- Al BATBcMFcxCz AJBgNVBAYTAI VTMAWDAYD

VQQ EwMVbnN d DEOVAWGAL UEBX MFVW\bz ZXQx Dj AVBgNVBA0TBVVuc 2VOMRgwi-g YDVQRDEWO3d3cuZXhhbXBsZS5j b20C
nour i ui CgFayl qCsskK3SvVdhOM Ni uJt qvOsE- wBDFi Ej - Pr cudql z- n+6q7VgV4AmmVPszz 39- r wp

+P51 4A] r JasUn7Fr O 41 02t PLaaZXU1gBQLj UGbe5al 5j PDP08Hb CWIX6wr - QQOB

SrWY8l F3Hr TcJT23sZl | eg==

Signing Certificate Issued by External CA

You may use a signing certificate issued by an external CA instead of generated by
keystone-manage. However, certificate issued by external CA must satisfy the following
conditions:

* all certificate and key files must be in Privacy Enhanced Mail (PEM) format

* private key files must not be protected by a password

When using signing certificate issued by an external CA, you do not need to specify
key_si ze,val i d_days, and ca_passwor d as they will be ignored.

The basic workflow for using a signing certificate issued by an external CA involves:
1. Request Signing Certificate from External CA
2. Convert certificate and private key to PEM if needed

3. Install External Signing Certificate

Request Signing Certificate from External CA

One way to request a signing certificate from an external CA is to first generate a PKCS #10
Certificate Request Syntax (CRS) using OpenSSL CLI.

First create a certificate request configuration file (e.g. cert _r eq. conf ):

[ req ]

default _bits = 1024

defaul t _keyfile = keyst onekey. pem
default nd = shal

pr onpt no

di sti ngui shed_nane di sti ngui shed_nane

[ distinguished_nane ]

count r yNanme = US
st at eOr Provi nceNane = CA
| ocal i t yName = Sunnyval e
or gani zat i onNare = QpensSt ack
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or gani zat i onal Uni t Name
commonName
enmai | Addr ess

Keyst one
Keyst one Si gni ng
keyst one@penst ack. org

Then generate a CRS with OpenSSL CLI. Do not encrypt the generated private key. Must
use the -nodes option.

For example:

openssl req -newkey rsa: 1024 -keyout signing_key. pem -keyform PEM - out
signing_cert_req. pem-outform PEM -config cert_req. conf -nodes

If everything is successfully, you should end up with si gni ng_cert _req. pemand
si gni ng_key. pem Send si gni ng_cert _req. pemto your CA to request a token

sighing certificate and make sure to ask the certificate to be in PEM format. Also, make sure
your trusted CA certificate chain is also in PEM format.

Install External Signing Certificate

Assuming you have the following already:

* si gni ng_cert. pem- (Keystone token) signing certificate in PEM format

* si gni ng_key. pem- corresponding (non-encrypted) private key in PEM format
e cacert. pem-trust CA certificate chain in PEM format

Copy the above to your certificate directory. For example:

nkdir -p /etc/keystone/ssl/certs

cp signing_cert.pem/etc/keystone/ssl/certs/
cp signing_key. pem/etc/keystone/ssl/certs/
cp cacert.pem/etc/keystone/ssl/certs/

chnod -R 700 /etc/keystone/ssl/certs

S Note
Make sure the certificate directory is only accessible by root.

If your certificate directory path is different from the default / et c/ keyst one/ ssl /
certs, make sure it is reflected in the [ si gni ng] section of the configuration file.

Sample Configuration Files

» et c/ keyst one. conf

* etc/l oggi ng. conf. sanpl e

Running

Running Identity is simply starting the services by using the command:
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keyst one- al
Invoking this command starts up two wsgi.Server instances, configured by the
keyst one. conf file as described above. One of these wsgi 'servers' is admi n (the

administration API) and the other is mai n (the primary/public APl interface). Both of these
run in a single process.

Initializing Keystone

keystone-manage is designed to execute commands that cannot be administered through
the normal REST api. At the moment, the following calls are supported:

» db_sync: Sync the database.
* i mport _nova_aut h: Load auth data from a dump created with keystone-manage.

Generally, the following is the first step after a source installation:

keyst one- manage db_sync

Invoking keystone-manage by itself will give you additional usage information.

Adding Users, Tenants, and Roles with python-
keystoneclient

Only users with admin credentials can administer users, tenants and roles. You can
configure the python-keystoneclient with admin credentials through either the
authentication token, or the username and password method.

Token Auth Method

To use keystone client using token auth, set the following flags:

* --endpoi nt SERVI CE_ENDPO NT. The keystone endpoint to communicate with. The
default endpoint is http://localhost:35357/v2.0'".

» --token SERVI CE_TOKEN. The administrator service token.

Password Auth Method

e --usernane OS_USERNANME. The administrator username.
e --password OS_PASSWORD. The administrator password
e --tenant _nane OS_TENANT_NAME. The tenant name.

e --auth_url OS_AUTH_URL. The URL of the keystone auth server, for example http://
localhost:5000/v2.0".
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Using API v3 instead of API v2.0

Use the following keystone parameters, in combination, to specify the version of the API to
use:

» --0s-endpoi nt. The keyst one client detects the version of the APl from this
parameter.

* --0S-url . Specifies the service URL from the service catalog lookup.
» --0s-identity-api-version. Specifies the Identity Service APl version.

For example, the following parameters indicate the use of API v3:

--o0s-url "http://15.253.57.115: 35357/v3" --o0s-identity-api-version 3

The following parameters indicate the use of APl v2.0:

--o0s-url "http://15.253.57.115: 35357/v2.0" --o0s-identity-api-version 2.0

Example usage

The keyst one client is set up to expect commands in the general form of keyst one
command ar gunent , followed by flag-like keyword arguments to provide additional
(often optional) information. For example, the command user-1i st andt enant -
cr eat e can be invoked as follows:

# Using token auth env vari abl es

export SERVI CE_ENDPO NT=http://127.0.0. 1: 5000/ v2. 0/
export SERVI CE_TOKEN=secr et e_t oken

keyst one user-1i st

keyst one tenant-create --nanme=denp

# Using token auth flags

keyst one --token=secrete --endpoi nt=http://127.0.0.1:5000/v2.0/ user-list

keyst one --token=secrete --endpoint=http://127.0.0.1:5000/v2.0/ tenant-create
- - name=deno

# Using user + password + tenant_nanme env vari abl es
export OS_USERNAME=admi n

export OS_PASSWORD=secr et e

export OS_TENANT_NAME=admi n

keyst one user-1i st

keyst one tenant-create --nanme=deno

# Using user + password + tenant_nane fl ags

keyst one --usernane=adm n --passwor d=secrete --tenant_nanme=admi n user-|i st

keyst one --usernane=adm n --password=secrete --tenant_nane=adnin tenant-create
- - name=deno

Tenants

A tenant is a group of zero or more users. In nova, a tenant owns virtual machines. In swift,
a tenant owns containers. Users can be associated with more than one tenant. Each tenant
and user pairing can have a role associated with it.
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tenant-create
keyword arguments
* name
* description (optional, defaults to None)
* enabled (optional, defaults to True)

The following command creates a tenant named demo:

keyst one tenant-create --nanme=deno

t enant - del et e

arguments
* tenant_id

example:

keyst one tenant-del ete f2b7b39c860840df a47d9eedadf f aOb3
t enant - enabl e

arguments
e tenant_id

example:

keyst one tenant-enabl e f2b7b39c860840df a47d9eedadf f aOb3
t enant - di sabl e

arguments
e tenant_id

example:
keyst one tenant-di sabl e f2b7b39c860840df a47d9ee4adf f aOb3
Users

user-create
keyword arguments:
* name

* pass
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* email
* default_tenant (optional, defaults to None)
* enabled (optional, defaults to True)

example:

keyst one user-create
--npame=adm n \

- - pass=secrete \

- -emai | =adm n@xanpl e. com

user-del ete
keyword arguments:

* user

example:

keyst one user-del ete f2b7b39c860840df a47d9eedadf f aOb3
user-1i st
list users in the system, optionally by a specific tenant (identified by tenant_id)

arguments

 tenant_id (optional, defaults to None)

example:

keyst one user-1i st

user-update --enai
arguments
* user_id
* email

example:

keyst one user-update --enmail 03c84b51574841ba9a0d8db7882ac645
"soneone@onewher e. cont'

user - enabl e
arguments

e user_id

105



Compute Admin Guide March 17, 2014 Grizzly, 2013.1

example:

keyst one user-enabl e 03c84b51574841ba9a0d8db7882ac645
user - di sabl e

arguments

e user_id

example:

keyst one user-di sabl e 03c84b51574841ba9a0d8db7882ac645
user - updat e --password
arguments
e user_id
* password

example:

keyst one user-update --password 03c84b51574841ba9a0d8db7882ac645 f oo
Roles
rol e-create

arguments

®* name

example:

keyst one rol e-create --nanme=deno
rol e-del ete
arguments
* role_id

example:

keystone rol e-del ete 19d1d3344873464d819c45f 521f f 9890
role-1list

example:
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keystone rol e-1i st

r ol e- get
arguments
* role_id

example:
keystone rol e-get rol e=19d1d3344873464d819c45f 521f f 9890

add-user-rol e
arguments
* role_id
* user_id
e tenant_id

example:

keyst one add-user-role \

3a751f 78ef 4c412b827540b829e2d7dd \
03¢c84b51574841ba9a0d8db7882ac645 \
20601a7f 1d94447daa4df f 438cb1c209

renove-user-role
arguments
* role_id
e user_id
e tenant_id

example:

keyst one renove-user-role \
19d1d3344873464d819c45f 521f f 9890 \
08741d8ed88242ca88d1f 61484a0f e3b \
20601a7f 1d94447daaddf f 438cb1c209

Services

servi ce-create

keyword arguments
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* name
* type
* description

example:

keyst one service create \

- - name=nova \

--type=conput e \

--descripti on="Nova Conpute Service"

service-1li st
arguments
* service_id

example:

keyst one service-1li st

servi ce- get
arguments
* service_id

example:

keyst one servi ce-get 08741d8ed88242ca88d1f 61484a0f e3b

service-del ete
arguments
* service_id

example:

keyst one service-del ete 08741d8ed88242ca88d1f 61484a0f e3b

Configuring Services to work with Keystone

Once Keystone is installed and running, services need to be configured to work with it. To
do this, we primarily install and configure middleware for the OpenStack service to handle
authentication tasks or otherwise interact with Keystone.

In general:
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* Clients making calls to the service will pass in an authentication token.

* The Keystone middleware will look for and validate that token, taking the appropriate
action.

« It will also retrieve additional information from the token such as user name, id, tenant
name, id, roles, etc...

The middleware will pass those data down to the service as headers.

Setting up credentials

To ensure services that you add to the catalog know about the users, tenants, and roles,
you must create an admin token and create service users. These sections walk through
those requirements.

Admin Token

For a default installation of Keystone, before you can use the REST API, you need to define
an authorization token. This is configured in keyst one. conf file under the section

[ DEFAULT] . In the sample file provided with the keystone project, the line defining this
token is

[DEFAULT] admin_token = ADMIN

This configured token is a "shared secret" between keystone and other OpenStack services,
and is used by the client to communicate with the API to create tenants, users, roles, etc.

Setting up tenants, users, and roles

You need to minimally define a tenant, user, and role to link the tenant and user as the
most basic set of details to get other services authenticating and authorizing with keystone.

You will also want to create service users for Compute (nova), Image (glance), Object
Storage (swift), etc. to be able to use to authenticate users against the Identity service
(keystone). The aut h_t oken middleware supports using either the shared secret
described above as “admin_token" or users for each service.

See the configuration section for a walk through on how to create tenants, users, and
roles.

Setting up services

Creating Service Users

To configure the OpenStack services with service users, we need to create a tenant for all
the services, and then users for each of the services. We then assign those service users an
Admin role on the service tenant. This allows them to validate tokens - and authenticate
and authorize other user requests.

Create a tenant for the services, typically named 'service' (however, the name can be
whatever you choose):
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keyst one tenant-create --nanme=service

This returns a UUID of the tenant - keep that, you'll need it when creating the users and
specifying the roles.

Create service users for nova, glance, swift, and quantum (or whatever subset is relevant to
your deployment):

keyst one user-create --nane=nova \
- - pass=Sekr 3t Pass \
--tenant _id=[the uuid of the tenant] \
- -emai | =nova@ot hi ng. com

Repeat this for each service you want to enable. Email is a required field in keystone right
now, but not used in relation to the service accounts. Each of these commands will also
return a UUID of the user. Keep those to assign the Admin role.

For adding the Admin role to the service accounts, you'll need to know the UUID of the role
you want to add. If you don't have them handy, you can look it up quickly with:

keystone rol e-1i st

Once you have it, assign the service users to the Admin role. This is all assuming that you've
already created the basic roles and settings as described in the configuration section:

keystone user-role-add --tenant _id=[uuid of the service tenant] \
--user=[uuid of the service account] \
--role=[uuid of the Adm n rol e]

Defining Services

Keystone also acts as a service catalog to let other OpenStack systems know where relevant
API endpoints exist for OpenStack Services. The OpenStack Dashboard, in particular,

uses this heavily - and this must be configured for the OpenStack Dashboard to properly
function.

The endpoints for these services are defined in a template, an example of which is in the
project as the file et ¢/ def aul t _cat al og. t enpl at es. When keystone uses a template
file backend, then changes made to the endpoints are kept in memory and don't persist

if you restart the service or reboot the machine. Use the SQL backend when deploying a
system for production.

Keystone supports two means of defining the services, one is the catalog template, as
described above - in which case everything is detailed in that template.

The other is a SQL backend for the catalog service, in which case after keystone is online,
you need to add the services to the catalog:

keyst one service-create --nane=nova \
--type=conpute \
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keyst one

keyst one

keyst one

keyst one

--descripti on="Nova Conpute Service"
servi ce-create --nane=ec2 \

--type=ec2 \

--description="EC2 Compatibility Layer"
servi ce-create --nane=gl ance \

--type=i mage \

--description="d ance | mage Service"
servi ce-create --nane=keystone \

--type=identity \

--descripti on="Keystone |Identity Service"
service-create --nane=sw ft \

--type=obj ect-store \

--description="Sw ft Service"

Setting Up Middleware

Keystone Auth-Token Middleware

The Keystone auth_token middleware is a WSGI component that can be inserted in the
WSGI pipeline to handle authenticating tokens with Keystone.

Configuring Nova to use Keystone

When configuring Nova, it is important to create a nova user in the service tenant and
include the nova user's login information in /etc/nova/nova.conf

Configuring Swift to use Keystone

Similar to Nova, swift can be configured to use Keystone for authentication rather than its
built in 'tempauth’.

1. Add a service endpoint for Swift to Keystone

2. Configure the paste file for swift-proxy, / et ¢/ swi f t / pr oxy- server. conf.

3. Reconfigure Swift's proxy server to use Keystone instead of TempAuth. Here's an
example " /etc/swift/proxy-server.conf:

[ DEFAULT]
bi nd_port = 8888

user =

<user >

[ pi peline: mai n]
pi peline = catch_errors heal thcheck cache aut ht oken keystone proxy-server

[ app: pr oxy- server]

use =

egg: swi ft #proxy

account _autocreate = true

[filter: keystone]
paste.filter_factory = keystoneclient.m ddl eware.swi ft_auth:filter_factory
operator_roles = admin, sw ftoperator

[filter:authtoken]
paste.filter_factory = keystoneclient. m ddl eware. auth_token:filter_factory
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# Del aying the auth decision is required to support token-I|ess
# usage for anonynous referrers ('.r:*").

del ay_aut h_deci sion = 10

servi ce_port = 5000

service_host = 127.0.0.1

aut h_port = 35357

auth_host = 127.0.0.1

aut h_t oken = ADM N

adm n_t oken = ADM N

cache = swift.cache

[filter:cache]
use = egg: sw ft#mencache
set | og_nane = cache

[filter:catch_errors]
use = egg: swi ft#catch_errors

[filter:heal thcheck]
use = egg: swi ft#heal t hcheck

4. Restart swift services.

5. Verify that the Identity service, Keystone, is providing authentication to Object Storage
(Swift).

$ swift -V 2 -A http://1ocal host:5000/v2.0 -U admin: adm n -K
ADM N st at

Configuring Swift with S3 emulation to use Keystone

Keystone support validating S3 tokens using the same tokens as the generated EC2 tokens.
When you have generated a pair of EC2 access token and secret you can access your swift
cluster directly with the S3 API.

1. Configure the paste file for swift-proxy (" /etc/swift/proxy-server.conf’) to use S3token
and Swift3 middleware. You must have the s3token middleware in the pipeline when
using keystone and swift3.

Here's an example:

[ DEFAULT]
bi nd_port = 8080
user = <user>

[ pi pel i ne: mai n]
pi peline = catch_errors heal thcheck cache sw ft3 s3token aut ht oken keystone
pr oxy- server

[ app: pr oxy-server]
use = egg: swi ft#proxy
account _autocreate = true

[filter:catch_errors]
use = egg: sw ft#catch errors
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[filter: heal thcheck]
use = egg: sw ft#heal t hcheck

[filter:cache]
use = egg: sw ft#mencache

[filter:sw ft3]
use = egg: swift#sw ft3

[filter: keystone]
paste.filter_factory = keystoneclient.m ddl eware.swi ft_auth:filter_factory
operator_roles = admin, sw ftoperator

[filter:s3token]

paste.filter_factory = keystoneclient. n ddl eware.s3_token:filter_factory
aut h_port = 35357

auth_host = 127.0.0.1

auth_protocol = http

[filter:authtoken]

paste.filter_factory = keystoneclient. m ddl eware. auth_token:filter_factory
servi ce_port = 5000

service_host = 127.0.0.1

aut h_port = 35357

aut h_host = 127.0.0.1

auth_protocol = http

aut h_t oken = ADM N

adm n_t oken = ADM N

2. You can then access directly your Swift via the S3 API, here's an example with the “boto’
library:

i mport boto
i mport boto. s3. connection

connection = boto. connect _s3(
aws_access_key i d='<ec2 access key for user>',
aws_secret _access_key='<ec2 secret access key for user>',
por t =8080,
host =' | ocal host "',
i s_secure=Fal se,
cal l i ng_f ormat =bot 0. s3. connecti on. O di naryCal | i ngFor mat ())

Configuring Keystone for an LDAP backend

As an alternative to the SQL Database backing store, Keystone can use a directory server to
provide the Identity service. An example Schema for OpenStack would look like this:

dn: cn=openst ack, cn=org

dc: openst ack

obj ect C ass: dcObj ect

obj ect Cl ass: organi zati onal Unit
ou: openstack

dn: ou=G oups, cn=openst ack, cn=org
obj ectd ass: top

obj ect C ass: organi zati onal Unit
ou: groups
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dn: ou=Users, cn=openst ack, cn=or g
obj ectd ass: top

obj ect d ass: organi zati onal Uni t
ou: users

dn: ou=Rol es, cn=openst ack, cn=or g
objectd ass: top

obj ect O ass: organi zati onal Uni t
ou: roles

The corresponding entries in the Keystone configuration file are:

[ | dap]

url = ldap://Ilocal host

user = dc=Manager, dc=openst ack, dc=or g
password = badpassword

suf fi x = dc=openst ack, dc=org
use_dunmb_nenber = Fal se

al | ow _subtree del ete = Fal se

user _tree_dn = ou=Users, dc=openst ack, dc=com
user _obj ectcl ass = i net OrgPerson

tenant _tree_dn = ou=G oups, dc=openst ack, dc=com
t enant _obj ectcl ass = groupOf Nanes

role_tree_dn = ou=Rol es, dc=exanpl e, dc=com
rol e_obj ectclass = organi zati onal Rol e

The default object classes and attributes are intentionally simplistic. They reflect the
common standard objects according to the LDAP RFCs. However, in a live deployment, the
correct attributes can be overridden to support a preexisting, more complex schema. For
example, in the user object, the objectClass posixAccount from RFC2307 is very common.

If this is the underlying objectclass, then the uid field should probably be uidNumber and
username field either uid or cn. To change these two fields, the corresponding entries in the
Keystone configuration file are:

[ I dap]
user _id_attribute = ui dNunber
user _nane_attribute = cn

There is a set of allowed actions per object type that you can modify depending on your
specific deployment. For example, the users are managed by another tool and you have
only read access, in such case the configuration is:

[ | dap]

user _al l ow create = Fal se
user _al | ow_update = Fal se
user _al |l ow _del ete = Fal se

tenant _all ow create =
tenant _al | ow_update = True
tenant _all ow _del ete =

role_allow create = True
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True
True

rol e_al | ow_updat e
role_al |l ow del ete

There are some configuration options for filtering users, tenants and roles, if the backend is
providing too much output, in such case the configuration will look like:

[ I dap]

user _filter = (nmenberof =CN=openst ack- user s, OQU=wor kgr oups, DC=openst ack, DC=com)
tenant _filter =

role filter =

In case that the directory server does not have an attribute enabled of type boolean for the
user, there are several configuration parameters that can be used to extract the value from
an integer attribute like in Active Directory:

[ I dap]
user _enabl ed_attri bute = user Account Cont r ol
user _enabl ed_mask =2

user _enabl ed_def aul t 512

In this case the attribute is an integer and the enabled attribute is listed in bit 1, so the
if the mask configured user_enabled_mask is different from 0, it gets the value from the
field user_enabled_attribute and it makes an ADD operation with the value indicated on
user_enabled_mask and if the value matches the mask then the account is disabled.

It also saves the value without mask to the user identity in the attribute enabled_nomask.
This is needed in order to set it back in case that we need to change it to enable/disable a
user because it contains more information than the status like password expiration. Last
setting user_enabled_mask is needed in order to create a default value on the integer
attribute (512 = NORMAL ACCOUNT on AD)

In case of Active Directory the classes and attributes could not match the specified classes in
the LDAP module so you can configure them like so:

[ I dap]

user _obj ect cl ass person

user _id_attribute cn
user_nane_attribute ch

user _nmuil _attribute mai |

user _enabl ed_attri bute user Account Contro
user _enabl ed_mask 2

user _enabl ed_def aul t 512

user _attribute_ignore
t enant _obj ect cl ass

tenant _id,tenants
gr oupOf Nanes

tenant _id_attribute cn
tenant _nmenber _attri bute menber
tenant _nane_attribute ou

tenant _desc_attribute
tenant _enabl ed_attribute
tenant _attribute_ignore
rol e_obj ectcl ass

role_id attribute

rol e_nane_attribute

rol e_nmenber _attribute
role_attribute_ignore

description
ext ensi onNane

organi zat i onal Rol e
cn

ou

r ol eCccupant
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Reference for LDAP Configuration Options in keystone.conf

Table 6.1. Description of keystone.conf file configuration options for LDAP

Configuration option=Default value

(Type) Description

url=ldap://localhost

The location for the Idap server.

user = dc=Manager,dc=example,dc=com

(StrOpt) User for the LDAP server to use as default.

password = None

(StrOpt) Password for LDAP server to connect to.

suffix = cn=example,cn=com

(StrOpt) Default suffix for your LDAP server.

use_dumb_member = False

(Bool) Indicates whether dumb_member settings are in
use.

allow_subtree_delete = False

(Bool) Determine whether to delete LDAP subtrees.

dumb_member = cn=dumb,dc=example,dc=com

Mockup member as placeholder, for testing purposes.

query_scope = one

The LDAP scope for queries, this can be either
‘one' (onelevel/singleLevel) or 'sub' (subtree/
wholeSubtree)

user_tree_dn = ou=Users,dc=example,dc=com

user_filter =

user_objectclass = inetOrgPerson

user_id_attribute = cn

user_name_attribute = sn

user_mail_attribute = email

user_pass_attribute = userPassword

user_enabled_attribute = enabled

Example, userAccountControl. Combines with
user_enabled_mask and user_enabled_default settings
below to extract the value from an integer attribute like in
Active Directory.

user_enabled_mask =0

user_enabled_default = True

user_attribute_ignore = tenant_id,tenants

user_allow_create = True

If the users are managed by another tool and you have
only read access, you would set this to False.

user_allow_update = True

user_allow_delete = True

tenant_tree_dn = ou=Groups,dc=example,dc=com

tenant_filter =

If the backend is providing too much output, you can set a
filter to blank so tenants are not passed through.

tenant_objectclass = groupOfNames

tenant_id_attribute = cn

tenant_member_attribute = member

tenant_name_attribute = ou

tenant_desc_attribute = desc

tenant_enabled_attribute = enabled

tenant_attribute_ignore =

tenant_allow_create = True

tenant_allow_update = True

tenant_allow_delete = True

role_tree_dn = ou=Roles,dc=example,dc=com

role_filter =
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Configuration option=Default value (Type) Description

role_objectclass = organizationalRole

role_id_attribute = cn

role_name_attribute = ou

role_member_attribute = roleOccupant

role_attribute_ignore =

role_allow_create = True

role_allow_update = True

role_allow_delete = True

group_tree_dn =

group_filter =

group_objectclass = groupOfNames

group_id_attribute = cn

group_name_attribute = ou

group_member_attribute = member

group_desc_attribute = desc

group_attribute_ignore =

group_allow_create = True

group_allow_update = True

group_allow_delete = True

Auth-Token Middleware with Username and Password

It is also possible to configure Keystone's auth_token middleware using the 'admin_user'
and 'admin_password' options. When using the 'admin_user' and 'admin_password' options
the 'admin_token' parameter is optional. If 'admin_token' is specified it will by used only if
the specified token is still valid.

Here is an example paste config filter that makes use of the 'admin_user' and
‘admin_password' parameters:

[filter:authtoken]

paste.filter_factory = keystoneclient.m ddl eware. auth_token:filter_factory
servi ce_port = 5000

service_host = 127.0.0.1

aut h_port = 35357

auth _host = 127.0.0.1

aut h_t oken = 012345SECRET99TOKEN012345

adm n_user = adm n

adm n_password = keystonel23

It should be noted that when using this option an admin tenant/role relationship is
required. The admin user is granted access to the '"Admin' role on the 'admin' tenant.

Configuring Keystone SSL support

Keystone may be configured to support 2-way SSL out-of-the-box. The x509 certificates
used by Keystone must be obtained externally and configured for use with Keystone
as described in this section. However, a set of sample certificates is provided in the
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exanpl es/ ssl directory with the Keystone distribution for testing. Here is the description
of each of them and their purpose:

» ca. pem- Certificate Authority chain to validate against.

» keyst one. pem- Public certificate for Keystone server.

* m ddl ewar e. pem- Public and private certificate for Keystone middleware/client.
» cakey. pem- Private key for the CA.

* keyst onekey. pem- Private key for the Keystone server.

Note that you may choose whatever names you want for these certificates, or combine the
public/private keys in the same file if you wish. These certificates are just provided as an
example.

To enable SSL with client authentication, modify the et ¢/ keyst one. conf file accordingly
under the [ ssl ] section. SSL configuration example using the included sample certificates:

[ssl]
enabl e = True
certfile = <path to keystone. penr

keyfile = <path to keystonekey. penr>
ca_certs = <path to ca. penp
cert_required = True

Example:

[ssl]

enabl e = True

certfile = /hone/agent|/openstack/tests/certs/signing_cert.pem
keyfil e = [/ honme/ agent|/openst ack/tests/certs/private_key. pem
ca_certs = /hone/ agent|/openstack/tests/certs/cacert.pem
cert_required = True

» enable: True enables SSL. Defaults to False.

certfile: Path to Keystone public certificate file.

keyfile: Path to Keystone private certificate file. If the private key is included in the
certfile, the keyfile may be omitted.

* ca_certs: Path to CA trust chain.

 cert_required: Requires client certificate. Defaults to False.

Using External Authentication with OpenStack
Identity

When Keystone is executed in apache- ht t pd it is possible to use external authentication
methods different from the authentication provided by the identity store backend.

For example, this makes possible to use a SQL identity backend together with X.509
authentication, Kerberos, etc. instead of using the username/password combination.

118



Compute Admin Guide March 17, 2014 Grizzly, 2013.1

Using HTTPD authentication

Webservers like Apache HTTP support many methods of authentication. Keystone can
profit from this feature and let the authentication be done in the webserver, that will
pass down the authenticated user to Keystone using the REMOTE_USER environment
variable. This user must exist in advance in the identity backend so as to get a token from
the controller. To use this method, OpenStack Identity should be running on apache-

ht t pd.

Using X.509

The following snippet for the Apache conf will authenticate the user based on a valid X.509
certificate from a known CA:

<Virtual Host default :5000>
SSLEngi ne on
SSLCertificateFile letcl/ssl/certs/ssl.cert
SSLCertificateKeyFile /etc/ssl/privatel/ssl.key

SSLCACertificatePath /etc/ssl/allowed_cas
SSLCARevocati onPath /etc/ssl/allowed cas

SSLUser Name SSL_CLI ENT_S DN CN
SSLVeri fyd i ent require

SSLVeri f yDept h 10

(...)

</ Vi r t ual Host >

Troubleshooting Identity (Keystone)

If you see an error opening the signing key file, it's possible the person who ran keystone-
manage pki_setup to generate certificates and keys isn't using the correct user. When you
run keystone-manage pki_setup, keystone generates a set of certificates and keys in /etc/
keystone/ssl* which is owned by root:root.

This is problematic when trying to then run the Keystone daemon under the 'keystone'
user account (nologin) when trying to run PKI. Unless you manually chown the files
keystone:keystone or run keystone-manage pki_setup with —keystone-user and —keystone-
group you'll get an error like this:

2012-07-31 11:10: 53 ERROR [ keyst one. conmon. cns] Error openi ng signing key
file /etc/keystone/ssl/private/signing _key.pem
140380567730016: error: 0200100D: system | i brary: f open: Per ni ssi on
deni ed: bss_file.c:398:fopen('/etc/keystonel/ssl/private/signing_key.pem,'r")
140380567730016: error: 20074002: Bl O routi nes: FI LE_CTRL: syst em
lib:bss file.c:400:
unable to | oad signing key file
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The OpenStack Image Service, code-named glance, provides functionality for discovering,
registering, and retrieving virtual machine images. The service includes a RESTful API

that allows users to query VM image metadata and retrieve the actual image with HTTP
requests. You can also use the glance command-line tool, or the Python API to accomplish
the same tasks.

VM images made available through OpenStack Image Service can be stored in a variety of
locations. The OpenStack Image Service supports the following backend stores:

* OpenStack Object Storage - OpenStack Object Storage (code-named swift) is the highly-
available object storage project in OpenStack.

* Filesystem - The default backend that OpenStack Image Service uses to store virtual
machine images is the filesystem backend. This simple backend writes image files to the
local filesystem.

* S3-This backend allows OpenStack Image Service to store virtual machine images in
Amazon's S3 service.

* HTTP - OpenStack Image Service can read virtual machine images that are available via
HTTP somewhere on the Internet. This store is readonly.

» Rados Block Device (RBD) - This backend stores images inside of a Ceph storage cluster
using Ceph's RBD interface.

* GridFS - This backend stores images inside of MongoDB.
This chapter assumes you have a working installation of the Image Service, with a working

endpoint and users created in the Identity Service, plus you have sourced the environment
variables required by the nova client and glance client.

Configuring Tenant-specific Storage Locations for
Images with Object Storage

For some deployers, storing all images in a single place for all tenants and users to access is
not ideal. To enable access control to specific images for cloud users, you can configure the
Image service with the ability to store image data in the image owner-specific locations.

120


http://api.openstack.org/api-ref.html#os-images-2.0
http://docs.openstack.org/cli/quick-start/content/glance_client.html
http://docs.openstack.org/developer/python-glanceclient/

Compute Admin Guide March 17, 2014 Grizzly, 2013.1

The relevant configuration options in the gl ance- api . conf file are:

eswift _store multi_tenant:setto True to enable tenant-specific storage locations
(Default value is Fal se).

* swi ft_store_adm n_t enant s: Specify a list of tenants by ID to which to grant read
and write access to all Object Storage containers created by the Image service.

Assuming you configured 'swift' as your default_store in gl ance- api . conf and you
enable this feature as described above, images will be stored in an Object Storage service
(swift) endpoint pulled from the authenticated user's service_catalog. The created image
data will only be accessible through the Image service by the tenant that owns it and any
tenants defined in swift_store_admin_tenants that are identified as having admin-level
accounts.

Adding images with glance image-create

Use the glance image-create command to add a new virtual machine image to glance,
and use glance image-update to modify properties of an image that has been updated.
The i mage- cr eat e command takes several optional arguments, but you should specify
a name for your image using the - - nane flag, as well as the disk format with - - di sk-

f or mat and container format with - - cont ai ner - f or mat . Pass in the file via standard
input or using the file command. For example:

$ gl ance i mage-create --nane nyi nage --di sk-format=raw --contai ner-fornmat =bare
< /path/to/file.ing

or

$ gl ance i mage-create --nanme nyi nage --di sk-format=raw --contai ner-format =bare
--file /path/to/file.ing

Disk and Container Formats for Images

When adding an image to the Image service (glance), you may specify what the virtual
machine image’s di sk f ormat and cont ai ner format are.

This document explains exactly what these formats are.
Disk Format

The disk format of a virtual machine image is the format of the underlying disk image.
Virtual appliance vendors have different formats for laying out the information contained
in a virtual machine disk image.

You can set your image’s disk format to one of the following:
* raw

This is an unstructured disk image format; if you have a file without an extension it is
possibly a raw format

e vhd
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This is the VHD disk format, a common disk format used by virtual machine monitors
from VMWare, Xen, Microsoft, VirtualBox, and others

* vmdk
Another common disk format supported by many common virtual machine monitors
o vdi
A disk format supported by VirtualBox virtual machine monitor and the QEMU emulator
* iso
An archive format for the data contents of an optical disc (e.g. COROM)
* qcow?2

A disk format supported by the QEMU emulator that can expand dynamically and
supports Copy on Write

* aki

This indicates what is stored in Glance is an Amazon kernel image
* ari

This indicates what is stored in Glance is an Amazon ramdisk image
* ami

This indicates what is stored in Glance is an Amazon machine image

Container Format

The container format refers to whether the virtual machine image is in a file format that
also contains metadata about the actual virtual machine.

Note that the container format string is not currently used by Glance or other OpenStack
components, so it is safe to simply specify bare as the container format if you are unsure.

You can set your image’s container format to one of the following:
* bare
This indicates there is no container or metadata envelope for the image
o ovf
This is the OVF container format
* aki
This indicates what is stored in Glance is an Amazon kernel image

e ari
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This indicates what is stored in Glance is an Amazon ramdisk image

e ami

This indicates what is stored in Glance is an Amazon machine image

Image metadata

You can associate metadata with an image using the - - property key=val ue argument
to glance image-create or glance image-update.For example:

$ gl ance i nage-update ing-uuid --property architecture=arm --property
hyper vi sor _t ype=qgenu

If the following properties are set on an image, and the ImagePropertiesFilter scheduler
filter is enabled (which it is by default), then the scheduler will only consider compute hosts
that satisfy these properties:

architecture

The CPU architecture that must be supported by the hypervisor,
e.g.x86_64, ar m ppc64. Run uname -m to get the architecture
of a machine. We strongly recommend using the architecture
data vocabulary defined by the libosinfo project for this purpose.
Recognized values for this field are:

al pha
armv7l
cris

i 686
i a64
| 82
n68k
m crobl aze

m cr obl azeel

m ps

m psel

m ps64

m ps64el
openri sc
parisc
pari sc64
ppc
ppc64
ppcenb
s390
s390x
sh4
sh4deb
sparc
spar c64
uni core32

x86_64

DEC 64-bit RISC

ARM Cortex-A7 MPCore

Ethernet, Token Ring, AXis - Code Reduced
Instruction Set

Intel sixth-generation x86 (P6 microarchitecture)
Itanium

Lattice Micro32

Motorola 68000

Xilinx 32-bit FPGA (Big Endian)

Xilinx 32-bit FPGA (Little Endian)

MIPS 32-bit RISC (Big Endian)

MIPS 32-bit RISC (Little Endian)

MIPS 64-bit RISC (Big Endian)

MIPS 64-bit RISC (Little Endian)

OpenCores RISC

HP Precision Architecture RISC

HP Precision Architecture 64-bit RISC
PowerPC 32-bit

PowerPC 64-bit

PowerPC (Embedded 32-bit)

IBM Enterprise Systems Architecture/390
S/390 64-bit

SuperH SH-4 (Little Endian)

SuperH SH-4 (Big Endian)

Scalable Processor Architecture, 32-bit
Scalable Processor Architecture, 64-bit
Microprocessor Research and Development
Center RISC Unicore32

64-bit extension of 1A-32
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Xt ensa Tensilica Xtensa configurable microprocessor core
xt ensaeb Tensilica Xtensa configurable microprocessor core

(Big Endian)

hypervisor_type

vm_mode

The hypervisor type. Allowed values include: xen, genu, kvm | xc,
urm , vimwar e, hyper v, power vim

The virtual machine mode. This represents the host/guest ABI
(application binary interface) used for the virtual machine. Allowed
values are:

hvm Fully virtualized. This is the mode used by QEMU and KVM.
xen Xen 3.0 paravirtualized.
um  User Mode Linux paravirtualized.

exe Executables in containers. This is the mode used by LXC.

The following metadata properties are specific to the XenAPI driver:

auto_disk_config

os_type

A boolean option. If true, the root partition on the disk will be
automatically resized before the instance boots. This value is only
taken into account by the Compute service when using a Xen-
based hypervisor with the XenAPI driver. The Compute service will
only attempt to resize if there is a single partition on the image,
and only if the partition is in ext3 or ext4 format.

The operating system installed on the image, e.g. | i nux,

wi ndows. The XenAPI driver contains logic that will take different
actions depending on the value of the os_type parameter of the
image. For example, for images where 0s_t ype=wi ndows, it

will create a FAT32-based swap partition instead of a Linux swap
partition, and it will limit the injected hostname to less than 16
characters.

The following metadata properties are specific to the VMware API driver:

vmware_adaptertype

vmware_ostype

Indicates the virtual SCSI or IDE controller used by the
hypervisor. Allowed values: | si Logi ¢, busLogi c, i de

A VMware GuestID which describes the operating system
installed in the image. This will be passed to the hypervisor
when creating a virtual machine. See thinkvirt.com for a
list of valid values. If this is not specified, it will default to
ot her GCuest .

vmware_image_version Currently unused, set it to 1.

In order to assist end-users in utilizing images, you may wish to put additional common
metadata on Glance images. By community agreement, the following metadata keys may
be used across Glance installations for the purposes described below.

instance_uuid For snapshot images, this is the UUID of the server used to create this
image.
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kernel_id The ID of image stored in Glance that should be used as the kernel
when booting an AMI-style image.

ramdisk_id The ID of image stored in Glance that should be used as the ramdisk
when booting an AMI-style image.

os_version The operating system version as specified by the distributor.
os_distro The value of this property is the common name of the operating
system distribution in all-lowercase. For this purpose, we use the same
data vocabulary as the libosinfo project. Following are the recognized
values for this property. In the interest of interoperability, please use
only a recognized value for this field. The deprecated values are listed
to assist you in searching for the recognized value. Allowed values are:
arch This is: Arch Linux
Do not use: ar chl i nux, oror g. ar chl i nux
cent os This is: Community Enterprise Operating System
Do not use: or g. cent os Cent OS
debi an This is: Debian
Do not use: Debi an, or or g. debi an

f edora This is: Fedora

Do not use: Fedor a, or g. f edor a, or
org. f edor apr oj ect

freebsd This is: FreeBSD

Do not use: or g. f r eebsd, f r eeBSD, or Fr eeBSD
gent oo This is: Gentoo Linux

Do not use: Gent 00, or or g. gent 00
mandr ake This is: Mandrakelinux (MandrakeSoft)

Do not use: mandr akel i nux, or Mandr akeLi nux
mandri va This is: Mandriva Linux

Do not use: mandri val i nux
nmes This is: Mandriva Enterprise Server

Do not use: mandr i vaent, or mandri vakS
nsdos This is: Microsoft Disc Operating System

Do not use: ns- dos
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net bsd This is: NetBSD

Do not use: Net BSD, or or g. net bsd
net war e This is: Novell NetWare

Do not use: novel | , or Net Vr e
openbsd This is: OpenBSD

Do not use: OQpenBSD, or or g. openbsd
opensol ari s Do not use: OQpenSol ari s,or or g. opensol ari s
opensuse This is: openSUSE

Do not use: suse, SUSE, or or g. opensuse
r hel This is: Red Hat Enterprise Linux

Do not use: r edhat , RedHat , or com r edhat
sl ed This is: SUSE Linux Enterprise Desktop

Do not use: com suse
ubunt u This is: Ubuntu

Do not use: Ubunt u, com ubunt u, or g. ubunt u, or
canoni cal

w ndows This is: Microsoft Windows

Do not use: com mi cr osoft. server, orwi ndoze

Getting virtual machine images

Refer to the OpenStack Virtual Machine Image Guide for detailed information.

Tool support for creating images

There are several open-source third-party tools available that simplify the task of creating
new virtual machine images. Refer to the OpenStack Virtual Machine Image Guide for
detailed information.

Customizing an image for OpenStack

The OpenStack Virtual Machine Image Guide describes what customizations you should to
your image to maximize compatibility with OpenStack.
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Creating custom raw or QCOW2 images

This OpenStack Virtual Machine Image Guide describes how to create a raw or QCOW2
image from a Linux installation 1SO file. Raw images are the simplest image file format and
are supported by all of the hypervisors. QCOW?2 images have several advantages over raw
images. They take up less space than raw images (growing in size as needed), and they
support snapshots.

3 Note
QCOW?2 images are only supported with KVM and QEMU hypervisors.

Booting a test image

The following assumes you are using QEMU or KVM in your deployment.

Download a CirrOS test image:

$ wget https://Ilaunchpad. net/cirros/trunk/0. 3.0/ +downl oad/ ci rros-0. 3. 0- x86_64-
di sk.ing

Add the image to glance:

$ nanme=ci rros-0. 3-x86_64

$ i mage=ci rros-0. 3. 0- x86_64- di sk. i ng

$ gl ance i mage-create --nane=$nane --is-public=true --container-format=bare --
di sk-for mat =qgcow2 < $i mage

Check that adding the image was successful (Status should be ACTIVE when the operation
is complete):

$ nova i mage-|i st

ffccccccocccccocccccoocc-coccoocooocoooo feooccococcccoocoocoooo ffecocc=ooc
TR +

| 1D Name | Status | Server
I

e e S
fbocoooooo +

| 254c15el- 78a9- 4b30- 9b9e- 2a39b985001c | cirros-0.3.0-x86_64 | ACTI VE |

Create a keypair so you can ssh to the instance:

$ nova keypair-add test > test.pem
$ chnod 600 test.pem
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In general, you need to use an ssh keypair to log in to a running instance, although some
images have built-in accounts created with associated passwords. However, since images
are often shared by many users, it is not advised to put passwords into the images. Nova
therefore supports injecting ssh keys into instances before they are booted. This allows a
user to log in to the instances that he or she creates securely. Generally the first thing that a
user does when using the system is create a keypair.

Keypairs provide secure authentication to your instances. As part of the first boot of a
virtual image, the private key of your keypair is added to authorized_keys file of the login
account. Nova generates a public and private key pair, and sends the private key to the
user. The public key is stored so that it can be injected into instances.

Run (boot) a test instance:

$ nova boot --inmmge cirros-0.3.0-x86_64 --flavor nl.snall --key_nanme test ny-
first-server
Here's a description of the parameters used above:

* - -i mage: the name or ID of the image we want to launch, as shown in the output of
nova image-list

o --fl avor : the name or ID of the size of the instance to create (number of vcpus,
available RAM, available storage). View the list of available flavors by running nova
flavor-list

» - key_name: the name of the key to inject into the instance at launch.

Check the status of the instance you launched:

$ nova |ist

The instance will go from BUILD to ACTIVE in a short time, and you should be able to
connect via ssh as 'cirros’ user, using the private key you created. If your ssh keypair fails for
some reason, you can also log in with the default cirros password: cubswi n: )

$ ipaddress=... # Get |IP address from"nova |list"
$ ssh -i test.pem-I| cirros $ipaddress

The 'cirros' user is part of the sudoers group, so you can escalate to 'root' via the following
command when logged in to the instance:

$ sudo -

Tearing down (deleting) Instances

When you are done with an instance, you can tear it down using the nova delete
command, passing either the instance name or instance ID as the argument. You can get a
listing of the names and IDs of all running instances using the nova list. For example:
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$ nova |i st

e P R decmeeeoaos +
| 1D | Nane | Status | Networks |
fmococcocoococcocoooooocoooocononooooaooo ooocccocooocoooooo dococooao occococaos +
| 8ab5d719a- b293- 4ab5e- 8709- a89b6ac9cee2 | my-first-server | ACTIVE | |
ffccccccoccsccocccccooccccoccooccoocoooo fmcoccscococooooooo Fecozccooo Foococzcooc= +

$ nova delete ny-first-server

Pausing and Suspending Instances

Since the release of the APl in its 1.1 version, it is possible to pause and suspend instances.

o Warning

Pausing and Suspending instances only apply to KVM-based hypervisors and
XenServer/XCP Hypervisors.

Pause/ Unpause : Stores the content of the VM in memory (RAM).
Suspend/ Resume : Stores the content of the VM on disk.

It can be interesting for an administrator to suspend instances, if a maintenance is planned;
or if the instance are not frequently used. Suspending an instance frees up memory and
vCPUS, while pausing keeps the instance running, in a "frozen" state. Suspension could be
compared to an "hibernation" mode.

Pausing instance

To pause an instance :

nova pause $server-id

To resume a paused instance :

nova unpause $server-id

Suspending instance

To suspend an instance :
nova suspend $server-id
To resume a suspended instance :

nova resune $server-id

Select a specific host to boot instances on

If you have the appropriate permissions, you can select the specific host where the instance
will be launched. This is done using the - - avai | abi | i ty_zone zone: host arguments
to the nova boot command. For example:
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$ nova boot --inmmge <uuid> --flavor nil.tiny --key_nane test --availability-
zone nova: server2

Starting with the Grizzly release, you can specify which roles are permitted to boot an
instance to a specific host with the cr eat e: f or ced_host setting within pol i cy. j son
on the desired roles. By default, only the admin role has this setting enabled.

You can view the list of valid compute hosts by using the nova hypervisor-list command,

for example:

$ nova hypervisor-1list

e cccdfcccccccocococcooc=ocoos +
| 1D | Hypervisor hostnane |
ffococdfccccoococoooooocooooo +
| 1 | server2 |
| 2 | server3 [
| 3 | server4d [
T P S S e +

3 Note
The--avail ability_zone zone: host flag replaced the - -
f or ce_host s scheduler hint for specifying a specific host, starting with the
Folsom release.

Creating images from running instances with
KVM and Xen

See the Manage Images Section of the OpenStack User Guide for information on how to
create images from running instances.

Replicating images across multiple data centers

The image service comes with a tool called glance-replicator that can be used to populate
a new glance server using the images stored in an existing glance server. The images in the
replicated glance server preserve the uuids, metadata, and image data from the original.
Running the tool will output a set of commands that it supports:

$ gl ance-replicator
Usage: gl ance-replicator <command> [options] [args]

Commands:

hel p <command> CQutput help for one of the commands bel ow

conpar e What is missing fromthe slave gl ance?
dunp Dunmp the contents of a glance instance to | ocal disk.
I i vecopy Load the contents of one gl ance instance into another.
| oad Load the contents of a local directory into gl ance.
si ze Determ ne the size of a glance instance if dunped to disk.
Opt i ons:
--version show program s version nunmber and exit
-h, --help show this hel p nessage and exit

-¢ CHUNKSI ZE, - -chunksi ze=CHUNKSI ZE
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Ampbunt of data to transfer per HITP wite
-d, --debug Print debugging information

- D DONTREPLI CATE, --dontreplicat e=DONTREPLI CATE
List of fields to not replicate

-m --netaonly Only replicate netadata, not inmges
-1 LOGFILE, --logfile=LOGFILE

Path of file to log to
-s, --syslog Log to syslog instead of a file

-t TOKEN, --token=TOKEN
Pass in your authentication token if you have one. |f

you use this option the same token is used for both
the master and the sl ave.

- M MASTERTOKEN, --nastert oken=MASTERTOKEN
Pass in your authentication token if you have one.

This is the token used for the nmaster.

-S SLAVETCKEN, -- sl avet oken=SLAVETOKEN
Pass in your authentication token if you have one.

This is the token used for the sl ave.
-v, --verbose Print nore verbose out put

The replicator supports the following commands:

livecopy: Load the contents of one glance instance into
another

gl ance-replicator |ivecopy fronserver:port toserver:port
» fronmserver: port:the location of the master glance instance
* toserver: port:the location of the slave glance instance.

Take a copy of the fromserver, and dump it onto the toserver. Only images visible to the
user running the replicator will be copied if glance is configured to use the Identity service
(keystone) for authentication. Only images active on f r onser ver are copied across. The
copy is done "on-the-wire" so there are no large temporary files on the machine running the

replicator to clean up.

dump: Dump the contents of a glance instance to local disk

gl ance-replicator dunp server:port path
» server: port:the location of the glance instance.
* pat h: a directory on disk to contain the data.

Do the same thing as livecopy, but dump the contents of the glance server to a directory
on disk. This includes metadata and image data. Depending on the size of the local glance
repository, the resulting dump may consume a large amount of local storage. Therefore,
we recommend you use the size comamnd first to determine the size of the resulting

dump.

load: Load a directory created by the dump command into a
glance server

gl ance-replicator | oad server:port path
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* server: port:the location of the glance instance.
* pat h: a directory on disk containing the data.
Load the contents of a local directory into glance.

The dump and load are useful when replicating across two glance servers where a direct
connection across the two glance hosts is impossible or too slow.

compare: Compare the contents of two glance servers

gl ance-replicator conpare fronserver:port toserver:port
» fronserver: port:the location of the master glance instance.
* toserver: port:the location of the slave glance instance.

The compare command will show you the differences between the two servers, which is
effectively a dry run of the livecopy command.

size: Determine the size of a glance instance if dumped to

disk

gl ance-replicator size
» server: port:the location of the glance instance.

The size command will tell you how much disk is going to be used by image data in either
a dump or a livecopy. Note that this will provide raw number of bytes that would be
written to the destination, it has no information about the redundancy costs associated
with glance-registry back-ends that use replication for redundancy, such as Swift or Ceph.

Example using livecopy

Assuming you have a primary glance service running on a node called

pri mary. exanpl e. comwith glance-api service running on port 9292 (the default

port) and you want to replicate its contents to a secondary glance service running on a
node called secondar y. exanpl e. com also on port 9292, you will first need to get
authentication tokens from keystone for the primary and secondary glance server and then
you can use the gl ance-replicator |ivecopy command.

The following example assumes that you have a credentials file for your primary cloud
called pri mary. openr ¢ and one for your secondary cloud called secondary. openrc.

$ source primary. openrc
$ keyst one token- get

| expires | 2012-11-16T03: 13: 082 |
| id | 8a5d3af b5095430891f 33f 6922791463 |
| tenant_id | dba2lb4laf584daeac5782calb5a77a25 |
| user_id | add2ece6blf 94866994d3a3e3beb3d47 |
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+
$ PRI MARY_AUTH TOKEN=8e97f a8bcf 4443cf bd3beb9079c7142f
$ source secondary. openrc

$ keystone token-get

+

| expires | 2012-11-16T03: 13: 08Z |
| id | 29f 777ac2c9b41ab6b4ee9c3e6h85f 98a |
| tenant_id | fbde89d638d947a19545b0f 387ffeadd |
| user_id | 4a7a48e7d62e4b428c78d02c1968ca7b |

$ SECONDARY_AUTH_TOKEN=29f 777ac2c9b4l1a6b4ee9c3e6hb85f 98a
$ gl ance-replicator |ivecopy prinmary.exanpl e.com 9292 secondary. exanpl e.
com 9292 - M ${ PRI MARY_AUTH TCKEN} -S ${ SECONDARY_AUTH_TOKEN}
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8. Instance Management
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Instances are the running virtual machines within an OpenStack cloud. The Images and
Instances section of the Introduction to OpenStack Compute Chapter provides a high level
overview of instances and their life cycle

This chapter deals with the details of how to manage that life cycle

Interfaces to managing instances

OpenStack provides command line, web based, and API based instance management.
Additionally a number of third party management tools are available for use with
OpenStack using either the native API or the provided EC2 compatibility API.

Nova CLI

The nova command provided by the OpenStack python-novaclient package is the basic
command line utility for users interacting with OpenStack. This is available as a native
package for most modern Linux distributions or the latest version can be installed directly
using pip python package installer:

sudo pip install -e git+https://github.com openstack/ pyt hon-novacli ent.
gi t #egg=pyt hon- novacl i ent

Full details for nova and other CLI tools are provided in the OpenStack CLI Guide. What
follows is the minimal introduction required to follow the CLI example in this chapter. In
the case of a conflict the OpenStack CLI Guide should be considered authoritative (and a
bug filed against this section).

In order to function the nova CLI needs to know four things:

* Authentication URL. This can be passed as the —os_auth_url flag or using the
OS_AUTH_URL environment variable.

* Tenant(sometimes referred to as project) name. This can be passed as the -
os_tenant_name flag or using the OS_TENANT_NAME environment variable.
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* User name. This can be passed as the —os_username flag or using the OS_USERNAME
environment variable.

» Password. This can be passed as the —os_password flag or using the OS_PASSWORD
environment variable.

For example if you have your Keytone identity management service running on the default
port (5000) on host keystone.example.com and want to use the nova cli as the user
"demouser" with the password "demopassword" in the "demoproject" tenant you can
export the following values in your shell environment or pass the equivalent command line
args (presuming these identities already exist):

export OS_AUTH URL="htt p://keyst one. exanpl e. com 5000/ v2. 0/ "
export OS_USERNAME=denpuser

export OS_PASSWORD=denppassword

export OS_TENANT NAME=denopr oj ect

If you are using the Horizon web dashboard, users can easily download credential files like
this with the correct values for your particular implementation.

Horizon web dashboard

Horizon is the highly customizable and extensible OpenStack web dashboard. The Horizon
Project home page has detailed information on deploying horizon.

Compute API

OpenStack provides a RESTful API for all functionality. Complete APl documentation is
available at at http://docs.openstack.org/api. The OpenStack Compute APl documentation
refers to instances as "servers".

The nova cli can be made to show the API calls it is making by passing it the —debug flag

#nova --debug Ii st
connect: (10.0.0.15, 5000)

send: ' POST /v2.0/tokens HTTP/ 1. 1\r\nHost: 10.0.0.15: 5000\ r\ nCont ent - Lengt h:
116\ r\ ncontent-type: application/json\r\naccept-encoding: gzip, deflate\r\

naccept: application/json\r\nuser-agent: python-novaclient\r\n\r\n{"auth":
{"tenant Nane": "denoproject", "passwordCredentials": {"username": "denpuser",
"password": "denppassword"}}}’

reply: 'HTTP/1.1 200 OK\r\n'

header: Content-Type: application/json

header: Vary: X-Auth-Token

header: Date: Thu, 13 Sep 2012 20: 27: 36 GMI'

header: Transfer-Encodi ng: chunked

connect: (128.52.128.15, 8774)

send: u' GET /v2/fa9dccdeadbeef 23ae230969587a14bf/servers/detail HITP/ 1.1\

r\nHost: 10.0.0. 15: 8774\ r\ nx-aut h-proj ect-id: denoproject\r\nx-aut h-token:
deadbeef 9998823af ecc3d552525c34c\ r\ naccept - encodi ng: gzi p, deflate\r\naccept:
appl i cation/json\r\nuser-agent: python-novaclient\r\n\r\n'

reply: '"HTTP/1.1 200 OK\r\n'

header: X- Conpute-Request-1d: req-bf313e7d-771a-4c0b-ad08-c5da8161b30f

header: Content-Type: application/json

header: Content-Length: 15

header: Date: Thu, 13 Sep 2012 20: 27: 36 GMI
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| ID| Name | Status | Networks |

EC2 Compatibility API

In addition to the native compute APl OpenStack provides an EC2 compatible API. This
allows legacy workflows built for EC2 to work with OpenStack.

Configuring the EC2 API lists configuration options for customizing this compatibility APl on
your OpenStack cloud.

Third Party Tools

There are numerous third party tools and language specific SDKs for interacting with
OpenStack clouds both through native and compatibility APIs. These are not OpenStack
projects so we can only provide links to some of the more popular projects and a brief
description. For detailed installation and usage info please see the individual project pages

* euca2ools is a popular open source CLI for interacting with the EC2 API. This is
convenient for multi cloud environments where EC2 is the common API, or for
transitioning from EC2 API based clouds to OpenStack.

* hybridfox is a Firefox browser add-on that provides a graphical interface to many popular
public and private cloud technologies.

* boto is a Python library for interacting with Amazon Web Services. It can be used to
access OpenStack through the EC2 compatibility API

* fog is the Ruby cloud services library and provides methods for interacting with a large
number of cloud and virtualization platforms.

* heat is a high level orchestration system that provides a programmable interface to
orchestrate multiple cloud applications implementing well known standards such as
CloudFormation and TOSCA. Unlike other projects mentioned in this section heat
requires changes to your OpenStack deployment and is working toward official inclusion
as an OpenStack project. At this point heat is a development project not a production
resource, but it does show what the not too distant future of instance management may
be like.

Instance building blocks

There are two fundamental requirements for a computing system, software and hardware.
Virtualization and cloud frameworks tend to blur these lines and some of your "hardware"
may actually be "software" but conceptually you still need an operating system and
something to run it on.

Images

In OpenStack the base operating system is usually copied from an "image" stored in the
Glance image service. This is the most common case and results in an ephemeral instance

136


http://open.eucalyptus.com/wiki/Euca2oolsGuide
http://code.google.com/p/hybridfox/
https://github.com/boto/boto
https://rubygems.org/gems/fog
http://heat-api.org/
http://heat-api.org/
http://heat-api.org/

Compute Admin Guide March 17, 2014 Grizzly, 2013.1

which starts from a know templated state and lose all accumulated state on shutdown. It
is also possible in special cases to put an operating system on a persistent "volume" in the
Nova-Volume or Cinder volume system. This gives a more traditional persistent system that
accumulates state which is preserved across restarts. To get a list of available images on
your system run:

$nova i mage-|i st

ffccmcccoccooococoooooocoocoScooooooooooo feoococococococooocoocoooccoooooooooo
o ooooooo foocoocccoococooccoooonooonocoooacoo0ao 00 +

| ID | Nane

Status | Server |

oo o e oo e e oo o e oo o mmo e mcemocoooooaooo- - P
4eeeeaaa- I +

| aeeld242- 730f - 431f - 88c1-87630c0f 07ba | Ubuntu 12. 04 cl oudi ng and64 |
ACTI VE | |

| Ob27baal- 0ca6-49a7- b3f 4- 48388e440245 | Ubuntu 12.10 cl oudi ng and64
ACTI VE | |

| df 8d56f c- 9cea- 4df d- aB8d3- 28764de3cb08 | j enki ns |
ACTI VE | |

oo o e oo e e oo o e oo o mmo e mcemocoooooaooo- - P
4eeeeaaa- I +

The displayed image attributes are

* ID: the automatically generate UUID of the image

* Name: a free form human readable name given to the image

* Status: shows the status of the image ACTIVE images are available for use.

* Server: for images that are created as snapshots of running instance this is the UUID of
the instance the snapshot derives from, for uploaded images it is blank

Flavors

Virtual hardware templates are called "flavors" in OpenStack. The default install provides

a range of five flavors. These are configurable by admin users (this too is configurable and
may be delegated by redefining the access controls for "compute_extension:flavormanage”
in/ et c/ nova/ pol i cy. j son on the compute-api server) . To get a list of available flavors
on your system run:

$ nova flavor-|i st

ffocoocdfcooccocoocoooc ffocooccooccoe oo oe fhmcocccoocoo oo oe frmcooooo

ffoccccooocacoo doooccooocoo fooococonocacoo +

| 1D ]| Name | Menory_MB | Disk | Epheneral | Swap | VCPUs | RXTX_Fact or
| I's_Public | extra_specs |

e deloaemmamae +- - - - deioaemma e moo +-- - - T

I T T +

| 1 | mi.tiny | 512 | O | O | | 1 | 1.0
| True | {} I

| 2 | mil. small | 2048 | 10 | 20 | | 1 | 1.0
| True | {} I

| 3 | ml.nmedium | 4096 | 10 | 40 | | 2 | 1.0
| True | {} I

137



Compute Admin Guide March 17, 2014 Grizzly, 2013.1

4 | ni.large | 8192 | 10 | 80 | | 4 | 1.0
Tr ue | {} [

5 | nil.xlarge | 16384 | 10 | 160 | | 8 | 1.0
Tr ue | {} |

ccodimcococoocoooc ffocooccooccoe oo oe fhmcocccoocoo oo oe frmcooooo
------------ ooococococcodmoncconocanaads

The nova flavor-create command allows authorized users to create new flavors. Additional
flavor manipulation commands can be shown with the command nova help |grep flavor

Flavors define a number of elements

ID: a unique numeric id

Name: a descriptive name. xx.si ze_nare is conventional not required, though some
third party tools may rely on it.

Memory_MB: virtual machine memory in megabytes

Disk: virtual root disk size in gigabytes. This is an ephemeral disk the base image is copied
into. When booting from a persistent volume it is not used. The "0" size is a special case
which uses the native base image size as the size of the ephemeral root volume.

Ephemeral: specifies the size of a secondary ephemeral data disk. This is an empty,
unformatted disk and exists only for the life of the instance.

Swap: optional swap space allocation for the instance
VCPUs: number of virtual CPUs presented to the instance

RXTX_Factor: optional property allows created servers to have a different bandwidth
cap than that defined in the network they are attached to. This factor is multiplied by
the rxtx_base property of the network. Default value is 1.0 (that is, the same as attached
network).

Is_Public: Boolean value, whether flavor is available to all users or private to the tenant it
was created in. Defaults to True.

extra_specs: additional optional restrictions on which compute nodes the flavor can run
on. This is implemented as key/value pairs that must match against the corresponding
key/value pairs on compute nodes. Can be used to implement things like special
resources (e.g., flavors that can only run on compute nodes with GPU hardware).

Creating instances

Create Your Server with the nova Client

Procedure 8.1. To create and boot your server with the nova client:

1.

Issue the following command. In the command, specify the server name, flavor ID, and
image ID:
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$ nova boot nmyUbuntuServer --inmage "3afe97b2-26dc-49c5-a2cc-a2f c8d80c001" --flavor 6

The command returns a list of server properties. The status field indicates whether the
server is being built or is active. A status of BUl LDindicates that your server is being

built.

hmocccoccocoocccococaccanano oocococoocoocoooccoooccnooooocooo0aooa +
| Property | Val ue |
[l —cc=-ccocccoccsocczccoc=oo feoccocococococc-ocsscossooccooccsoooooooe +

OS- DCF: di skConfi g
accessl Pv4

I I I
I I I
| accessl Pv6 | |
| admi nPass | ZbaYPZf 6r 2an |
| config_drive | |
| created | 2012-07-27T19: 59: 31Z |
| flavor | 8GB Standard | nstance |
| hostld | |
| id | d8093de0- 850f - 4513- b202- 7979de6c0d55

| image | Ubuntu 12. 04 |
| netadata | {} |
| nane | myUbunt uServer |
| progress | O |
| status | BU LD |
| tenant_id | 345789 |
| updated | 2012-07-27T19:59: 312 |
| user_id | 170454 |
T IS, T I +

2. Copy the server ID value from the i d field in the output. You use this ID to get details
for your server to determine if it built successfully.

Copy the administrative password value from the adm nPass field. You use this value
to log into your server.

Launch from a Volume

The Compute service has support for booting an instance from a volume.

Manually Creating a Bootable Volume

To manually create a bootable volume, mount the volume to an existing instance,

and then build a volume-backed image. Here is an example based on exercises/
boot_from_volume.sh. This example assumes that you have a running instance with a 1GB
volume mounted at/ dev/ vdc. These commands will make the mounted volume bootable
using a CirrOS image. As root:

# nkfs.ext3 -b 1024 /dev/vdc 1048576
# nkdir /tnp/stage
# mount /dev/vdc /tnp/stage

# cd /tnp

# wget https://|aunchpad. net/cirros/trunk/0. 3.0/ +downl oad/ ci rros-0. 3. 0-x86_64-
rootfs.ing.gz

# gunzip cirros-0.3.0-x86_64-rootfs.ing.gz

# nkdir /tnp/cirros

# mount /tnp/cirros-0.3.0-x86_64-rootfs.inmy /tnp/cirros
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# cp -pr /tnp/cirros/* /tnp/stage
# unmount /tnp/cirros

# sync

# unount /tnp/stage

Detach the volume once you are done.

Creating a Bootable Volume from an Image

Cinder has the ability to create a bootable volume from an image stored in Glance.
# cinder create --inmage-id <i mage_i d> --di spl ay- nane ny-boot abl e-vol <size>
This feature is also mirrored in Nova:

# nova vol une-create --inmage-id <image_i d> --di spl ay- nane ny-boot abl e-vo
<si ze>

S Note

As of Grizzly, the following block storage drivers are compatible: iSCSI-based,
LVM, and Ceph.

Make sure you configure Cinder with the relevant Glance options:

Table 8.1. List of configuration flags for NFS

Flag Name Type Default Description

gl ance_host Optional $ny_ip (StrOpt) default glance hostname or ip
gl ance_port Optional 9292 (IntOpt) default glance port

gl ance_api _servers Optional $gl ance_host :| (ListOpt) A list of the glance api servers

$gl ance_port |available to cinder: ([ host nane|
ip]l:port) (list value)

gl ance_api _versi on Optional 1 (IntOpt) default version of the glance
api to use
gl ance_numretries Optional 0 (IntOpt) Number retries when

downloading an image from glance

gl ance_api _i nsecure Optional fal se (BoolOpt) Allow to perform insecure SSL
(https) requests to glance

Booting an instance from the volume

To boot a new instance from the volume, use the nova boot command with the - -
bl ock_devi ce_mappi ng flag. The output for nova help boot shows the following
documentation about this flag:

- - bl ock_devi ce_mappi ng <dev_nane=mappi ng>
Bl ock device mapping in the fornat <dev_nane>=
<i d>: <t ype>: <si ze( CB) >: <del et e_on_t er m nat e>.
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The command arguments are:

dev_nane A device name where the volume will be attached in the
system at / dev/ dev_nane. This value is typically vda.

id The ID of the volume to boot from, as shown in the output of
nova volume-list.

type This is either snap, which means that the volume was created
from a snapshot, or anything other than snap (a blank
string is valid). In the example above, the volume was not
created from a snapshot, so we will leave this field blank in our
example below.

size (GB) The size of the volume, in GB. It is safe to leave this blank and
have the Compute service infer the size.

del ete_on_term nate A boolean to indicate whether the volume should be deleted
when the instance is terminated. True can be specified as Tr ue
or 1. False can be specified as Fal se or 0.
3 Note
Because of bug #1163566, you must specify an image when booting from a
volume in Horizon, even though this image will not be used.

The following example will attempt boot from volume on the command line with ID=13, it
will not delete on terminate. Replace the - - key_name with a valid keypair name:

$ nova boot --flavor 2 --key_nanme nykey --bl ock_devi ce_nmappi ng vda=13:::0
boot - from vol -t est

Controlling where instances run

The scheduler filters section provides detailed information on controlling where your
instances run, including ensuring a set of instances run on different compute nodes for
service resiliency or on the same node for high performance inter-instance communications

Additionally admin users can specify and exact compute node to run on by specifying - -
avail ability-zone <availibility-zone>: <conmput e- host > on the command
line, for example to force an instance to launch on the nova- 1 compute node in the
default nova availability zone:

#nova boot --inmage aeeld242- 730f - 431f - 88c1- 87630c0f O7ba --flavor 1 --
avai |l ability-zone nova: nova-1 testhost

Instance specific data

For each instance, you can specify certain data including authorized_keys key injection,
user-data, metadata service, and file injection.
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Associating ssh keys with instances

Creating New Keys

The command:

$ nova keypair-add nykey > nykey. pem

will create a key named nmykey which you can associate with instances. Save the file
nmykey. pemto a secure location as it will allow root access to instances the nykeykey is
associated with.

Uploading Existing Keys

The command:

$ nova keypair-add --pub-key nykey.pub nykey

will upload the existing public key nykey. pub and associate it with the name nykey. You
will need to have the matching private key to access instances associated with this key.

Adding Keys to Your Instance

To associate a key with an instance on boot add - - key _nane mykey to your command
line for example:

$ nova boot --inmage ubuntu-cloudi nage --flavor 1 --key_name nykey

Insert metadata during launch

When booting a server, you can also add metadata, so that you can more easily identify it
amongst your ever-growing elastic cloud. Use the - - net a option with a key=value pair,
where you can make up the string for both the key and the value. For example, you could
add a description and also the creator of the server.

$ nova boot --inmge=natty-inmage --flavor=2 smallinmage2 --neta description=
"Smal | test inmage' --neta creator=joecool

When viewing the server information, you can see the metadata included on the
nmet adat a line:

$ nova show snal | i mage2

- ccccocccc-coccococcc-oc-scoocooc-oocooocoSooocoocS-oosSocoocoocoooc +
| Property | Val ue |

I

e L L L L L L L L L L T T T R L L L L L +
| OS- DCF: di skConfig | MANUAL

| OS- EXT- STS: power _state | 1 |
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OS- EXT- STS: task_state | None |
OS- EXT- STS: vm state | active
accessl Pv4 | |
accessl Pv6 | |
config_drive | |

I

I

I

I

|

| created | 2012- 05- 16T20: 48: 232

| flavor | ml. smal |

| hostld | de0c201e62beB88c6laeb52f 51d91lel47acf 6¢f 2012bbh57892e528487
| id | 8ec95524- 7f 43- 4cce- a754- d3e5075bf 915

| i mge | natty-inmage |

| key_nanme | |

| metadata | {u' description': u Snall test immge', u'creator': u'joecool'} |
| name | smal | i nage2 |

| private network | 172.16.101. 11

| progress | 0 |

| public network | 10. 4. 113. 11

| status | ACTI VE |

| tenant_id | e830c2f bb7aa4586adf 16d61c9b7e482

| updated | 2012- 05- 16T20: 48: 35Z

| user_id | de3f 4e99637743c7b6d27f aca4b800a9 |
I

e L L L L L L L L L E L T T R L L L L L L L L +

Providing User Data to Instances

User Dat ais a special key in the metadata service which holds a file that cloud aware
applications within the guest instance can access. For example the cloudinit system is an
open source package from Ubuntu that handles early initialization of a cloud instance that
makes use of thisuser dat a.

This user-data can be put in a file on your local system and then passed in at instance
creation with the flag - - user - dat a <user-dat a-fi | e> for example:

$ nova boot --inmage ubuntu-cloudi mage --flavor 1 --user-data nydata.file

Injecting Files into Instances

Arbitrary local files can also be placed into the instance file system at creation time using
the--fil e <dst-pat h=src- pat h>option. You may store up to 5 files. For example if
you have a special authorized_keys file named speci al _aut hori zed _keysfil e that
you want to put on the instance rather than using the regular ssh key injection for some
reason you can use the following command:

$nova boot --image ubuntu-cl oudi mage --flavor 1 --file /root/.ssh/
aut hori zed_keys=speci al _aut hori zed_keysfil e

Configuring instances at boot time

Introduction

Users often want to do some configuration to their instances after booting. For example,
you may want to install some packages, start services, or manage the instance using a
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Puppet or Chef server. When launching instances in an OpenStack cloud, there are two
technologies that work together to support automated configuration of instances at boot
time: user data and cloud-init.

User data

User data is the mechanism by which a user can pass information contained in a local file to
an instance at launch time. The typical use case is to pass something like a shell script or a
configuration file as user data.

User data is sent using the - - user-data / path/to/ fil ename option when calling
nova boot. The following example creates a text file and then send the contents of that file
as user data to the instance.

$ echo "This is some text" > nmyfile.txt
$ nova boot --user-data ./nyfile.txt --inmage nyi mage nyi nstance

The instance can retrieve user data by querying the metadata service at using either the
OpenStack metadata API or the EC2 compatibility API:

$ curl http://169.254. 169. 254/ 2009- 04- 04/ user - dat a

This is sone text

$ curl http://169.254. 169. 254/ openst ack/ 2012- 08- 10/ user _dat a
This is sone text

Note that the Compute service treats user data as a blob. While the example above used a
text file, user data can be in any format.

Cloud-init

To do something useful with the user data, the virtual machine image must be configured
to run a service on boot that retrieves the user data from the metadata service and take
some action based on the contents of the data. The cloud-init package was designed to do
exactly this. In particular, cloud-init is compatible with the Compute metadata service as
well as the Compute config drive.

Note that cloud-init is not an OpenStack technology. Rather, it is a package that is designed
to support multiple cloud providers, so that the same virtual machine image can be used in
different clouds without modification. Cloud-init is an open source project, and the source
code is available on Launchpad. It is maintained by Canonical, the company which runs

the Ubuntu project. All Ubuntu cloud images come pre-installed with cloud-init. However,
cloud-init is not designed to be Ubuntu-specific, and has been successfully ported to Fedora.

We recommend installing cloud-init on images that you create to simplify the task of
configuring your instances on boot. Even if you do not wish to use user data to configure
instance behavior at boot time, cloud-init provides useful functionality such as copying the
public key to an account (the ubunt u account by default on Ubuntu instances, the ec2-
user by default in Fedora instances).

If you do not have cloud-init installed, you will need to manually configure your image to
retrieve the public key from the metadata service on boot and copy it to the appropriate
account.
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Cloud-init supported formats and documentation

We recommend taking a look at the cloud-init doc/userdata.txt file the examples directory
as well as the Ubuntu community documentation for details on how to use cloud-init. We
provide some basic examples here.

Cloud-init supports several different input formats for user data. We briefly discuss two
commonly used formats:

* Shell scripts (starts with #! )

* Cloud config files (starts with #cl oud- confi g)

Running a shell script on boot

Assuming you have cloud-init installed, the simplest way to configure an instance on boot
is to pass a shell script as user data. The shell file must begin with #! in order for cloud-init

to recognize it as a shell script. Here's an example of a script that creates an account called
cl ouduser.

#!1/ bi n/ bash
adduser --di sabl ed- password --gecos "" cl ouduser

Sending a shell script as user data has a similar effect to writingan/ et c/rc. | ocal script:
it will be executed very late in the boot sequence as root.

Cloud-config format

Cloud-init supports a YAML-based config format that allows the user to configure a large
number of options on a system. User data that begins with #cl oud- conf i g will be
interpreted by cloud-init as cloud-config format.

Example: Setting hostname

This cloud-init user data example sets the hostname and the FQDN, as well as updating /
et ¢/ host s on the instance:

#cl oud- config

host name: mnynode

fqgdn: nynode. exanpl e. com
manage_et c_hosts: true

Example: Configuring instances with Puppet

This cloud-init user data example, based on doc/examples/cloud-config-puppet.txt, would

configure the instance to contact a Puppet server at puppetmaster.example.org and verify
its identity using a certificate.

#cl oud- config

puppet :
conf :
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agent :
server: "puppet nmaster. exanpl e. org"

ca_cert: |
----- BEG N CERTI FI CATE- - - - -
M | CCTCCAXKgAW BAgl BATANBgkghki GOw0BAQUFADANMs WCQYDVQQDDAJ] YTAe
FwOx MDAY MTUXNz | 5M FaFwWOXNTAY MTQxNz| 5M FaMAOx Cz AJBgNVBAMVAMNhM G
MAOGCSqGSI b3DQEBAQUAAAGNADCBI QKBgQCu7Q40smd7/ ELPf +r 8AYb/ VI FWEPgc
b014O0mMNoX7dgCx TDvps/ hBWWS55PdAFsWb+Chs G 311 JNI 3kSYpr FQc YT 7A8t NWI
1IMASWRCf aEi OEi 9F1IR3R4AQ z4i x+i NoHi UDTj azw/ t ZwEdxaQXQVLWY TCRwWWa+aA
gbut JKi 93M LLwW DAQABo3kwdz A4Bgl ghkgBhvhCAQIEKX YpUHVWe GVOI FI1Ynkv
T3BI bl NTTCBHZWI cnFOZWQg QR Vydd maVWhhd GUwDwYDVROTAQH BAUWAWEB/ z Ad
BgNVHQAEFgQUU4+j HB+GYE5Vxo0+ol 1QAhevspj AwCwYDVROPBAQDAGEGVAOGCSqG
S| b3DQEBBQUAA4GBAH/ r x| Ul j WNb3n7TXJcDI6MVHUI wj r 03BDIXKb34Ul ndkpaf
+GAl ZzPXWA7b0908MBI 8RnPf vt Knt eLbvgTK+h+z X1XCt y+S2EQNK29i 2AdogOTxb
hppi GOt TS5Havud4aceCXi y2cr Vcudj 3NFci y8X66SoECemUYDCh9T5D0d
----- END CERTI FI CATE- - - - -

Example: Configuring instances with Chef

This cloud-init user data example, based on doc/examples/cloud-config/chef.txt, and
intended for use in an Ubuntu image, would add the Chef apt repository, install Chef,
connect to a Chef server at https://chefserver.example.com:4000 and install Apache.

#cl oud- config
apt _sources:
- source: "deb http://apt.opscode.coml $RELEASE-0.10 mai n"
key: |
----- BEG N PGP PUBLI C KEY BLOCK- - - - -
Version: GhuPG v1.4.9 (G\U Li nux)

MG BEppC7 QRBADS s Ok ZUGKZK+YmKwdwev5nj KIEKVA us+NxWBwW t X5s GabkdUu
t WAYj 7Yr 92r F+I CFEP3gGU6+I GoONve7KxkN 1W7/ nBAAzuk+ccl Knj p8KS3gn99
dxy64vcji 9 |11 Va+XXOE p0GBCGEaj 7nbki xL/ bMeG dM vBGE 2XPpp9vwCgn/ GC
JKacf nw7MpLKUHOYSI b/ / JsEAJgao3Vi Nf av83j JKEkD8cf 59Y8xKi a5QpZqTKEW
ShVnNWS3U5I VQk10ZDHI7Qn/ Yr K387HACYhLE9nxPXs/ ul 18i oi aar s/ q2MEKU2I
XKf V21eM.O9LYd6Ny/ Kgj 805WK2J6+NAhSwt hZcl EphcFi gnl uobP+B5wWNFQpe
DbKf A/ OW N2 Onv~e V\Rc nmrd 3Hz 7nHTpc n SF+40QX6y HRF/ 5BgxkG61 Bl ACQbz Pn6HM
sM ml SVf 11i znDgSs Qot Cr OZI Lf LX/ mE+YA +Ow\BHNI +YsFt s1WOuh1EhQD26a0
Z84HuHV5HFRW DLWOLr i | t BVQecXbpf Sr RP5bdr 7Wh8vhqgJ TPj r nT3Bz Y29k ZSBQ
YWNr YWl cy ABc GFj a2FnZXNAb3Bz Y29k ZS5j b20+i GAEEX ECACAFAK pp C7 QCOMVIG
Cwk 1 BWMCBBUCCANMEFgI DAQ e AQl XgAAKCRAp QKupg++Caj 8s AKCOXmdG36gW i / K
+0+Xt Bf vdMhFYQCF TCEVWRy 2Bnz LoBBFCj DSK6sJqCu5Ag0ESnkLt BAI Al ®2Sw R
| Usi 6gTOp42RHWAY/ pmA7 8CwUgJ nYgnXROr t 3h9F9xr sGkHOFh1FRt snncgzl hvh
DLONRHNk XmDws 0j VOPF74t t oUT6BLAUsFi 2SPP1z YNJ9HIf hhK/ pj i j t AcQadgxu
WWNJ5X CEs cBZCj hSRXnDd30bK1049Cow8ZI bHt nXVP41c9QNDz X/ LaGZs KQZnaMk
EzDk8dyyct R2f 03vRSVy TFGgdpUcpbr 9e TFVgi k Ca6ODEBv +0BnCHEY GTXwBi d9g
woole/ 2Dvi KUWCCHAI AUQUbLO GFBul 4UR+r ux9af f bHc LI OTi KQXv 79l WBP7W\8
AAF ni SQKF PWKr r c AAWUH/ 2XBgD4Uxhbs25HDUUI M nBGnl j 6ES St g8nOnMggLhuN
QrPf oNBy MPUqvA7sULYf r 6x CYzbz RNx ABHSpf 85Fz GQR9IRF4xs A4v OOUSRDI YQOX
@BNqgR6pydpr RFqWe47hs AN7Bo YuhWj Tt OLSBrmmAnz TR5pURoqcqu\Wi i EavZi xJ
3ZRAgq/ HMG 0JEt MFr vsZj GXuzef 7f Oyt f RLzYeLVWhL9Bd32CueBl | 7dhYwkFe+V
Ep5j WO 02ClwHcwt +ul RDIV6Tdt bl i BYAdOVPK 15+VBdwe BXwiVL YXr 76+A7 Ve DL
zI hi 7t KFo6W W KZq0dzct sJJjt|fr4K4avbi DG gli | SQQYEQ ACQUCSnkLt Al b
DAAKCRAp Kupg++Caul SAJ9Cx YPOKhOxal BnVTLeNUkKAHGg2gACel shobt aD4ZHG
0G| 8Ekf ABuhl uM=

=zKAmM

----- END PGP PUBLI C KEY BLOCK- - - - -
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chef:
install _type: "packages"
server _url: "https://chefserver. exanpl e.com 4000"

node_nane: "your-node-nanme"
envi ronnent: "production”
val i dati on_nanme: "yourorg-validator"
val i dati on_key: |
----- BEG N RSA PRI VATE KEY-----
YOUR- ORGS- VAL| DATI ON- KEY- HERE
----- END RSA PRI VATE KEY- - - - -
run_list:
- "recipe[ apache2] "
- "role[db]"
initial _attributes:
apache:
pr ef or k:
maxclients: 100
keepal i ve: "off"

Config drive

Introduction

OpenStack can be configured to write metadata to a special configuration drive that will
be attached to the instance when it boots. The instance can retrieve any information that
would normally be available through the metadata service by mounting this disk and
reading files from it.

One use case for the config drive is to pass networking configuration (e.g., IP address,
netmask, gateway) when DHCP is not being used to assign IP addresses to instances.
The instance's IP configuration can be transmitted using the config drive, which can be
mounted and accessed before the instance's network settings have been configured.

The config drive can be used by any guest operating system that is capable of mounting an
ISO9660 or VFAT file system. This functionality should be available on all modern operating
systems.

In addition, an image that has been built with a recent version of the cloud-init package
will be able to automatically access metadata passed via config drive. The current version
of cloud-init as of this writing (0.7.1) has been confirmed to work with Ubuntu, as well as
Fedora-based images such as RHEL.

If an image does not have the cloud-init package installed, the image must be customized
to run a script that mounts the config drive on boot, reads the data from the drive, and
takes appropriate action such as adding the public key to an account. See below for details
on how data is organized on the config drive.

S Note

To use config drive, the genisoimage program must be installed on each
compute host. In the Ubuntu packages, it is not installed by default (see bug
#1165174). Make sure you install this program on each compute host before
attempting to use config drive, or an instance will not boot properly.
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S Note

If you use Xen with a config drive, disable the agent through the
xenapi _di sabl e_agent configuration parameter.

Enabling the config drive

To enable the config drive, pass the - - confi g- dri ve=t r ue parameter when calling
nova boot. Here is a complex example that enables the config drive as well as passing user
data, two files, and two key/value metadata pairs, all of which will be accessible from the
config drive as described below.

$ nova boot --config-drive=true --inmage ny-i mage- nane --key-nane nykey --
flavor 1 --user-data ./ny-user-data.txt nyinstance --file /etc/network/

i nterfaces=/honme/ myuser/instance-interfaces --file known_host s=/ home/ nyuser/.
ssh/ known_hosts --neta rol e=webservers --neta essenti al =fal se

You can also configure the Compute service to always create a config drive by setting the
following option in / et ¢/ nova/ nova. conf :

force_config_drive=true

3 Note

As of this writing, there is no mechanism for an administrator to disable use of
the config drive if a user passes the - - conf i g- dri ve=t r ue flag to the nova
boot command.

Accessing the config drive from inside an instance

The config drive will have a volume label of conf i g- 2. If your guest OS supports accessing
disk by label, you should be able to mount the config drive as the / dev/ di sk/ by-
| abel / confi g- 2 device. For example:

# nkdir -p /mt/config
# mount /dev/di sk/ by-1|abel /config-2 /mt/config

3 Note

The cirros 0.3.0 test image does not have support for the config drive. Support
will be added in version 0.3.1.

If your guest operating system does not use udev, then the / dev/ di sk/ by- | abel
directory will not be present. The blkid command can be used to identify the block device
that corresponds to the config drive. For example, when booting the cirros image with the
m1.tiny flavor, the device will be / dev/ vdb:

# bl kid -t LABEL="config-2" -odevice
/ dev/ vdb

Once identified, the device can then be mounted:

# nkdir -p /mt/config
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# nount /dev/vdb /mt/config

Contents of the config drive

The files that will be present in the config drive will vary depending on the arguments that
were passed to nova boot. Based on the example above, the contents of the config drive
would be:

ec2/ 2009- 04- 04/ net a- dat a. j son
ec2/ 2009- 04- 04/ user - dat a

ec2/| atest/ neta-data.json

ec2/| atest/user-data

openst ack/ 2012- 08- 10/ met a_dat a. j son
openst ack/ 2012- 08- 10/ user _dat a
openst ack/ cont ent
openst ack/ cont ent / 0000
openst ack/ cont ent / 0001

openst ack/ | at est/ neta_dat a. j son
openst ack/ | at est/ user _data

Guidelines for accessing config drive data

Do not rely on the presence of the EC2 metadata present in the config drive (i.e., files
under the ec?2 directory), as this content may be removed in a future release.

When creating images that access config drive data, if there are multiple directories under
the openst ack directory, always select the highest APl version by date that your consumer
supports. For example, if your guest image can support versions 2012-03-05, 2012-08-05,
2013-04-13. It is best to try 2013-04-13 first and fall back to an earlier version if it 2013-04-13
isn't present.

Format of OpenStack metadata

Here is an example of the contents of openst ack/ 2012- 08- 10/ net a_dat a. j son,
openst ack/ | at est/ met a_dat a. j son (these two files are identical), formatted to
improve readability:

{
"availability_zone": "nova",
"files": [
{
"content _path": "/content/0000",
"path": "/etc/network/interfaces"
Je
{
"content _path": "/content/0001",
"path": "known_hosts"
}
1,
"host nane": "test.noval ocal ",
"l aunch_i ndex": O,
"name": “"test",
"meta": {
"role": "webservers"
"essential": "fal se"
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}

ublic_keys": {
"mykey": "ssh-rsa AAAAB3NzaClyc2EAAAADAQABAAAAGQDBqUf W CSez0/
W pd8dLLgZXVIG XQ7 hnM\+Z0OWQUy ebVEHey 1CXui nOuY1cAJVvhUg8j 98Si W
+cU0sW4J3x5] 2+xi 1bodDnil Bt FWeLl OQ Npf V1n8f Kj HB
+ynPpelF6t MDvr FGU Js44t 30Br uj MXBe8Rg44cCk6wqgyj ATA3r Q== Cener at ed by Nova\ n"

},
"uui d": "83679162-1378-4288-a2d4- 70el3ecl32aa"

}

Note the effect of the--fil e /etc/ network/interfaces=/hone/ nyuser/

i nst ance-i nt er f aces argument passed to the original nova boot command.
The contents of this file are contained in the file openst ack/ cont ent / 0000 file on
the config drive, and the path is specified as / et ¢/ net wor k/ i nt er f aces in the
nmet a_dat a. j son file.

Format of EC2 metadata

Here is an example of the contents of ec2/ 2009- 04- 04/ et a- dat a. j son, | at est/
met a- dat a. j son (these two files are identical) formatted to improve readbility:

{
"am -id": "am -00000001",
"am -l aunch-i ndex": 0,
"am - mani fest-path": "Fl XVE",
"bl ock- devi ce- mappi ng": {

"am ": "sdal",
"epheneral 0": "sda2",
"root": "/dev/sdal",
"swap": "sda3"
S
"host nane": "test.noval ocal ",
"i nstance-action": "none",
"instance-id": "i-00000001",

"instance-type": "mil.tiny",

"kernel -id": "aki-00000002",

"l ocal - host nane": "test.noval ocal ",
"l ocal -i pv4": null,

"pl acenment ": {

"avail ability-zone": "nova"
}
"publ i c-hostname": "test.noval ocal ",
"public-ipv4": "",
"public-keys": {
"0": {
"openssh-key": "ssh-rsa

AAAAB3Nz aCly c 2 EAAAADAQABAAAAG QDB Uf Vv CSez 0/

W pd8dLLgZXVIG XQ7hnM\+Z0OWQUy ebVEHey 1CXui nOuY1cAJVhUg8j 98Si W

+cU0sU4J3x5I 2+xi 1bodDnilBt FWeLl OQ Npf V1n8f Kj HB

+ynPpelF6t MDvr FGU Js44t 30Br uj MXBe8Rqg44cCkb6wqgyj ATA3r Q== Cener at ed by Nova\ n"

}
},
"randi sk-id": "ari-00000003",
"reservation-id": "r-7]fps8w ",
"security-groups": |

"defaul t"

]
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User data

The files openst ack/ 2012- 08- 10/ user _dat a, openst ack/ | at est/ user _dat a,
ec2/ 2009- 04- 04/ user - dat a, and ec2/ | at est/ user - dat a, will only be present if
the - - user - dat a flag was passed to nova boot and will contain the contents of the user
data file passed as the argument.

Format of the config drive

The default format of the config drive as an ISO 9660 filesystem. To explicitly specify the
ISO 9660 format, add the following line to / et ¢/ nova/ nova. conf :

config_drive_fornat=i s09660

For legacy reasons, the config drive can be configured to use VFAT format instead of ISO
9660. It is unlikely that you would require VFAT format, since ISO 9660 is widely supported
across operating systems. However, if you wish to use the VFAT format, add the following
line to/ et ¢/ noval/ nova. conf instead:

config_drive_format=vfat

If VFAT is chosen, the config drive will be 64MB in size.

Configuration Reference

The following table contains all options for config drive.

Table 8.2. Description of configuration options for configdrive

Configuration option=Default value (Type) Description

config_drive_cdrom=False (BoolOpt)Attaches the Config Drive image as a cdrom
drive instead of a disk drive

config_drive_format=is09660 (StrOpt)Config drive format. One of is09660 (default) or
vfat

config_drive_inject_password=False (BoolOpt)Sets the admin password in the config drive
image

config_drive_skip_versions=1.0 2007-01-19 2007-03-01 (StrOpt)List of metadata versions to skip placing into the

2007-08-29 2007-10-10 2007-12-15 2008-02-01 2008-09-01 | config drive

config_drive_tempdir=None (StrOpt)Where to put temporary files associated with
config drive creation

force_config_drive=None (StrOpt)Set to force injection to take place on a config
drive (if set, valid options are: always)

mkisofs_cmd=genisoimage (StrOpt)Name and optionally path of the tool used for ISO
image creation

Managing instance networking

Manage Floating IP Addresses

A floating IP address is an IP address (typically public) that can be dynamically assigned to
an instance. Pools of floating IP addresses are created outside of python-novaclient with
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the nova-manage floating * commands. Refer to "Conf i guri ng Public (Fl oating)
| P Addr esses" in the OpenStack Compute Administration Manual for more information.

Before you begin, use nova floating-ip-pool-list to determine what floating IP pools are
available.

$ nova floating-ip-pool-1list

In this example, the only available pool is nova.

Reserve and associate floating IP addresses
You can reserve floating IP addresses with the nova floating-ip-create command. This

command reserves the addresses for the tenant, but does not immediately associate that
address with an instance.

$ nova floating-ip-create nova

N R domeeeeeeoaas S SRR deema-- +
| I p | I'nstance Id | Fixed Ip | Pool |
ffooccccococaooas dooccococcoons fooooccocas doococao +
| 50.56.12.232 | None | None | nova

ffccccccocczcooc ecccscoszooc=s ffecoccooc== eoocc== +

The floating IP address has been reserved, and can now be associated with an instance with
the nova add-floating-ip command. For this example, we'll associate this IP address with an
image called smal | i mage.

$ nova add-floating-ip smallinage 50.56.12. 232

After the command is complete, you can confirm that the IP address has been associated
with the nova floating-ip-list and nova-list commands.

$ nova floating-ip-Ilist

N R Fom e e e eeeoceoeaoaaa.. R S S +
| I p | I nstance Id | Fixed Ip | Pool |
lococccococacoao oococcococoocoocooocooooconooooooaoo0aooac fococcoccooac fooooos +
| 50.56.12.232 | 542235df - 8ba4- 4d08- 90c9- b79f 5a77c04f | 10.4.113.9 | nova |
ffccccccocc=cooc fecccscoocooccooccsccosooocooccoooosoooe ffecoccczco=o= fmcooc= +

ffccccccocccccococccoocccco-co-cooocoooo Gfmcoccsocoo=oo Gbmoocoooe

e +

| 1D | Name | Status |
Net wor ks |

e R oceeana-

ffc-cocccocc-ccoc-occcooccsooocooccooocSocoocoocooooscooosoo +
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| 4bb825ea- ea43-4771- a574- ca86ab429dcb | tinyi mage2 | ACTI VE | public=
10. 4. 113.6; private=172.16.101.6

| 542235df - 8ba4- 4d08- 90c9- b79f 5a77c04f | snullimage | ACTIVE | public=10. 4.
113.9, 50.56.12.232; private=172.16.101.9 |

The first table shows that the 50.56.12.232 is now associated with the srmal | i mage
instance ID, and the second table shows the IP address included under snal | i mage's
public IP addresses.

Remove and de-allocate a floating IP address

To remove a floating IP address from an instance, use the nova remove-floating-ip
command.

$ nova renpbve-floating-ip smallinmage 50.56.12. 232

After the command is complete, you can confirm that the IP address has been associated
with the nova floating-ip-list and nova-list commands.

$ nova floating-ip-Ilist

fboocoooooocosoooa fooococccoooooos ffooococoooos oooooo +

| I p | I'nstance Id | Fixed Ip | Pool |

o= —cco-cc--=o- dhmc=cccoocccc- eomcc-o=o- A= o=occ +

| 50.56.12.232 | None | None | nova |

fhoccoccocssoooo deocccocsscoooo fmccocccacos foocoos +

$ nova |i st

fhecccc=sccscssccscscsscssccoccoccssssso= ffmccccssssso= fmcocss==

o= ccco-cccco-cc-ccocc-s-ccco-cccco-oc=ooo +

| I D Nanme | Status |
Net wor ks |

b= —cocc----cco-ccccc--c-scocc-o-ccc--oo- dhm=cccoc=—occs dhe=occooo

fhecccccsssscsscococccsccoccosccssssscssoooos +

| 4bb825ea- ea43-4771- a574- ca86ab429dchb | tinyi mage2 | ACTIVE | public=10. 4.
113.6; private=172.16.101.6 |
| 542235df - 8ba4- 4d08-90c9- b79f 5a77c04f | smallimage | ACTIVE | public=10. 4.
113.9; private=172.16.101.9 |

You can now de-allocate the floating IP address, returning it to the pool so that it can be
used by another tenant.
$ nova floating-ip-del ete 50.56.12.232

In this example, 50.56.12.232 was the only IP address allocated to this tenant. Running
nova floating-ip-list after the de-allocation is complete will return no results.

Manage Security Groups

A security group is a named collection of network access rules that can be used to limit
the types of traffic that have access to instances. When you spawn an instance, you can
assign it to one or more groups. For each security group, the associated rules permit you
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to manage the allowed traffic to instances within the group. Any incoming traffic which is
not matched by a rule is denied by default. At any time, it is possible to add or remove rules
within a security group. Rules are automatically enforced as soon as they are created.

Before you begin, use nova secgroup-list to view the available security groups (specify - -
al | -t enant s if you are a cloud administrator wanting to view all tenants' groups) . You
can also view the rules for a security group with nova secgroup-list-rules.

$ nova secgroup-1li st

S SRR E +
| Name | Description |
flooooccoooo fooococonocacoo +
| default | def aul t |
ffococcoooo fecococoosoooo +

ffccccccoc==cos dfzoocccoco=o-o fecooccooos Gfmooccoco=o-o ffecoccoocczoooc +
| IP Protocol | FromPort | To Port | |P Range | Source G oup |
ffocooccooooooo - cocooooooo ocooooooo o ocoooooeoo focooccooooooooo +
| tcp [ 80 | 80 | 0.0.0.0/0 | |
. R S R e +

In this example, the default security group has been modified to allow HTTP traffic on the
instance by permitting TCP traffic on Port 80.

Add or delete a security group

Security groups can be added with nova secgroup-create.

The following example shows the creation of the security group secur el. After the group
is created, it can be viewed in the security group list.

$ nova secgroup-create securel "Test security group"

ffocooccoooo fecococcooccoocoocoocoooo +
| Nanme | Descri ption |
D dom e e e e meaaaaa +
| securel | Test security group |
o coocoo== fococcccocccscsscoooooos +

$ nova secgroup-1li st

frmccoco=== fmcoccccocccscsscoooooes +
| Nane | Descri ption |
fooooccoooo foooccococcococcocoocaooo +
| default | def aul t |
| securel | Test security group |
o coocoo== fococcccocccscsscoooooos +

Security groups can be deleted with nova secgroup-delete. The default security group
cannot be deleted. The default security group contains these initial settings:

* All the traffic originated by the instances (outbound traffic) is allowed
* All the traffic destined to instances (inbound traffic) is denied

* All the instances inside the group are allowed to talk to each other
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3 Note

You can add extra rules into the default security group for handling the egress
traffic. Rules are ingress only at this time.

In the following example, the group secur el is deleted. When you view the security
group list, it no longer appears.

$ nova secgroup-del ete securel
$ nova secgroup-1li st

b ccocoao o e +
| Nane | Description |
o cococcoooo fooococonocacoo +
| default | def aul t |
ffecocc=oce fecoccooocsscoos +

Modify security group rules

The security group rules control the incoming traffic that is allowed to the instances in the
group, while all outbound traffic is automatically allowed.

3 Note

It is not possible to change the default outbound behaviour.

Every security group rule is a policy which allows you to specify inbound connections that
are allowed to access the instance, by source address, destination port and IP protocol,
(TCP, UDP or ICMP). Currently, ipv6 and other protocols cannot be managed with the
security rules, making them permitted by default. To manage such, you can deploy a
firewall in front of your OpenStack cloud to control other types of traffic. The command
requires the following arguments for both TCP and UDP rules :

* <secgroup> ID of security group.

* <ip_proto> IP protocol (icmp, tcp, udp).
» <from_port> Port at start of range.

* <to_port> Port at end of range.

* <cidr> CIDR for address range.

For ICMP rules, instead of specifying a begin and end port, you specify the allowed ICMP
code and ICMP type:

» <secgroup> ID of security group.

<ip_proto> IP protocol (with icmp specified).

<ICMP_code> The ICMP code.

<ICMP_type> The ICMP type.
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* <cidr> CIDR for the source address range.

N
N

Note

Entering "-1" for both code and type indicates that all ICMP codes and types
should be allowed.

The CIDR notation

That notation allows you to specify a base IP address and a suffix that
designates the number of significant bits in the IP address used to identify

the network. For example, by specifying a 88.170.60.32/27, you specify
88.170.60.32 as the base IP and 27 as the suffix. Since you use an IPV4

format, there are only 5 bits available for the host part (32 minus 27). The
0.0.0.0/0 notation means you allow the entire IPV4 range, meaning allowing all
addresses.

For example, in order to allow any IP address to access to a web server running on one of
your instance inside the default security group:

$ nova sec

S boooocooo
| IP Proto
Femm e e
| tcp

S S,

group-add-rul e default tcp 80 80 0.0.0.0/0

e, D T o me e +
col | FromPort | To Port | |P Range | Source G oup |
ccocodmcoccosooo= fmcocczco== fococcscooe=s dhmcococcscssooos +

| 80 | 80 | 0.0.0.0/0 | [
cococodmoccocooans foooocoooo ooocooooooo foocccccocooooo +

In order to allow any IP address to ping an instance inside the default security group (Code
0, Type 8 for the ECHO request.):

$ nova sec

Fem e e e - - -
| IP Proto
e
| I cnp
Y coooocooo

Y coooocooo
| IP Proto
Fecme e
| tcp

I icnp
Y Coooocoobo

group-add-rul e default icnp O 8 0.0.0.0/0

ccoodmcocosooooo Gecoccoooe Gfeooccooco=o= ffecoccooccooooc +
col | FromPort | To Port | |P Range | Source G oup |
Cooodmcocoooooo o ffecoocooooo Ghecococooooeo ffocooccooccooooo +
[ 0 | 8 | 0.0.0.0/0 | |
cccodmoossoooaoo oo e omoae - fmccocoomoasoac +
group-list-rul es default
R e L oo e omma= - e +
col | FromPort | To Port | |P Range | Source G oup |
cccodmoossooaaos oo oos decocoommass frcoocoomoaooac +
[ 80 | 80 | 0.0.0.0/0 | |
| 0 | 8 | 0.0.0.0/0 | |
cccodEoosooooaos oo dmcocoomoas s fcoocoomoaooae +

In order to delete a rule, you need to specify the exact same arguments you used to create

it:

» <secgroup> ID of security group.

* <ip_proto> IP protocol (icmp, tcp, udp).
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» <from_port> Port at start of range.
* <to_port> Port at end of range.

* <cidr> CIDR for address range.

$ nova secgroup-del ete-rule default tcp 80 80 0.0.0.0/0

Manage Volumes

Depending on the setup of your cloud provider, they may give you an endpoint to use to
manage volumes, or there may be an extension under the covers. In either case, you can
use the nova CLI to manage volumes.

vol ume-attach Attach a volune to a server.
vol une-creat e Add a new vol une.

vol une- del et e Renove a vol une.

vol ume- det ach Detach a volune from a server.
vol unme- | i st List all the vol unes.

vol unme- show Show det ai | s about a vol une.

vol urme- snapshot - cr eat e

Add a new snapshot.

vol urme- snapshot - del et e

Rermove a snapshot .

vol ume- snapshot - | i st

Li st all the snapshots.

vol une- snapshot - show

Show detail s about a snapshot.

vol ume-type-create Create a new vol ume type.
vol ume-type-del ete Delete a specific flavor
vol une-type-1i st Print a |list of available 'volunme types'.

Accessing running instances

The most common access method for running instances is probably ssh, but this requires
you have setup your instance with ssh keys and you have arranged for it to be running

ssh with a public ip and opened the ssh port in your security group configuration. If

you haven't done this or you are trying to debug a problem image OpenStack can be
configured to provide a VNC console, be aware that VNC is an unencrypted protocol so you
should be cautious what you type across that link. See the Getting Started With VNC Proxy
section for details on how to configure and connect to this service.

Stop and Start an Instance

There are two methods for stopping and starting an instance:
* nova pause / nova unpause

* nova suspend / nova resume
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Pause and Unpause

nova pause stores the state of the VM in RAM. A paused instance continues to run, albeit
in a "frozen" state.

Suspend and Resume

nova suspend initiates a hypervisor-level suspend operation. Suspending an instance
stores the state of the VM on disk; all memory is written to disk and the virtual machine
is stopped. Suspending an instance is thus similar to placing a device in hibernation, and
makes memory and vCPUs available. Administrators may want to suspend an instance for
system maintenance, or if the instance is not frequently used.

Change Server Configuration

After you have created a server, you may need to increase its size, change the image used
to build it, or perform other configuration changes.

Commands Used

This process uses the following commands:
* nova resize*

* nova rebuild

Increase or Decrease Server Size

Server size is changed by applying a different flavor to the server. Before you begin, use
nova flavor-list to review the flavors available to you.

$ nova flavor-li st

tecee e ae e o e B 4= B +-ca--- L B +
| 1D | Name | Menory_MB | Disk | Epheneral | Swap | VCPUs | RXTX Factor |
R LTy Fommmmeaaaa - +---m- - Fommmmeaaaa - +--mm - [ E L ey, +
| 1 | ml.tiny | 512 | 0 | 0 | | 1 | 1.0 |
| 2 | ml.small | 2048 | 10 | 20 | | 1 | 1.0 |
| 3 | mi.nedium | 4096 | 10 | 40 | | 2 | 1.0 |
| 4 | mllarge | 8192 | 10 | 80 | | 4 | 1.0 |
| 5 | ml.xlarge | 16384 | 10 | 160 | | 8 | 1.0 |
tecee e ae e o e B 4= B +-ca--- L B +

In this example, we'll take a server originally configured with the ni. t i ny flavor and resize
ittonl. smal | .

$ nova show acdf b2c4- 38e6- 49a9- aelc-50182f c47e35

Property Val ue
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g
b= ——cc----cco-ccccco-c-ccocc-o-ccc--sSccoc--ccoc-—-ccoooo-=—oo +
| OS- DCF: di skConfi g | MANUAL
I
| OS-EXT- STS: power _state | 1
I
| OS-EXT-STS:task_state | None
I
| ©OS-EXT-STS:vm state | active

| accessl Pv4

| accessl Pv6

| config_drive

| created | 2012- 05- 09T15: 47: 482
I
| flavor | nml. tiny
I
| host 1 d |
de0c201e62be88c6laeb52f 51d91el47acf 6¢f 2012bb57892e528487
| id | acdf b2c4- 38e6- 49a9- aelc- 50182f c47e35
I
| i mage | maveri ck-i mage
I
| key_nane |
I
| nmet adat a | {}
I
| name | resi ze- demo
I
| private network | 172.16. 101. 6
I
| pr ogr ess | 0
I
| publ i ¢ network | 10. 4. 113.6
I
| st at us | ACTI VE
I
| tenant _id | e830c2f bb7aa4586adf 16d61c9b7e482
I
| updat ed | 2012- 05- 09T15: 47: 59Z
I
| user _id | de3f 4e99637743c7b6d27f aca4b800a9
I
L CoooCoCoDCODOObOGCDOOCOOODOOC
ffccoccc-coccccococococc-oc-scoc-ooc-oocSoooSooocoocoSoosSooosoo +

Use the resize command with the server's ID (6beefcf7-9de6-48b3-9ba9-e11b343189b3) and

the ID of the desired flavor (2):

$ nova resi ze 6beef cf 7- 9de6- 48b3- 9ba9- e11b343189b3 2

While the server is rebuilding, its status will be displayed as RESIZING.
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$ nova |i st

S e S g gy g e e g [N

ffc—ccccocccccoccococc-oc-scoccocccoocooooooo +

| ID | Nane | Status | Networks
[

fmococcocoococcocoooooocoooocononooooaooo ooococcocooaoo ooococoo

e g gy +

| 970e4ca0-f 9b7- 4c44- 80ed- bf 0152c96ael | resize-denp | RESIZE | private=172.
16. 101. 6, public=10.4.113.6

When the resize operation is completed, the status displayed is VERIFY_RESIZE. This
prompts the user to verify that the operation has been successful; to confirm:

$ nova resize-confirm 6beef cf 7- 9de6- 48b3- 9ba9- e11b343189b3

However, if the operation has not worked as expected, you can revert it by doing:

$ nova resize-revert 6beefcf7-9de6-48b3-9ba9-e11b343189b3

In both cases, the server status should go back to ACTIVE.

Instance evacuation

As cloud administrator, while you are managing your cloud, you may get to the point
where one of the cloud compute nodes fails. For example, due to hardware malfunction.
At that point you may use server evacuation in order to make managed instances available
again.

Before Evacuation

With the information about instance configuration, like if it is running on shared storage,
you can choose the required evacuation parameters for your case. Use the nova host-

list command to list the hosts and find new host for the evacuated instance. In order to
preserve user data on server disk, target host has to have preconfigured shared storage
with down host. As well, you have to validate that the current vm host is down. Otherwise
the evacuation will fail with error.

To evacuate your server without shared storage:

nova evacuate performs an instance evacuation from down host to specified host. The
instance will be booted from a new disk, but will preserve the configuration, e.g. id,

name, uid, ip...etc. New instance password can be passed to the command using the - -
password <pwd> option. If not given it will be generated and printed after the command
finishes successfully.

$nova evacuat e evacuat ed_server_nanme host_b
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The command returns a new server password.

ffocmcccoocooe decocccooocoacoo +
| Property | Val ue

e cocoooooe focccosoomoooon +
| adm nPass | kRAJpErnT4xZ |
T, oo m - oo - o +

Evacuate server to specified host and preserve user data

In order to preserve the user disk data on the evacuated server the OpenStack Compute
should be deployed with shared filesystem. Refer to the shared storage section in the
Configure migrations guide in order to configure your system. In this scenario the password
will remain unchanged.

$nova evacuate evacuat ed_server_nane host b --on-shared-storage

Terminate an Instance

When you no longer need an instance, use the nova delete command to terminate it. You
can use the instance name or the ID string. You will not receive a notification indicating
that the instance has been deleted, but if you run the nova list command, the instance will
no longer appear in the list.

In this example, we will delete the instance t i nyi nage, which is experiencing an error
condition.

$ nova |i st

ffccccccocccccococccoocccco-co-cooocoooo Gfmcoccsocoo=oo Gbmoocoooe

e +

| 1D Name | Status |
Net wor ks |

e R oceeana-

ffc—occcocccc-cococcoccooc-sco-cooccoocooocooooe +

| 30ed8924-f 1a5- 49c1- 8944- h881446a6a51 | tinyinage | ERROR | public=10. 4.
113.11; private=172.16.101. 11

| 4bb825ea- ea43-4771-a574- ca86ab429dcb | tinyinmage2 | ACTIVE | public=10. 4.
113.6; private=172.16.101.6

| 542235df - 8ba4- 4d08- 90c9- b79f 5a77c04f | smallimage | ACTIVE | public=10. 4.
113.9; private=172.16.101.9

$ nova del ete tinyi mage
$ nova i st

ffccccccocccccococccoocccco-co-cooocoooo Gfmcoccsocoo=oo Gbmoocoooe

e +

| 1D Name | Status |
Net wor ks

e R oceeana-

ffc—occcocccc-cococcoccooc-sco-cooccoocooocooooe +
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| 4bb825ea- ead3-4771- a574- ca86ab429dcb | tinyinmage2 | ACTIVE | public=10. 4.
113.6; private=172.16.101.6 |
| 542235df - 8ba4- 4d08- 90c9- b79f 5a77c04f | smallinmage | ACTIVE | public=10. 4.
113.9; private=172.16.101.9 |
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9. Hypervisors
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This section assumes you have a working installation of OpenStack Compute and want to
select a particular hypervisor or run with multiple hypervisors. Before you try to get a VM
running within OpenStack Compute, be sure you have installed a hypervisor and used the
hypervisor's documentation to run a test VM and get it working.

Selecting a Hypervisor

OpenStack Compute supports many hypervisors, an array of which must provide a bit

of difficulty in selecting a hypervisor unless you are already familiar with one. Most
installations only use a single hypervisor, however it is possible to use the ComputeFilter
and ImagePropertiesFilter to allow scheduling to different hypervisors within the same
installation. The following links provide additional information for choosing a hypervisor.
Refer to http://wiki.openstack.org/HypervisorSupportMatrix for a detailed list of features
and support across the hypervisors.

Here is a list of the supported hypervisors with links to a relevant web site for configuration
and use:

* KVM - Kernel-based Virtual Machine. The virtual disk formats that it supports it inherits
from QEMU since it uses a modified QEMU program to launch the virtual machine. The
supported formats include raw images, the gcow2, and VMware formats.

* LXC - Linux Containers (through libvirt), use to run Linux-based virtual machines.

* QEMU - Quick EMUIator, generally only used for development purposes.

* UML - User Mode Linux, generally only used for development purposes.

* VMWare vSphere 4.1 update 1 and newer, runs VMWare-based Linux and Windows
images through a connection with a vCenter server or directly with an ESXi host.

» Xen - XenServer, Xen Cloud Platform (XCP), use to run Linux or Windows virtual
machines. You must install the nova-compute service in a para-virtualized VM.

* PowerVM - Server virtualization with IBM PowerVM, use to run AlX, IBM i and Linux
environments on IBM POWER technology.
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* Hyper-V - Server virtualization with Microsoft's Hyper-V, use to run Windows, Linux, and
FreeBSD virtual machines. Runs nova-compute natively on the Windows virtualization
platform.

» Bare Metal - Not a hypervisor in the traditional sense, this driver provisions physical
hardware via pluggable sub-drivers (eg. PXE for image deployment, and IPMI for power
management).

Hypervisor Configuration Basics

The node where the nova-compute service is installed and running is the machine that runs
all the virtual machines, referred to as the compute node in this guide.

By default, the selected hypervisor is KVM. To change to another hypervisor, change the
libvirt_type option in nova.conf and restart the nova-compute service.

Here are the nova.conf options that are used to configure the compute node.

Table 9.1. Description of configuration options for hypervisor

Configuration option=Default value (Type) Description

block_migration_flag=VIR_MIGRATE_UNDEFINE_SOURCE, |(StrOpt)Migration flags to be set for block migration
VIR_MIGRATE_PEER2PEER,
VIR_MIGRATE_NON_SHARED_INC

checksum_base_images=False (BoolOpt)Write a checksum for files in _base to disk

default_ephemeral_format=None (StrOpt)The default format an ephemeral_volume will be
formatted with on creation.

disk_cachemodes=[] (ListOpt)Specific cachemodes to use for different disk
types e.g: ["file=directsync”,"block=none"]

force_raw_images=True (BoolOpt)Force backing images to raw format

inject_password=True (BoolOpt)Whether baremetal compute injects password
or not

libvirt_cpu_mode=None (StrOpt)Set to "host-model" to clone the host CPU feature

flags; to "host-passthrough” to use the host CPU model
exactly; to "custom" to use a named CPU model; to "none"
to not set any CPU model. If libvirt_type="kvm|gemu", it
will default to "host-model", otherwise it will default to
"none"

libvirt_cpu_model=None (StrOpt)Set to a named libvirt CPU model (see names
listed in /usr/share/libvirt/cpu_map.xml). Only has effect if
libvirt_cpu_mode="custom" and libvirt_type="kvm|gemu"

libvirt_disk_prefix=None (StrOpt)Override the default disk prefix for the devices
attached to a server, which is dependent on libvirt_type.
(valid options are: sd, xvd, uvd, vd)

libvirt_images_type=default (StrOpt)VM Images format. Acceptable values are:
raw, qcow2, lvm, default. If default is specified, then
use_cow_images flag is used instead of this one.

libvirt_images_volume_group=None (StrOpt)LVM Volume Group that is used for VM images,
when you specify libvirt_images_type=lvm.

libvirt_inject_key=True (BoolOpt)Inject the ssh public key at boot time

libvirt_inject_partition=1 (IntOpt)The partition to inject to : -2 => disable, -1 =>

inspect (libguestfs only), 0 => not partitioned, >0 =>
partition number

libvirt_inject_password=False (BoolOpt)Inject the admin password at boot time, without
an agent.
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Configuration option=Default value

(Type) Description

libvirt_lvm_snapshot_size=1000

(IntOpt)The amount of storage (in megabytes) to allocate
for LVM snapshot copy-on-write blocks.

libvirt_nonblocking=True

(BoolOpt)Use a separated OS thread pool to realize non-
blocking libvirt calls

libvirt_snapshot_compression=False

(BoolOpt)Compress snapshot images when possible. This
currently applies exclusively to gcow2 images

libvirt_snapshots_directory=$instances_path/snapshots

(StrOpt)Location where libvirt driver will store snapshots
before uploading them to image service

libvirt_sparse_logical_volumes=False

(BoolOpt)Create sparse logical volumes (with virtualsize) if
this flag is set to True.

libvirt_type=kvm

(StrOpt)Libvirt domain type (valid options are: kvm, Ixc,
gemu, uml, xen)

libvirt_uri=

(StrOpt)Override the default libvirt URI (which is
dependent on libvirt_type)

libvirt_vif_driver=nova.virt.libvirt.vif.LibvirtGenericVIFDriver

(StrOpt)The libvirt VIF driver to configure the VIFs.

libvirt_volume_drivers=['iscsi=nova.virt.libvirt.volume.Libvirt
'local=nova.virt.libvirt.volume.LibvirtVolumeDriver',
‘fake=nova.virt.libvirt.volume.LibvirtFakeVolumeDriver',
'rbd=nova.virt.libvirt.volume.LibvirtNetVolumeDriver',
'sheepdog=nova.virt.libvirt.volume.LibvirtNetVolumeDriver'
'nfs=nova.virt.libvirt.volume.LibvirtNFSVolumeDriver',
'aoe=nova.virt.libvirt.volume.LibvirtAOEVolumeDriver',
'glusterfs=nova.virt.libvirt.volume.LibvirtGlusterfsVolumeDri
‘fibre_channel=nova.virt.libvirt.volume.LibvirtFibreChannel\
'scality=nova.virt.libvirt.volume.LibvirtScalityVolumeDriver']

{0StOgtitibbiriveendlers for remote volumes.

ver',
olumeDriver,

libvirt_wait_soft_reboot_seconds=120

(IntOpt)Number of seconds to wait for instance to shut
down after soft reboot request is made. We fall back to
hard reboot if instance does not shutdown within this
window.

preallocate_images=none

(StrOpt)VM image preallocation mode: "none" => no
storage provisioning is done up front, "space" => storage is
fully allocated at instance start

remove_unused_base_images=True

(BoolOpt)Should unused base images be removed?

remove_unused_kernels=False

(BoolOpt)Should unused kernel images be removed?
This is only safe to enable if all compute nodes have been
updated to support this option. This will enabled by
default in future.

remove_unused_original_minimum_age_seconds=86400

(IntOpt)Unused unresized base images younger than this
will not be removed

remove_unused_resized_minimum_age_seconds=3600

(IntOpt)Unused resized base images younger than this will
not be removed

rescue_image_id=None

(StrOpt)Rescue ami image

rescue_kernel_id=None

(StrOpt)Rescue aki image

rescue_ramdisk_id=None

(StrOpt)Rescue ari image

rescue_timeout=0

(IntOpt)Automatically unrescue an instance after N
seconds. Set to 0 to disable.

snapshot_image_format=None

(StrOpt)Snapshot image format (valid options are : raw,
qcow2, vmdk, vdi). Defaults to same as source image

timeout_nbd=10

(IntOpt)time to wait for a NBD device coming up

use_cow_images=True

(BoolOpt)Whether to use cow images

use_usb_tablet=True

(BoolOpt)Sync virtual and real mouse cursors in Windows
VMs

virt_mkfs=['default=mkfs.ext3 -L %(fs_label)s -F

(MultiStrOpt)mkfs commands for ephemeral device. The

%(target)s', 'linux=mkfs.ext3 -L %(fs_label)s -F %(target)s’,

format is <os_type>=<mkfs command>
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Configuration option=Default value (Type) Description

‘windows=mkfs.ntfs —force —fast —label %(fs_label)s
%(target)s']

KVM

KVM is configured as the default hypervisor for Compute.

S Note

There are several sections about hypervisor selection in this document. If you
are reading this document linearly, you do not want to load the KVM module
prior to installing nova-compute. The nova-compute service depends on gemu-
kvm which installs / | i b/ udev/ r ul es. d/ 45- gerru- kvm r ul es, which sets
the correct permissions on the /dev/kvm device node.

To enable KVM explicitly, add the following configuration options / et ¢/ nova/
nova. conf:

conpute_driver=libvirt.LibvirtDriver
libvirt_type=kvm

The KVM hypervisor supports the following virtual machine image formats:
* Raw

* QEMU Copy-on-write (qcow?2)

* VMW are virtual machine disk format (vmdk)

The rest of this section describes how to enable KVM on your system. You may also wish to
consult distribution-specific documentation:

* Fedora: Getting started with virtualization from the Fedora project wiki.

* Ubuntu: KVM/Installation from the Community Ubuntu documentation.

* Debian: Virtualization with KVM from the Debian handbook.

* RHEL: Installing virtualization packages on an existing Red Hat Enterprise Linux
system from the Red Hat Enterprise Linux Virtualization Host Configuration and Guest
Installation Guide.

* openSUSE: Installing KVM from the openSUSE Virtualization with KVM manual.

* SLES: Installing KVM from the SUSE Linux Enterprise Server Virtualization with KVM
manual.

Checking for hardware virtualization support

The processors of your compute host need to support virtualization technology (VT)
(mainly Intel VT -x or AMD AMD-v technologies) to use KVM.
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In order to check if your processor has VT support (which has to be enabled in the BIOS),
issue as root:

# apt-get install cpu-checker
# kvm ok

$ egrep '(vnx|svm' --color=always /proc/cpuinfo
If KVM is supported, the output should look something like:

| NFO. /dev/ kvm exi sts
KVM accel erati on can be used

fl ags : fpu vme de pse tsc nsr pae nte cx8 apic
sep ntrr pge nca cnov pat pse3d6 clflush dts acpi nmmx fxsr sse sse2 ss ht tm
pbe syscall nx rdtscp | mconstant_tsc arch_perfnon pebs bts rep_good nopl
xt opol ogy nonstop_tsc aperfnperf pni dtes64 nmonitor ds_cpl vmx est tnR ssse3
cx16 xtpr pdcm pcid sse4 1 ssed4d 2 popcnt |ahf_|Imarat dthermtpr_shadow vnmi
flexpriority ept vpid

If KVM is not supported, the output should look something like:

INFO Your CPU does not support KVM extensions
KVM accel erati on can NOT be used

If KVM is not supported, you should get no output.

3 Note
Some systems require that you enable VT support in the system BIOS. If you
believe your processor supports hardware acceleration but the above command
produced no output, you may need to reboot your machine, enter the system
BIOS, and enable the VT option.

In the case that KVM acceleration is not supported, Compute should be configured to use a
different hypervisor, such as QEMU or Xen.

Enabling KVM

KVM requires the kvm and either kvm i nt el or kvm and modules to be loaded. This
may have been configured automatically on your distribution when KVM is installed.

You can check that they have been loaded using Ismod, as follows, with expected output
for Intel-based processors:

$ Isnmod | grep kvm
kvm_ i nt el 137721 9
kvm 415459 1 kvm i ntel

The following sections describe how to load the kernel modules for Intel-based and
AMD-based processors if they were not loaded automatically by your distribution's KVM
installation process.
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Intel-based processors

If your compute host is Intel-based, run the following as root to load the kernel modules:

# nmodpr obe kvm
# nmodpr obe kvm i ntel

Add the following lines to / et ¢/ nodul es so that these modules will load on reboot:

kvm
kvm i nt el

AMD-based processors

If your compute host is AMD-based, run the following as root to load the kernel modules:

# nmodpr obe kvm
# nmodpr obe kvm and

Add the following lines to / et ¢/ nodul es so that these modules will load on reboot:

kvm
kvm and

Specifying the CPU model of KVM guests

The Compute service allows you to control the guest CPU model that is exposed to KVM
virtual machines. Use cases include:

* To maximize performance of virtual machines by exposing new host CPU features to the
gquest

* To ensure a consistent default CPU across all machines, removing reliance of variable
QEMU defaults

In libvirt, the CPU is specified by providing a base CPU model name (which is a shorthand
for a set of feature flags), a set of additional feature flags, and the topology (sockets/
cores/threads). The libvirt KVM driver provides a number of standard CPU model names.
Examples of model names include:

"486", "pentiunt, "pentiunR", "pentiunpro”, "coreduo", "n270",
“pentiunpro”, "qermu32", "kvnB2", "cpu64-rhel 5", "cpu64-rhel 5",
"kvnmb4", "pentiunpro”, "Conroe" "Penryn", "Nehaleni, "Wstnere",
"pentiunpro”, "cpu64-rhel5", "cpu64-rhel 5", "Opteron_Gl",
"Opteron_&X", "Opteron_G3", "Opteron_A"

These models are defined in the file / usr/ share/ i bvi rt/ cpu_map. xm . Check this
file to determine which models are supported by your local installation.

There are two Compute configuration options that determine the type of CPU
model exposed to the hypervisor when using KVM, | i bvi rt _cpu_node and
l'ibvirt_cpu_nodel .

Thel i bvi rt _cpu_node option can take one of four values: none, host -
passt hr ough, host - nodel and cust om
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Host model (default for KVM & QEMU)

If your nova. conf contains| i bvirt_cpu_node=host - nodel, libvirt will identify the
CPU modelin/usr/share/libvirt/cpu_map. xm which most closely matches the
host, and then request additional CPU flags to complete the match. This should give close
to maximum functionality/performance, which maintaining good reliability/compatibility if
the guest is migrated to another host with slightly different host CPUs.

Host passthrough

If your nova. conf contains| i bvi rt _cpu_node=host - passt hr ough, libvirt will tell
KVM to passthrough the host CPU with no modifications. The difference to host-model,
instead of just matching feature flags, every last detail of the host CPU is matched. This
gives absolutely best performance, and can be important to some apps which check low
level CPU details, but it comes at a cost with respect to migration: the guest can only be
migrated to an exactly matching host CPU.

Custom

If your nova.conf contains | i bvi rt _cpu_node=cust om you can explicitly specify one
of the supported named model using the libvirt_cpu_model configuration option. For
example, to configure the KVM guests to expose Nehalem CPUs, your nova.conf should
contain:

I'i bvirt_cpu_nobde=cust om
I'i bvi rt_cpu_nodel =Nehal em

None (default for all libvirt-driven hypervisors other than KVM & QEMU)

If your nova. conf contains| i bvi rt _cpu_node=none, then libvirt will not specify any
CPU model at all. It will leave it up to the hypervisor to choose the default model. This
setting is equivalent to the Compute service behavior prior to the Folsom release.

KVM Performance Tweaks

A recommended resource to help you improve the performance of KVM is the VHostNet.
kernel module. This module improves network performance. To load the kernel module, as
root:

# modpr obe vhost _net

Troubleshooting

Trying to launch a new virtual machine instance fails with the ERROR state, and the
following error appears in/ var / | og/ nova/ nova- conput e. | og

libvirtError: internal error no supported architecture for os type 'hvm

This is a symptom that the KVM kernel modules have not been loaded.

If you cannot start VMs after installation without rebooting, it's possible the permissions
are not correct. This can happen if you load the KVM module before you've installed nova-
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compute. To check the permissions, runl s -1 /dev/ kvmto see whether the group is set
to kvm. If not, run sudo udevadm tri gger.

QEMU

From the perspective of the Compute service, the QEMU hypervisor is very similar to
the KVM hypervisor. Both are controlled through libvirt, both support the same feature
set, and all virtual machine images that are compatible with KVM are also compatible
with QEMU. The main difference is that QEMU does not support native virtualization.
Consequently, QEMU has worse performance than KVM and is a poor choice for a
production deployment.

The typical uses cases for QEMU are
* Running on older hardware that lacks virtualization support.

* Running the Compute service inside of a virtual machine for development or testing
purposes, where the hypervisor does not support native virtualization for guests.

KVM requires hardware support for acceleration. If hardware support is not available
(e.g., if you are running Compute inside of a VM and the hypervisor does not expose the

required hardware support), you can use QEMU instead. KVM and QEMU have the same
level of support in OpenStack, but KVM will provide better performance. To enable QEMU:

conpute_driver=libvirt.LibvirtDriver
libvirt_type=qgenu

For some operations you may also have to install the guestmount utility:

$> sudo apt-get install guestnmount

$> sudo yuminstall |ibguestfs-tools

The QEMU hypervisor supports the following virtual machine image formats:
* Raw
* QEMU Copy-on-write (qcow?2)

* VMWare virtual machine disk format (vmdk)

Tips and fixes for QEMU on RHEL

If you are testing OpenStack in a virtual machine, you need to configure nova to use gemu
without KVM and hardware virtualization. The second command relaxes SELinux rules

to allow this mode of operation (https://bugzilla.redhat.com/show_bug.cgi?id=753589)
The last 2 commands here work around a libvirt issue fixed in RHEL 6.4. Note nested
virtualization will be the much slower TCG variety, and you should provide lots of memory
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to the top level guest, as the OpenStack-created guests default to 2GM RAM with no
overcommit.

3 Note

The second command, setsebool, may take a while.

$> sudo openstack-config --set /etc/noval/nova.conf DEFAULT |ibvirt_type genu
$> setsebool -P virt_use_execnem on
$> sudo In -s /usr/libexec/qgemu-kvm /usr/bin/genu-system x86_64
$> sudo service libvirtd restart

Xen, XenAPI, XenServer and XCP

The recommended way to use Xen with OpenStack is through the XenAPI driver. To enable
the XenAPI driver, add the following configuration options / et ¢/ nova/ nova. conf and
restart the nova-compute service:

conput e_dri ver =xenapi . XenAPI Dri ver

xenapi _connection_url =http://your_xenapi _nanagenent i p_address
xenapi _connecti on_user nane=r oot

xenapi _connecti on_passwor d=your _passwor d

The above connection details are used by the OpenStack Compute service to contact
your hypervisor and are the same details you use to connect XenCenter, the XenServer
management console, to your XenServer or XCP box. Note these settings are generally
unique to each hypervisor host as the use of the host internal management network IP
address (169.254.0.1) will cause features such as live-migration to break.

OpenStack with XenAPI supports the following virtual machine image formats:
* Raw
* VHD (in a gzipped tarball)

It is possible to manage Xen using libvirt. This would be necessary for any Xen-based system
that isn't using the XCP toolstack, such as SUSE Linux or Oracle Linux. Unfortunately, this

is not well-tested or supported. To experiment using Xen through libvirt add the following
configuration options / et ¢/ nova/ nova. conf:

conpute_driver=libvirt.LibvirtDriver
l'ibvirt_type=xen

The rest of this section describes Xen, XCP, and XenServer, the differences between

them, and how to use them with OpenStack. Xen's architecture is different from KVM's in
important ways, and we discuss those differences and when each might make sense in your
OpenStack cloud.

Xen terminology

Xen is a hypervisor. It provides the fundamental isolation between virtual machines. Xen is
open source (GPLv2) and is managed by Xen.org, an cross-industry organization.
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Xen is a component of many different products and projects. The hypervisor itself is very
similar across all these projects, but the way that it is managed can be different, which can
cause confusion if you're not clear which tool stack you are using. Make sure you know
what tool stack you want before you get started.

Xen Cloud Platform (XCP) is an open source (GPLv2) tool stack for Xen. It is designed
specifically as platform for enterprise and cloud computing, and is well integrated with
OpenStack. XCP is available both as a binary distribution, installed from an iso, and from
Linux distributions, such as xcp-xapi in Ubuntu. The current versions of XCP available in
Linux distributions do not yet include all the features available in the binary distribution of
XCP.

Citrix XenServer is a commercial product. It is based on XCP, and exposes the same tool
stack and management API. As an analogy, think of XenServer being based on XCP in the
way that Red Hat Enterprise Linux is based on Fedora. XenServer has a free version (which
is very similar to XCP) and paid-for versions with additional features enabled. Citrix provides
support for XenServer, but as of July 2012, they do not provide any support for XCP. For a
comparison between these products see the XCP Feature Matrix.

Both XenServer and XCP include Xen, Linux, and the primary control daemon known as
xapi.

The API shared between XCP and XenServer is called XenAPI. OpenStack usually refers

to XenAPI, to indicate that the integration works equally well on XCP and XenServer.
Sometimes, a careless person will refer to XenServer specifically, but you can be reasonably
confident that anything that works on XenServer will also work on the latest version of
XCP. Read the XenAPI Object Model Overview for definitions of XenAPI specific terms such
as SR, VDI, VIF and PIF.

Privileged and unprivileged domains

A Xen host will run a number of virtual machines, VMs, or domains (the terms are
synonymous on Xen). One of these is in charge of running the rest of the system, and is
known as "domain 0", or "dom0". It is the first domain to boot after Xen, and owns the
storage and networking hardware, the device drivers, and the primary control software.
Any other VM is unprivileged, and are known as a "domU" or "guest". All customer VMs are
unprivileged of course, but you should note that on Xen the OpenStack control software
(nova-compute) also runs in a domU. This gives a level of security isolation between the
privileged system software and the OpenStack software (much of which is customer-
facing). This architecture is described in more detail later.

There is an ongoing project to split domain 0 into multiple privileged domains known as
driver domains and stub domains. This would give even better separation between critical
components. This technology is what powers Citrix XenClient RT, and is likely to be added
into XCP in the next few years. However, the current architecture just has three levels of
separation: dom0, the OpenStack domU, and the completely unprivileged customer VM.

Paravirtualized versus hardware virtualized domains

A Xen virtual machine can be paravirtualized (PV) or hardware virtualized (HVM). This
refers to the interaction between Xen, domain 0, and the guest VM's kernel. PV guests
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are aware of the fact that they are virtualized and will co-operate with Xen and domain
0; this gives them better performance characteristics. HYM guests are not aware of their
environment, and the hardware has to pretend that they are running on an unvirtualized
machine. HVM guests have the advantage that there is no need to modify the guest
operating system, which is essential when running Windows.

In OpenStack, customer VMs may run in either PV or HYM mode. However, the OpenStack
domuU (that's the one running nova-compute) must be running in PV mode.

XenAPI deployment architecture

When you deploy OpenStack on XCP or XenServer you will get something similar to this:

Physical Host

Management Network Tenant Network Public Network
l l .
Domain 0 OpenStack VM Tenant VM

OpenStack add-ons

xapi plugins OpenStack

Network isolation rules | nova-compute || nova-network |

| nova.virt.xenapi | | dhcpd |

xapi i - XenAP|

\ Xen
:"VOpenstack is using the XenAP| _/

i python module to communicate with Storage Renosito
i dom0 through the management 9 pository B L o

i network Virtual blqck devices, usually
N —— ; on local disk. ]

Key things to note:

* The hypervisor: Xen

* Domain 0: runs xapi and some small pieces from OpenStack (some xapi plugins and
network isolation rules). The majority of this is provided by XenServer or XCP (or yourself
using Kronos).

* OpenStack VM: The nova-compute code runs in a paravirtualized virtual machine,
running on the host under management. Each host runs a local instance of nova-
compute. It will often also be running nova-network (depending on your network
mode). In this case, nova-network is managing the addresses given to the tenant VMs
through DHCP.

* Nova uses the XenAPI Python library to talk to xapi, and it uses the Management
Network to reach from the domU to dom0 without leaving the host.

173



Compute Admin Guide March 17, 2014 Grizzly, 2013.1

Some notes on the networking:
* The above diagram assumes FlatDHCP networking (the DevStack default).
* There are three main OpenStack Networks:

¢ Management network - RabbitMQ, MySQL, etc. Please note, that the VM images
are downloaded by the xenapi plugins, so please make sure, that the images could
be downloaded through the management network. It usually means, binding those
services to the management interface.

¢ Tenant network - controlled by nova-network. The parameters of this network
depends on the networking model selected (Flat, Flat DHCP, VLAN)

* Public network - floating IPs, public APl endpoints.

* The networks shown here need to be connected to the corresponding physical networks
within the datacenter. In the simplest case, three individual physical network cards could
be used. It is also possible to use VLANs to separate these networks. Please note, that
the selected configuration must be in line with the networking model selected for the
cloud. (in case of VLAN networking, the physical channels have to be able to forward the
tagged traffic)

XenAPI pools

The host-aggregates feature allows you to create pools of XenServer hosts (configuring
shared storage is still an out of band activity), to enable live migration when using shared
storage.

Installing XenServer and XCP

When you want to run OpenStack with XCP or XenServer, you first need to install the
software on an appropriate server. Please note, Xen is a type 1 hypervisor. This means
when your server starts the first software that runs is Xen. This means the software you
install on your compute host is XenServer or XCP, not the operating system you wish to
run the OpenStack code on. The OpenStack services will run in a VM you install on top of
XenServer.

Before you can install your system you must decide if you want to install Citrix XenServer
(either the free edition, or one of the paid editions) or Xen Cloud Platform from Xen.org.
You can download the software from the following locations:

* http://www.citrix.com/XenServer/download
* http://www.xen.org/download/xcp/index.html

When installing many servers, you may find it easier to perform PXE boot installations of
XenServer or XCP. You can also package up any post install changes you wish to make to
your XenServer by creating your own XenServer supplemental pack.

It is also possible to get XCP by installing the xcp-xenapi package on Debian based
distributions. However, this is not as mature or feature complete as above distributions.
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This will modify your boot loader to first boot Xen, then boot your existing OS on top of
Xen as DomO. It is in Dom0 that the xapi daemon will run. You can find more details on the
Xen.org wiki: http://wiki.xen.org/wiki/Project_Kronos

c Important

Ensure you are using the EXT type of storage repository (SR). Features that
require access to VHD files (such as copy on write, snapshot and migration) do
not work when using the LVM SR. Storage repository (SR) is a XenAPI specific
term relating to the physical storage on which virtual disks are stored.

On the XenServer/XCP installation screen, this is selected by choosing
"XenDesktop Optimized" option. In case you are using an answer file, make
sure you use srtype="ext " withinthe install ation tag of the answer
file.

Post install steps

You are now ready to install OpenStack onto your XenServer system. This process involves
the following steps:

* For resize and migrate functionality, please perform the changes described in the
Configuring Resize section of the OpenStack Compute Administration Manual.

* Install the VIF isolation rules to help prevent mac and ip address spoofing.
* Install the XenAPI plugins - see the next section.

* In order to support AMI type images, you need to set up / boot / guest symlink/
directory in Dom0. For detailed instructions, see next section.

* To support resize/migration, set up an ssh trust relation between your XenServer hosts,
and ensure / i mages is properly set up. See next section for more details.

* Create a Paravirtualised virtual machine that can run the OpenStack compute code.
* Install and configure the nova-compute in the above virtual machine.

For further information on these steps look at how DevStack performs the last three steps
when doing developer deployments. For more information on DevStack, take a look at the
DevStack and XenServer Readme. More information on the first step can be found in the
XenServer mutli-tenancy protection doc. More information on how to install the XenAPI
plugins can be found in the XenAPI plugins Readme.

Installing the XenAPI Plugins

When using Xen as the hypervisor for OpenStack Compute, you can install a Python
script (usually, but it can be any executable) on the host side, and then call that through
the XenAPI. These scripts are called plugins. The XenAPI plugins live in the nova code
repository. These plugins have to be copied to the hypervisor's Dom0, to the appropriate
directory, where xapi can find them. There are several options for the installation. The
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important thing is to ensure that the version of the plugins are in line with the nova
installation by only installing plugins from a matching nova repository.

Manual Installation:

» Create temporary files/directories:

$ NOVA_ZI PBALL=$( kt enp)
$ NOVA_SOURCES=$( nkt enp -d)

* Get the source from github. The example assumes the master branch is used, please
amend the URL to match the version being used:

$ wget -gO "$NOVA ZI PBALL" https://github. conm openst ack/ nova/ ar chi ve/ mast er.
zip
$ unzip "$NOVA ZI PBALL" -d "$NOVA SOURCES"

(Alternatively) Should you wish to use the official Ubuntu packages, use the following
commands to get the nova codebase:

$ ( cd $NOVA_SOURCES && apt-get source python-nova --downl oad-only )
$ ( cd $NOVA SOURCES && for ARCHI VE in *.tar.gz; do tar -xzf $ARCHI VE;
done )

* Copy the plugins to the hypervisor:
$ PLUG NPATH=$(fi nd $NOVA SOURCES -path '*/xapi.d/plugins' -type d -print)
$ tar -czf - -C "$PLUG NPATH' ./ | ssh root @enserver tar -xozf - -C /etc/
xapi . d/ pl ugi ns/

* Remove the temporary files/directories:

$ rm "$NOVA_ZI PBALL"
$rm-rf "$NOVA SOURCES'

Packaged Installation:

Follow these steps to produce a supplemental pack from the nova sources, and package it
as a XenServer Supplemental Pack.

» Create RPM packages. Given you have the nova sources (use one of the methods
mentioned at Manual Installation):

$ cd nova/ pl ugi ns/ xenserver/ xenapi / contrib
$ ./build-rpm sh

The above commands should leave an . r pmfile in the r prbui | d/ RPMS/ noar ch/
directory.

» Pack the RPM packages to a Supplemental Pack, using the XenServer DDK (the following
command should be issued on the XenServer DDK virtual appliance, after the produced
rpm file has been copied over):
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[ usr/ bi n/ bui | d- suppl enent al - pack. sh \
- -out put =out put _directory \

- -vendor - code=novapl ugi n \

- -vendor - name=openst ack \

- - | abel =novapl ugi ns \

--text="nova pl ugi ns" \

--version=0 \

full _path_to_rpnfile

VVVVVYVV®H

The above command should produce an . i so file in the output directory specified. Copy
that file to the hypervisor.

* Install the Supplemental Pack. Log in to the hypervisor, and issue:

# xe-install-suppl enental -pack path_to _isofile
Prepare for AMI Type Images

In order to support AMI type images within your OpenStack installation, a directory /
boot / guest needs to be created inside Dom0. The OpenStack VM wiill put the kernel and
ramdisk extracted from the AKI and ARI images to this location.

This directory's content will be maintained by OpenStack, and its size should not increase
during normal operation, however in case of power failures or accidental shutdowns,
some files might be left over. In order to prevent these files to fill up Dom0's disk, it is
recommended to set up this directory as a symlink pointing to a subdirectory of the local
SR.

Execute the following commands in Dom0 to achieve the above mentioned setup:

# LOCAL_SR=$(xe sr-list name-|abel ="Local storage" --mninal)
# LOCALPATH="/var/run/ sr-nount/$LOCAL_SR/ os- guest - ker nel s"

# nmkdir -p "$LOCALPATH!

# In -s "$LOCALPATH' /boot/guest

DomO0 Modifications for Resize/Migration Support

To get resize to work with XenServer (and XCP) you need to:

* Establish a root trust between all hypervisor nodes of your deployment:
You can do so by generating an ssh key-pair (with ssh-keygen) and then ensuring
that each of your dom0Q's aut hori zed_keys file (located in/ r oot/ . ssh/
aut hori zed_keys) contains the public key fingerprint (located in/ root /. ssh/
i d_rsa. pub).

* Provide an/ i mages mount point to your hypervisor's domO:
Dom0 space is a premium so creating a directory in domO is kind of dangerous, and

almost surely bound to fail especially when resizing big servers. The least you can do is to
symlink / i mages to your local storage SR. The instructions below work for an English-
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based installation of XenServer (and XCP) and in the case of ext3 based SR (with which
the resize functionality is known to work correctly).

# LOCAL_SR=$(xe sr-list nane-|abel ="Local storage" --mninal)
# | MG DI R="/var/run/sr-nmount/$LOCAL_SR/ i nages"

# nkdir -p "$IMG DR

#1n -s "$IMG DR /inmages

Xen Boot from ISO

XenServer, through the XenAPI integration with OpenStack provides a feature to boot
instances from an ISO file. In order to activate the "Boot From ISO" feature, the SR elements
on XenServer host must be configured that way.

First, create an I1SO-typed SR, such as an NFS ISO library, for instance. For this, using
XenCenter is a simple method. You need to export an NFS volume from a remote NFS

server. Make sure it is exported in read-write mode.

Second, on the compute host, find the uuid of this ISO SR and write it down.

# xe host-|i st

Next, locate the uuid of the NFS ISO library:

# xe sr-list content-type=i so

Set the uuid and configuration. Even if an NFS mount point isn't local storage, you must
specify "local-storage-iso".

# xe sr-paramset uuid=[iso sr uuid] other-config:i1l8n-key=local -storage-iso

Now, make sure the host-uuid from "xe pbd-list" equals the uuid of the host you found
earlier

# xe sr-uuid=[iso sr uuid]

You should now be able to add images via the OpenStack Image Registry, with di sk-
f or mat =i so, and boot them in OpenStack Compute.

gl ance i mage-create --nanme=fedora_i so --disk-format=iso --container-format=
bare < Fedora-16-x86_64-netinst.iso

Further reading

Here are some of the resources available to learn more about Xen:
« Citrix XenServer official documentation: http://docs.vmd.citrix.com/XenServer.
* What is Xen? by Xen.org: http://xen.org/files/Marketing/WhatisXen.pdf.

» Xen Hypervisor project: http://xen.org/products/xenhyp.html.
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* XCP project: http://xen.org/products/cloudxen.html.

 Further XenServer and OpenStack information: http://wiki.openstack.org/XenServer.

Xen Configuration Reference

The following table provides a complete reference of all configuration options available for

configuring Xen with OpenStack

Table 9.2. Description of configuration options for xen

Configuration option=Default value

(Type) Description

agent_resetnetwork_timeout=60

(IntOpt)number of seconds to wait for agent reply to
resetnetwork request

agent_timeout=30

(IntOpt)number of seconds to wait for agent reply

agent_version_timeout=300

(IntOpt)number of seconds to wait for agent to be fully
operational

cache_images=all

(StrOpt)Cache glance images locally. “all” will cache all
images, “some" will only cache images that have the
image_property “cache_in_nova=True’, and "none" turns
off caching entirely

console_driver=nova.console.xvp.XVPConsoleProxy

(StrOpt)Driver to use for the console proxy

console_vmrc_error_retries=10

(IntOpt)number of retries for retrieving VMRC information

console_vmrc_port=443

(IntOpt)port for VMware VMRC connections

console_xvp_conf=/etc/xvp.conf

(StrOpt)generated XVP conf file

console_xvp_conf_template=$pybasedir/nova/console/
xvp.conf.template

(StrOpt)XVP conf template

console_xvp_log=/var/log/xvp.log

(StrOpt)XVP log file

console_xvp_multiplex_port=5900

(IntOpt)port for XVP to multiplex VNC connections on

console_xvp_pid=/var/run/xvp.pid

(StrOpt)XVP master process pid file

default_os_type=linux

(StrOpt)Default OS type

ign_prefix=iqn.2010-10.org.openstack

(StrOpt)IQN Prefix

max_kernel_ramdisk_size=16777216

(IntOpt)Maximum size in bytes of kernel or ramdisk
images

sr_matching_filter=other-config:i18n-key=local-storage

(StrOpt)Filter for finding the SR to be used to install guest
instances on. The default value is the Local Storage in
default XenServer/XCP installations. To select an SR with

a different matching criteria, you could set it to other-
config:my_favorite_sr=true. On the other hand, to fall
back on the Default SR, as displayed by XenCenter, set this
flag to: default-sr:true

stub_compute=False

(BoolOpt)Stub calls to compute worker for tests

target_host=None

(StrOpt)iSCSI Target Host

target_port=3260

(StrOpt)iSCSI Target Port, 3260 Default

use_join_force=True

(BoolOpt)To use for hosts with different CPUs

xen_hvmloader_path=/usr/lib/xen/boot/hvmloader

(StrOpt)Location where the Xen hvmloader is kept

xenapi_agent_path=usr/sbin/xe-update-networking

(StrOpt)Specifies the path in which the xenapi guest
agent should be located. If the agent is present,
network configuration is not injected into the image.
Used if compute_driver=xenapi.XenAPIDriver and
flat_injected=True

xenapi_check_host=True

(BoolOpt)Ensure compute service is running on host
XenAPI connects to.
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Configuration option=Default value

(Type) Description

xenapi_connection_concurrent=5

(IntOpt)Maximum number of concurrent
XenAPI connections. Used only if
compute_driver=xenapi.XenAPIDriver

xenapi_connection_password=None

(StrOpt)Password for connection to
XenServer/Xen Cloud Platform. Used only if
compute_driver=xenapi.XenAPIDriver

xenapi_connection_url=None

(StrOpt)URL for connection to XenServer/
Xen Cloud Platform. Required if
compute_driver=xenapi.XenAPIDriver

xenapi_connection_username=root

(StrOpt)Username for connection to
XenServer/Xen Cloud Platform. Used only if
compute_driver=xenapi.XenAPIDriver

xenapi_disable_agent=False

(BoolOpt)Disable XenAPI agent. Reduces the amount of
time it takes nova to detect that a VM has started, when
that VM does not have the agent installed

xenapi_image_upload_handler=nova.virt.xenapi.imageuplod8tg@piO6jentssvoedDriver used to handle image uploads.

xenapi_login_timeout=10

(IntOpt)Timeout in seconds for XenAPI login.

xenapi_num_vbd_unplug_retries=10

(IntOpt)Maximum number of retries to unplug VBD

xenapi_ovs_integration_bridge=xapi1

(StrOpt)Name of Integration Bridge used by Open vSwitch

xenapi_remap_vbd_dev=False

(BoolOpt)Used to enable the remapping of VBD dev
(Works around an issue in Ubuntu Maverick)

xenapi_remap_vbd_dev_prefix=sd

(StrOpt)Specify prefix to remap VBD dev to (ex. /dev/xvdb
-> /dev/sdb)

xenapi_running_timeout=60

(IntOpt)number of seconds to wait for instance to go to
running state

xenapi_sparse_copy=True

(BoolOpt)Whether to use sparse_copy for copying data on
a resize down (False will use standard dd). This speeds up
resizes down considerably since large runs of zeros won't
have to be rsynced

xenapi_sr_base_path=/var/run/sr-mount

(StrOpt)Base path to the storage repository

xenapi_torrent_base_url=None

(StrOpt)Base URL for torrent files.

xenapi_torrent_download_stall_cutoff=600

(IntOpt)Number of seconds a download can remain at the
same progress percentage w/o being considered a stall

xenapi_torrent_images=none

(StrOpt)Whether or not to download images via Bit
Torrent (all|some|none).

xenapi_torrent_listen_port_end=6891

(IntOpt)End of port range to listen on

xenapi_torrent_listen_port_start=6881

(IntOpt)Beginning of port range to listen on

xenapi_torrent_max_last_accessed=86400

(IntOpt)Cached torrent files not accessed within this
number of seconds can be reaped

xenapi_torrent_max_seeder_processes_per_host=1

(IntOpt)Maximum number of seeder processes to run
concurrently within a given dom0. (-1 = no limit)

xenapi_torrent_seed_chance=1.0

(FloatOpt)Probability that peer will become a seeder. (1.0
= 100%)

xenapi_torrent_seed_duration=3600

(IntOpt)Number of seconds after downloading an image
via BitTorrent that it should be seeded for other peers.

xenapi_vhd_coalesce_max_attempts=5

(IntOpt)Max number of times to poll for VHD to coalesce.
Used only if compute_driver=xenapi.XenAPIDriver

xenapi_vhd_coalesce_poll_interval=5.0

(FloatOpt)The interval used for polling of coalescing vhds.
Used only if compute_driver=xenapi.XenAPIDriver

xenapi_vif_driver=nova.virt.xenapi.vif.XenAPIBridgeDriver

(StrOpt)The XenAPI VIF driver using XenServer Network
APIs.
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LXC (Linux containers)

LXC (also known as Linux containers) is a virtualization technology that works at the
operating system level. This is different from hardware virtualization, the approach used
by other hypervisors such as KVM, Xen, and VMWare. LXC (as currently implemented
using libvirt in the nova project) is not a secure virtualization technology for multi-tenant
environments (specifically, containers may affect resource quotas for other containers
hosted on the same machine). Additional containment technologies, such as AppArmor,
may be used to provide better isolation between containers, although this is not the
case by default. For all these reasons, the choice of this virtualization technology is not
recommended in production.

If your compute hosts do not have hardware support for virtualization, LXC will likely
provide better performance than QEMU. In addition, if your guests need to access to
specialized hardware (e.g., GPUs), this may be easier to achieve with LXC than other
hypervisors.

S Note

Some OpenStack Compute features may be missing when running with LXC as
the hypervisor. See the hypervisor support matrix for details.

To enable LXC, ensure the following options are setin/ et ¢/ nova/ nova. conf on all
hosts running the nova- conput e service.

conpute_driver=libvirt.LibvirtDriver
l'ibvirt_type=lxc

On Ubuntu 12.04, enable LXC support in OpenStack by installing the nova- conput e- | xc
package.

VMware vSphere

Introduction

OpenStack Compute supports the VMware vSphere product family. This section describes
the additional configuration required to launch VMWare-based virtual machine images.
vSphere versions 4.1 and greater are supported.

There are two OpenStack Compute drivers that can be used with vSphere:

* vmwareapi.VMwareVCDriver: a driver that lets nova-compute communicte with a
VMware vCenter server managing a cluster of ESX hosts. With this driver and access to
shared storage, advanced vSphere features like vMotion, High Availability, and Dynamic
Resource Scheduling (DRS) are availabile. With this driver, one nova-compute service is
run per vCenter cluster.

* vmwareapi.VMwareESXDriver: a driver that lets nova-compute communicate directly
to an ESX host, but does not support advanced VMware features. With this driver, one
nova-compute service is run per ESX host.
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Prerequisites

You will need to install the following software installed on each nova-compute node:

* python-suds: This software is needed by the nova-compute service to communicate with
vSphere APIs. If not installed, the "nova-compute" service shuts down with the message:
"Unable to import suds".

* Tomcat server: This is required to serve up a local version of the vSphere WSDL file (see
below).

On ubuntu, these packages can be installed by running:

sudo apt-get install python-suds tontat6

Next, download the SDK from http://www.vmware.com/support/developer/vc-sdk/
and copy itinto/var/1i b/t ontat 6/ webapps. You should ensure that the WSDL

is available,ineg /var/Ilib/tontat 6/ webapps/ vimnar e/ SDK/ wsdl / vi n25/

vi nBer vi ce. wsdl . Below we will point nova.conf to fetch this WSDL file from Tomcat
using a URL pointing to localhost.

Using the VMwareVCDriver

This section covers details of using the VMwareVCDriver.

VMWareVCDriver configuration options

When using the VMwareVCDriver (i.e., vCenter) with OpenStack Compute, nova.conf must
include the following VMWare-specific config options:

vmaar eapi _host _i p=<vCenter host |P>

vmwar eapi _host _user name=< vCent er usernamnme>

vmnar eapi _host _passwor d=< vCent er password>

vmnar eapi _cl ust er _nane=< vCenter cluster nanme>

vmnar eapi _wsdl _| oc=http://127.0.0. 1: 8080/ vimnar e/ SDK/ wsdl / vi m25/ vi mSer vi ce. wsdl

Remember that you will have only one nova-compute service per cluster. It is recommended
that this host run as a VM with high-availability enabled as part of that same cluster.

Also note that many of the nova.conf options mentioned elsewhere in this document that
are relevant to libvirt do not apply to using this driver.

Requirements + Limitations

The VMwareVCDriver is new in Grizzly, and as a result there are some important
deployment requirements and limitations to be aware of. In many cases, these items will be
addressed in future releases.

* Each cluster can only be configured with a single Datastore. If multiple Datastores are
configured, the first one returned via the vSphere API will be used.

» Because a single nova-compute is used per cluster, the nova-scheduler views this as
a single host with resources amounting to the aggregate resources of all ESX hosts
managed by the cluster. This may result in unexpected behavior depending on your
choice of scheduler.
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* Security Groups are not supported if Nova-Network is used. Security Groups are
only supported if the VMware driver is used in conjunction with the the OpenStack
Networking Service running the Nicira NVP plugin.

Using the VMwareESXDriver

This section covers details of using the VMwareESXDriver.

VMWareESXDriver configuration options

When using the VMwareESXDriver (i.e., no vCenter) with OpenStack Compute, configure
nova.conf with the following VMWare-specific config options:

vmnar eapi _host _i p=<ESXi host | P>

vmwar eapi _host _user name=< ESXi host username>

vmwar eapi _host _passwor d=< ESXi host password>

vmnar eapi _wsdl _| oc=http://127.0.0. 1: 8080/ vimnar e/ SDK/ wsdl / vi 25/ vi nSer vi ce. wsdl

Remember that you will have one nova-compute service per ESXi host. It is recommended
that this host run as a VM on the same ESXi host it is managing.

Also note that many of the nova.conf options mentioned elsewhere in this document that
are relevant to libvirt do not apply to using this driver.

Requirements + Limitations

The ESXDriver is unable to take advantage of many of the advanced capabilities associated
with the vSphere platform, namely vMotion, High Availability, and Dynamic Resource
Scheduler (DRS).

Images with VMware vSphere

When using either VMware driver, images should be uploaded to the OpenStack Image
Service in the VMDK format. For example:

gl ance add nanme="ubunt uLTS" di sk_f or mat =vndk cont ai ner _f or mat =ovf \
i s_public=true vmwar e_adapt ertype="1si Logi c* vmwar e_di skt ype="preal | ocat ed" \
vmnar e_ost ype="ubunt u64Guest " < ubunt uLTS-fl at . vndk

Networking with VMware vSphere

The VMware driver support networking with both Nova-Network and the Openstack
Networking Service.

* If using nova-network with the FlatManager or FlatDHCPManager, before provisioning
VMs, create a port group with the same name as the 'flat_network_bridge' value in
nova.conf (default is 'br100'). All VM NICs will be attached to this port group.

* If using nova-network with the VlanManager, before provisioning VMs, make sure the
'vmwareapi_vlan_interface' configuration option is set to match the ESX host interface
that will handle VLAN-tagged VM traffic. OpenStack Compute will automatically create
the corresponding port groups.

* If using the OpenStack Networking Service, before provisining VMs, create a port group
with the same name as the 'vmware.integration_bridge' value in nova.conf (default is 'br-
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int'). All VM NICs will be attached to this port group for management by the OpenStack
Networking Plugin.

Volumes with VMware vSphere

The VMware driver has limited support for attaching Volumes from the OpenStack Block
Storage service, supporting attachments only if the volume driver type is 'iscsi'. There is no
support for volumes based on vCenter Datastores in this release.

Configuration Reference

Table 9.3. Description of configuration options for vmware

Configuration option=Default value (Type) Description
integration_bridge=br-int (StrOpt)Name of Integration Bridge
use_linked_clone=True (BoolOpt)Whether to use linked clone
vmwareapi_api_retry_count=10 (IntOpt)The number of times we retry on

failures, e.g., socket error, etc. Used only if
compute_driver is vmwareapi.VMwareESXDriver or
vmwareapi.VMwareVCDriver.

vmwareapi_cluster_name=None (StrOpt)Name of a VMware Cluster
ComputeResource. Used only if compute_driver is
vmwareapi.VMwareVCDriver.

vmwareapi_host_ip=None (StrOpt)URL for connection to VMware
ESX/VC host. Required if compute_driver
is vmwareapi.VMwareESXDriver or
vmwareapi.VMwareVCDriver.

vmwareapi_host_password=None (StrOpt)Password for connection to VMware
ESX/VC host. Used only if compute_driver

is vmwareapi.VMwareESXDriver or
vmwareapi.VMwareVCDriver.

vmwareapi_host_username=None (StrOpt)Username for connection to VMware
ESX/VC host. Used only if compute_driver

is vmwareapi.VMwareESXDriver or
vmwareapi.VMwareVCDriver.

vmwareapi_task_poll_interval=5.0 (FloatOpt)The interval used for polling of
remote tasks. Used only if compute_driver
is vmwareapi.VMwareESXDriver or
vmwareapi.VMwareVCDriver.

vmwareapi_vlan_interface=vmnic0 (StrOpt)Physical ethernet adapter name for vlian
networking
vmwareapi_wsdl_loc=None (StrOpt)VIM Service WSDL Location e.g http://<server>/

vimService.wsd|. Due to a bug in vSphere ESX 4.1 default
wsdl. Refer readme-vmware to setup

PowerVM

Introduction

O PowerVM driver removed

Due to a change in strategic direction at IBM, the PowerVM driver is removed
from OpenStack Compute newer versions. It is available in Grizzly, but it is
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deprecated in Havana and removed from Icehouse. It will be replaced by a
driver using PowerVC in the future.

PowerVM compute driver connects to an Integrated Virtualization Manager (IVM) to

perform PowerVM Logical Partition (LPAR) deployment and management. The driver
supports file-based deployment using images from Glance.

3 Note

Hardware Management Console (HMC) is not yet supported.

For more detailed information about PowerVM Virtualization system, refer to the IBM
Redbook publication: IBM PowerVM Virtualization Introduction and Configuration.

Configuration

To enable the PowerVM compute driver, add the following configuration options / et ¢/
nova/ nova. conf:

conput e_dri ver=nova. vi rt. power vm Power VM i ver

power vim ngr _type=i vm

power vm ngr =power vm_host nane_or _i p_addr ess

power vm ngr _user =padm n

power vm ngr _passwd=padm n_user _password

powervm i ng_r enot e_pat h=/ pat h/to/ renot e/ i mage/ di rect ory

powervm i ng_| ocal _pat h=/ pat h/to/ | ocal /i mage/ di r ect ory/ on/ conput e/ host

Table 9.4. Description of configuration options for powervm

Configuration option=Default value (Type) Description

powervm_img_local_path=/tmp (StrOpt)Local directory to download glance images to.
Make sure this path can fit your biggest image in glance

powervm_img_remote_path=/home/padmin (StrOpt)PowerVM image remote path where images will
be moved. Make sure this path can fit your biggest image
in glance

powervm_mgr=None (StrOpt)PowerVM manager host or ip

powervm_mgr_passwd=None (StrOpt)PowerVM manager user password

powervm_mgr_type=ivm (StrOpt)PowerVM manager type (ivm, hmc)

powervm_mgr_user=None (StrOpt)PowerVM manager user name

Hyper-V Virtualization Platform

It is possible to use Hyper-V as a compute node within an OpenStack Deployment. The
nova-compute service runs as "openstack-compute," a 32bit service directly upon the
Windows platform with the Hyper-V role enabled. The necessary Python components

as well as the nova-compute service are installed directly onto the Windows platform.
Windows Clustering Services are not needed for functionality within the OpenStack
infrastructure. The use of the Windows Server 2012 platform is recommend for the best
experience and is the platform for active development. The following Windows platforms
have been tested as compute nodes:

e Windows Server 2008r2
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Both Server and Server Core with the Hyper-V role enabled (Shared Nothing Live
migration is not supported using 2008r2)

¢ Windows Server 2012

Server and Core (with the Hyper-V role enabled), and Hyper-V Server

Hyper-V Configuration

The following sections discuss how to prepare the Windows Hyper-V node for operation
as an OpenStack Compute node. Unless stated otherwise, any configuration information
should work for both the Windows 2008r2 and 2012 platforms.

Local Storage Considerations

The Hyper-V compute node needs to have ample storage for storing the virtual machine

images running on the compute nodes. You may use a single volume for all, or partition it
into an OS volume and VM volume. It is up to the individual deploying to decide.

Configure NTP

Network time services must be configured to ensure proper operation of the Hyper-
V compute node. To set network time on your Hyper-V host you will need to run the
following commands

C \net stop w32tine
C.\w32tm/config /manual peerli st: pool . ntp.org, 0x8 /syncfronfl ags: MANUAL

C\net start w32tine

Configuring Hyper-V Virtual Switching

Information regarding the Hyper-V virtual Switch can be located here: http://
technet.microsoft.com/en-us/library/hh831823.aspx

To quickly enable an interface to be used as a Virtual Interface the following PowerShell
may be used:

PS C\$if = Get-Netl PAddress —I PAddress 192* | Get-NetlPlnterface

PS C:\ New VMBwi t ch - Net AdapterNane $if.ifAlias -Nanme yourbridgenane —
Al | owmvanagenent OS $f al se
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Enable iSCSI Initiator Service

To prepare the Hyper-V node to be able to attach to volumes provided by cinder you must
first make sure the Windows iSCSI initiator service is running and started automatically.

C.\sc start NS SCSI

C:\sc config MsSi SCSI start="auto"

Configuring Shared Nothing Live Migration

Detailed information on the configuration of live migration can be found here: http://
technet.microsoft.com/en-us/library/jj134199.aspx

The following outlines the steps of shared nothing live migration.

1. The target hosts ensures that live migration is enabled and properly configured in Hyper-
V.

2. The target hosts checks if the image to be migrated requires a base VHD and pulls it
from Glance if not already available on the target host.

3. The source hosts ensures that live migration is enabled and properly configured in Hyper-
V.

4. The source hosts initiates a Hyper-V live migration.
5. The source hosts communicates to the manager the outcome of the operation.

The following two configuration options/flags are needed in order to support Hyper-V live
migration and must be added to your nova. conf on the Hyper-V compute node:

* i nstances_shared_st orage=Fal se

This needed to support "shared nothing" Hyper-V live migrations. It is used in nova/
compute/manager.py

elimt_cpu_features=True

This flag is needed to support live migration to hosts with different CPU features. This
flag is checked during instance creation in order to limit the CPU features used by the
VM.

* i nstances_pat h=DRI VELETTER: \ PATH\ TO\ YOUR\ | NSTANCES

Additional Requirements:

* Hyper-V 2012 RC or Windows Server 2012 RC with Hyper-V role enabled

* A Windows domain controller with the Hyper-V compute nodes as domain members

* The instances_path command line option/flag needs to be the same on all hosts

187


http://technet.microsoft.com/en-us/library/jj134199.aspx
http://technet.microsoft.com/en-us/library/jj134199.aspx

Compute Admin Guide March 17, 2014 Grizzly, 2013.1

* The openstack-compute service deployed with the setup must run with domain
credentials. You can set the service credentials with:

C. \sc config openstack-conpute obj="DOVAI N\ user nane" passwor d="passwor d"
How to setup live migration on Hyper-V

To enable shared nothing live migration run the 3 PowerShell instructions below on each
Hyper-V host:

PS C.\ Enabl e- VW grati on

PS C:.\ Set - VMM gr ati onNet wor k | P_ADDRESS

PS C:\ Set-VMHost -Virtual Machi neM grati onAut henti cati onTypeKer ber os

3 Note
Please replace the IP_ADDRESS with the address of the interface which will
provide the virtual switching for nova-network.

Additional Reading
Here's an article that clarifies the various live migration options in Hyper-V:

http://ariessysadmin.blogspot.ro/2012/04/hyper-v-live-migration-of-windows.html

"Python Requirements">

Python

Python 2.7.3 must be installed prior to installing the OpenStack Compute Driver on the
Hyper-V server. Download and then install the MSI for windows here:

* http://www.python.org/ftp/python/2.7.3/python-2.7.3.msi
* Install the MSI accepting the default options.

* The installation will put python in C:/python27.

Setuptools

You will require pip to install the necessary python module dependencies. The installer will
install under the C:\python27 directory structure. Setuptools for Python 2.7 for Windows
can be download from here:

http://pypi.python.org/packages/2.7/s/setuptools/setuptools-0.6c11.win32-py2.7.exe

Python Dependencies

188


http://ariessysadmin.blogspot.ro/2012/04/hyper-v-live-migration-of-windows.html
http://www.python.org/ftp/python/2.7.3/python-2.7.3.msi
http://pypi.python.org/packages/2.7/s/setuptools/setuptools-0.6c11.win32-py2.7.exe#md5=57e1e64f6b7c7f1d2eddfc9746bbaf20

Compute Admin Guide March 17, 2014 Grizzly, 2013.1

The following packages need to be downloaded and manually installed onto the Compute
Node

* MySQL-python
http://codegood.com/download/10/
* pywin32
Download and run the installer from the following location

http://sourceforge.net/projects/pywin32/files/pywin32/Build%20217/
pywin32-217.win32-py2.7.exe

* greenlet
Select the link below:
http://www.lfd.uci.edu/~gohlke/pythonlibs/

You will need to scroll down to the greenlet section for the following file:
greenlet-0.4.0.win32-py2.7 .#exe

Click on the file, to initiate the download. Once the download is complete, run the
installer.

The following python packages need to be installed via easy_install or pip. Run the
following replacing PACKAGENAME with the packages below:

C:\c:\ Pyt hon27\ Scri pt s\ pi p. exe install PACKAGE NAME

* amqplib

* anyjson

o distribute
* eventlet

* httplib2

* 508601

* jsonschema
* kombu

* netaddr

* paste

* paste-deploy

* prettytable
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* python-cinderclient

* python-glanceclient

* python-keystoneclient
* repoze.lru

* routes

* sglalchemy

* simplejson

» warlock

* webob

e wmi

Installing Nova-compute

Using git on Windows to retrieve source

Git be used to download the necessary source code. The installer to run Git on Windows
can be downloaded here:

http://code.google.com/p/msysgit/downloads/list?q=full+installer+official+git

Download the latest installer. Once the download is complete double click the installer and
follow the prompts in the installation wizard. The default should be acceptable for the
needs of the document.

Once installed you may run the following to clone the Nova code.

C\git.exe clone https://github. conf openst ack/ nova. gi t

Configuring Nova.conf

The nova. conf file must be placed in C: \ et ¢\ nova for running OpenStack on Hyper-V.
Below is a sample nova. conf for Windows:

[ DEFAULT]

ver bose=true

force_raw_ i mages=f al se

aut h_str at egy=keyst one

f ake_net wor k=t r ue

vswi t ch_name=openst ack- br

| ogdi r=c: \ openst ack\

st at e_pat h=c: \ openst ack\

| ock_pat h=c: \ openst ack\

i nst ances_pat h=e: \ Hyper - Wi nst ances
policy file=C \Program Files (x86)\ OpenSt ack\ nova\ et c\ nova\ policy.json
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api _paste_confi g=c: \ openst ack\ nova\ et c\ nova\ api - past e. i ni
rabbit _host =I P_ADDRESS

gl ance_api _server s=| P_ADDRESS: 9292

i mage_servi ce=nova. i nage. gl ance. @ ancel mageSer vi ce

sql _connecti on=nysql : // nova: passwd@ P_ADDRESS/ nova

i nst ances_shar ed_st or age=f al se

limt_cpu_features=true

conput e_dri ver=nova. virt. hyperv.driver. HyperVDri ver

vol une_api _cl ass=nova. vol une. ci nder . API

The following table contains a reference of all optionsfor hyper-v

Table 9.5. Description of configuration options for hyperv

Configuration option=Default value (Type) Description

instances_path_share= (StrOpt)The name of a Windows share name mapped to
the "instances_path" dir and used by the resize feature to
copy files to the target host. If left blank, an administrative
share will be used, looking for the same "instances_path"

used locally

limit_cpu_features=False (BoolOpt)Required for live migration among hosts with
different CPU features

gemu_img_cmd=gemu-img.exe (StrOpt)gemu-img is used to convert between different
image types

vswitch_name=None (StrOpt)External virtual switch Name, if not provided, the

first external virtual switch is used

Preparing Images for use with Hyper-V

Hyper-V currently supports only the VHD file format for virtual machine instances. Detailed
instructions for installing virtual machines on Hyper-V can be found here:

http://technet.microsoft.com/en-us/library/cc772480.aspx

Once you have successfully created a virtual machine, you can then upload the image to
glance using the native glance-client:

C.\ gl ance i nage-create --nanme="VM | MAGE NAME" --is-public=true --container-
f or mat =bare --di sk-fornmat=vhd

Running Compute with Hyper-V

To start the nova-compute service, run this command from a console in the Windows
server:

C.\ C \ pyt hon27\ pyt hon. exe c:\ openst ack\ nova\ bi n\ nova- conput e. py

Troubleshooting Hyper-V Configuration

* | ran the nova- manage servi ce |i st command from my controller; however, I'm
not seeing smiley faces for Hyper-V compute nodes, what do | do?
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Verify that you are synchronized with a network time source. Instructions for configuring
NTP on your Hyper-V compute node are located here

Bare Metal Driver

The baremetal driver is a hypervisor driver for Openstack Nova Compute. Within the
Openstack framework, it has the same role as the drivers for other hypervisors (libvirt,

xen, etc), and yet it is presently unique in that the hardware is not virtualized - there

is no hypervisor between the tenants and the physical hardware. It exposes hardware

via Openstack's API, using pluggable sub-drivers to deliver machine imaging (PXE) and
power control (IPMI). With this, provisioning and management of physical hardware is
accomplished using common cloud APIs and tools, such as Heat or salt-cloud. However, due
to this unique situation, using the baremetal driver requires some additional preparation of
its environment, the details of which are beyond the scope of this guide.

N

For the Baremetal driver to be loaded and function properly, ensure that the following
options are setin/ et ¢/ nova/ nova. conf on your nova- conput e hosts.

Note

Some OpenStack Compute features are not implemented by the baremetal
hypervisor driver. See the hypervisor support matrix for details.

[ def aul t]

conpute_driver=nova.virt.baremetal .driver. BareMetal Dri ver

firewal |l _driver = nova.virt.firewall.NoopFirewall Driver

schedul er _host _manager =nova. schedul er . bar enet al _host _nanager .
Bar enet al Host Manager

ramal l ocation_ratio=1.0

reserved_host _nenory_nb=0

There are many configuration options specific to the Baremetal driver. Also, some
additional steps will be required, such as building the baremetal deploy ramdisk. See the
main wiki page for details and implementation suggestions.

Table 9.6. Description of configuration options for baremetal

Configuration option=Default value

(Type) Description

db_backend=sglalchemy

(StrOpt)The backend to use for db

db_backend=sglalchemy

(StrOpt)The backend to use for bare-metal database

deploy_kernel=None

(StrOpt)Default kernel image ID used in deployment phase

deploy_ramdisk=None

(StrOpt)Default ramdisk image ID used in deployment
phase

driver=nova.virt.baremetal.pxe.PXE

(StrOpt)Baremetal driver back-end (pxe or tilera)

driver=nova.cells.rpc_driver.CellsRPCDriver

(StrOpt)Cells communication driver to use

instance_type_extra_specs=[]

(ListOpt)a list of additional capabilities corresponding
to instance_type_extra_specs for this compute host to

advertise. Valid entries are name=value, pairs For example,

"key1:val1, key2:val2"
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Configuration option=Default value (Type) Description

ipmi_power_retry=5 (IntOpt)maximal number of retries for IPMI operations

net_config_template=$pybasedir/nova/virt/baremetal/ (StrOpt)Template file for injected network config
net-dhcp.ubuntu.template

power_manager=nova.virt.baremetal.ipmi.IPMI (StrOpt)Baremetal power management method
pxe_append_params=None (StrOpt)additional append parameters for baremetal PXE
boot

pxe_config_template=$pybasedir/nova/virt/baremetal/ (StrOpt)Template file for PXE configuration
pxe_config.template

pxe_deploy_timeout=0 (IntOpt)Timeout for PXE deployments. Default: 0
(unlimited)
sgl_connection=sqlite:////home/fifieldt/temp/nova/nova/ | (StrOpt)The SQLAlchemy connection string used to
openstack/common/db/$sqlite_db connect to the database
sgl_connection=sqlite:///$state_path/baremetal_ (StrOpt)The SQLAIchemy connection string used to
$sqlite_db connect to the bare-metal database
terminal=shellinaboxd (StrOpt)path to baremetal terminal program
terminal_cert_dir=None (StrOpt)path to baremetal terminal SSL cert(PEM)
terminal_pid_dir=$state_path/baremetal/console (StrOpt)path to directory stores pidfiles of
baremetal_terminal
tftp_root=/tftpboot (StrOpt)Baremetal compute node's tftp root path
use_unsafe_iscsi=False (BoolOpt)Do not set this out of dev/test environments. If

a node does not have a fixed PXE IP address, volumes are
exported with globally opened ACL

vif_driver=nova.virt.baremetal.vif_driver.BareMetalVIFDriver{StrOpt)Baremetal VIF driver.

virtual_power_host_key=None (StrOpt)ssh key for virtual power host_user
virtual_power_host_pass= (StrOpt)password for virtual power host_user
virtual_power_host_user= (StrOpt)user to execute virtual power commands as
virtual_power_ssh_host= (StrOpt)ip or name to virtual power host
virtual_power_ssh_port=22 (IntOpt)Port to use for ssh to virtual power host
virtual_power_type=virsh (StrOpt)base command to use for virtual

power(vbox,virsh)

Nova Compute Fibre Channel Support

Overview of Fibre Channel Support

* Fibre Channel support in OpenStack Compute is remote block storage attached to
Compute nodes for VMs.

* Fibre Channel supports the KVM hypervisor in only the grizzly release.

* There is no automatic zoning support in Nova or Cinder for Fibre Channel. Fibre Channel
arrays must be pre-zoned or directly attached to the KVM hosts.

Requirements for KVM Hosts

The KVM host must have the following system packages installed:
» sysfstool s-Nova uses the syst ool application in this package.

* sg3-util s-Nova usesthe sg_scan and sgi nf o applications.
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Installing the mul ti pat h-t ool s package is optional.

Installing the Required Packages

Use the following commands to install the system packages.
* For systems running Ubuntu:

$sudo apt-get install sysfstools sg3-utils multipath-tools
* For systems running Red Hat:

$sudo yuminstall sysfstools sg3_utils nultipath-tools
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10. Networking with nova-network
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By understanding the available networking configuration options you can design the best
configuration for your OpenStack Compute instances.

Networking Options

This section offers a brief overview of each concept in networking for Compute. With the
Grizzly release, you can chose either to install and configure nova-network for networking
between VMs or use the Networking service (quantum) for networking. Refer to the
Network Administration Guide to configure Compute networking options with Quantum.

For each VM instance, Compute assigns to it a private IP address. (Currently, Compute with
nova-network only supports Linux bridge networking that allows the virtual interfaces to
connect to the outside network through the physical interface.)

The network controller with nova-network provides virtual networks to enable compute
servers to interact with each other and with the public network.

Currently, Compute with nova-network supports three kinds of networks, implemented in
three “Network Manager” types:

* Flat Network Manager
* Flat DHCP Network Manager
* VLAN Network Manager

The three kinds of networks can co-exist in a cloud system. However, since you can't yet
select the type of network for a given project, you cannot configure more than one type of
network in a given Compute installation.

3 Note
All of the networking options require network connectivity to be already set up
between OpenStack physical nodes. OpenStack will not configure any physical
network interfaces. OpenStack will automatically create all network bridges
(i.e., br100) and VM virtual interfaces.

All machines must have a public and internal network interface (controlled
by the options: publ i c_i nt er f ace for the public interface, and
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flat_interfaceandvl an_i nt erface for the internal interface with flat /
VLAN managers).

The internal network interface is used for communication with VMs, it shouldn't
have an IP address attached to it before OpenStack installation (it serves

merely as a fabric where the actual endpoints are VMs and dnsmasq). Also, the
internal network interface must be put in promiscuous mode, because it will
have to receive packets whose target MAC address is of the guest VM, not of
the host.

All the network managers configure the network using network drivers, e.g. the linux L3
driver (I 3. py and | i nux_net . py) which makes use of i pt abl es, r out e and other
network management facilities, and also of libvirt's network filtering facilities. The driver
isn't tied to any particular network manager; all network managers use the same driver.
The driver usually initializes (creates bridges etc.) only when the first VM lands on this host
node.

All network managers operate in either single-host or multi-host mode. This choice greatly
influences the network configuration. In single-host mode, there is just 1 instance of nova-
net wor k which is used as a default gateway for VMs and hosts a single DHCP server
(dnsmasq), whereas in multi-host mode every compute node has its own nova- net wor k.
In any case, all traffic between VMs and the outer world flows through nova- net wor k.
There are pros and cons to both modes, read more in Existing High Availability Options.

Compute makes a distinction between fixed IPs and floating IPs for VM instances. Fixed
IPs are IP addresses that are assigned to an instance on creation and stay the same until
the instance is explicitly terminated. By contrast, floating IPs are addresses that can be
dynamically associated with an instance. A floating IP address can be disassociated and
associated with another instance at any time. A user can reserve a floating IP for their
project.

In Flat Mode, a network administrator specifies a subnet. The IP addresses for VM instances
are grabbed from the subnet, and then injected into the image on launch. Each instance
receives a fixed IP address from the pool of available addresses. A system administrator may
create the Linux networking bridge (typically named br 100, although this configurable) on
the systems running the nova- net wor k service. All instances of the system are attached
to the same bridge, configured manually by the network administrator.

Q Note

The configuration injection currently only works on Linux-style systems that
keep networking configuration in/ et ¢/ net wor k/ i nt er f aces.

In Flat DHCP Mode, OpenStack starts a DHCP server (dnsmasq) to pass out IP addresses to
VM instances from the specified subnet in addition to manually configuring the networking
bridge. IP addresses for VM instances are grabbed from a subnet specified by the network
administrator.

Like Flat Mode, all instances are attached to a single bridge on the compute node. In
addition a DHCP server is running to configure instances (depending on single-/multi-
host mode, alongside each nova- net wor k). In this mode, Compute does a bit more
configuration in that it attempts to bridge into an ethernet device (f | at _i nt er f ace,
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ethO0 by default). It will also run and configure dnsmasq as a DHCP server listening on this
bridge, usually on IP address 10.0.0.1 (see DHCP server: dnsmasq). For every instance,

nova will allocate a fixed IP address and configure dnsmasq with the MAC/IP pair for the
VM, i.e. dnsmasq doesn't take part in the IP address allocation process, it only hands out

IPs according to the mapping done by nova. Instances receive their fixed IPs by doing a
dhcpdiscover. These IPs are not assigned to any of the host's network interfaces, only to the
VM's guest-side interface.

In any setup with flat networking, the host(-s) with nova-network on it is (are) responsible
for forwarding traffic from the private network. Compute can determine the NAT entries
for each network when you have f i xed_r ange="" in your nova. conf . Sometimes

NAT is not used, such as when fixed_range is configured with all public IPs and a hardware
router is used (one of the HA options). Such host(-s) needs to have br 100 configured

and physically connected to any other nodes that are hosting VMs. You must set the

fl at _net wor k_bri dge option or create networks with the bridge parameter in order to
avoid raising an error. Compute nodes have iptables/ebtables entries created per project
and instance to protect against IP/MAC address spoofing and ARP poisoning.

3 Note

To use the new dynamic f i xed_r ange setup in Grizzly, setfi xed_r ange=""
in your nova. conf . For backwards compatibility, Grizzly supports the

fi xed_r ange option and if set will perform the default logic from Folsom and
earlier releases.

3 Note

In single-host Flat DHCP mode you will be able to ping VMs via their fixed IP
from the nova-network node, but you will not be able to ping them from the
compute nodes. This is expected behavior.

VLAN Network Mode is the default mode for OpenStack Compute. In this mode, Compute
creates a VLAN and bridge for each project. For multiple machine installation, the VLAN
Network Mode requires a switch that supports VLAN tagging (IEEE 802.1Q). The project
gets a range of private IPs that are only accessible from inside the VLAN. In order for a

user to access the instances in their project, a special VPN instance (code named cloudpipe)
needs to be created. Compute generates a certificate and key for the user to access the
VPN and starts the VPN automatically. It provides a private network segment for each
project's instances that can be accessed via a dedicated VPN connection from the Internet.
In this mode, each project gets its own VLAN, Linux networking bridge, and subnet.

The subnets are specified by the network administrator, and are assigned dynamically to
a project when required. A DHCP Server is started for each VLAN to pass out IP addresses
to VM instances from the subnet assigned to the project. All instances belonging to one
project are bridged into the same VLAN for that project. OpenStack Compute creates the
Linux networking bridges and VLANs when required.

3 Note

With the default Compute settings, once a virtual machine instance is
destroyed, it can take some time for the IP address associated with the
destroyed instance to become available for assignment to a new instance.
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The f or ce_dhcp_r el ease=Tr ue configuration option, when set, causes the
Compute service to send out a DHCP release packet when it destroys a virtual
machine instance. The result is that the IP address assigned to the instance is
immediately released.

This configuration option applies to both Flat DHCP mode and VLAN Manager
mode.

Use of this option requires the dhcp_release program. Verify that this program
is installed on all hosts running the nova- conput e service before enabling
this option. This can be checked with the which command, and will return the
complete path if the program is installed. As root:

# whi ch dhcp_rel ease
[ usr/ bi n/dhcp_rel ease

DHCP server: dnsmasq

The Compute service uses dnsmasq as the DHCP server when running with either that Flat
DHCP Network Manager or the VLAN Network Manager. The nova- net wor Kk service is
responsible for starting up dnsmasq processes.

The behavior of dnsmasq can be customized by creating a dnsmasq configuration file.
Specify the config file using the dnsnmasq_confi g_fi | e configuration option. For
example:

dnsmasq_config_fil e=/etc/dnsmasqg- nova. conf

See the high availability section for an example of how to change the behavior of
dnsmasq using a dnsmasq configuration file. The dnsmasq documentation has a more
comprehensive dnsmasq configuration file example.

Dnsmasq also acts as a caching DNS server for instances. You can explicitly specify the DNS
server that dnsmasq should use by setting the dns_ser ver configuration option in/

et ¢/ nova/ nova. conf . The following example would configure dnsmasq to use Google's
public DNS server:

dns_server=8. 8. 8. 8

Dnsmasq logging output goes to the syslog (typically / var / | og/ sysl og or/ var/

| og/ messages, depending on Linux distribution). The dnsmasq logging output can be
useful for troubleshooting if VM instances boot successfully but are not reachable over the
network.

A network administrator can run nova- manage fi xed reserve --

addr ess=x. X. X. X to specify the starting point IP address (x.x.x.x) to reserve with the
DHCP server. This reservation only affects which IP address the VMs start at, not the fixed IP
addresses that the nova-network service places on the bridges.
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Metadata service

Introduction

The Compute service uses a special metadata service to enable virtual machine

instances to retrieve instance-specific data. Instances access the metadata service at
http://169. 254. 169. 254. The metadata service supports two sets of APIs: an
OpenStack metadata APl and an EC2-compatible API. Each of the APIs is versioned by date.

To retrieve a list of supported versions for the OpenStack metadata API, make a GET
request to

http://169. 254. 169. 254/ openst ack
For example:

$ curl http://169.254. 169. 254/ openst ack
2012-08-10
| at est

To retrieve a list of supported versions for the EC2-compatible metadata API, make a GET
request to

http://169. 254. 169. 254

For example:

$ curl http://169.254.169. 254
1.0
2007-01-19
2007-03-01
2007-08- 29
2007-10-10
2007-12-15
2008-02-01
2008- 09- 01
2009- 04- 04
| at est

If you write a consumer for one of these APIs, always attempt to access the most recent
API version supported by your consumer first, then fall back to an earlier version if the most
recent one is not available.

OpenStack metadata API

Metadata from the OpenStack APl is distributed in JSON format. To retrieve the metadata,
make a GET request to

http://169. 254. 169. 254/ openst ack/ 2012- 08- 10/ met a_dat a. j son

For example:

$ curl http://169. 254. 169. 254/ openst ack/ 2012- 08- 10/ met a_dat a. j son
{"uuid": "d8e02d56-2648-49a3- bf 97- 6be8f 1204f 38", "availability_zone":
"nova", "hostnane": "test.novalocal", "launch_index": 0, "neta":

199



Compute Admin Guide March 17, 2014 Grizzly, 2013.1

{"priority": "low', "role": "webserver"}, "public_keys": {"mykey":

"ssh-rsa AAAAB3NzaClyc2EAAAADAQABAAAAGQDYVEDT vt YJXVOBNOXNKVVRNCRX6BI nNbl
+USLGai s1sUWPW Sg7z9K9vhbYAPUZcg8c/ s5S9dg5vTHbsi yPCl DOKyeHba4MJJq8Ch5b2i 71/
3Bl SpyxTBH uzZDHds| W2a+Sr PDCeuMVbss9NFhBdKt Dkd@zyi Oi bmCP6y MIEX8Q== Cener at ed

by Nova\n"}, "name": "test"}

Here is the same content after having run through a JSON pretty-printer:

{

"availability_zone": "nova",
"host nane": "test.noval ocal ",
"l aunch_i ndex": O,
"meta": {
"priority": "low',
"role": "webserver"
H
"name": "test",
"public_keys": {
"mykey": "ssh-rsa
AAAAB3Nz aCly c 2 EAAAADAQABAAAAG QDYVEDRT vt YJ XVOBNOXNKVVRNCRX6BI nNbl
+USLGai s1sUWPW Sg7z9K9vhbYAPUZcq8c/ s5S9dg5v THbsi yPCl DOKy eHba4MJJg80Ch5b2i 71/
3Bl SpyxTBH uZDHds| W2a+Sr PDCeuMvbs s 9NFhBdKt Dkd@zyi 0i bnCP6y MIEX8Q== Gener at ed
by Nova\ n"
H
"uui d": "d8e02d56-2648- 49a3- bf 97- 6be8f 1204f 38"

}

Instances also retrieve user data (passed as the user _dat a parameter in the API call or
by the - - user _dat a flag in the nova boot command) through the metadata service, by
making a GET request to:

http://169. 254. 169. 254/ openst ack/ 2012- 08- 10/ user _dat a
For example:

$ curl http://169. 254. 169. 254/ openst ack/ 2012- 08- 10/ user _dat a
#! / bi n/ bash
echo 'Extra user data here'

EC2 metadata API

The metadata service has an API that is compatible with version 2009-04-04 of the Amazon
EC2 metadata service; virtual machine images that are designed for EC2 will work properly
with OpenStack.

The EC2 APl exposes a separate URL for each metadata. A listing of these elements can be
retrieved by making a GET query to:

http://169. 254. 169. 254/ 2009- 04- 04/ et a- dat a/

For example:

$ curl http://169.254.169. 254/ 2009- 04- 04/ net a- dat a/
am-id

am - | aunch-i ndex

am - mani f est - pat h

bl ock- devi ce- mappi ng/
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host name

i nst ance-acti on

i nstance-id

i nst ance-type

kernel -id

| ocal - host nanme

| ocal -i pv4d

pl acenent /

publ i c- host name

public-ipv4d

publi c- keys/

ranmdi sk-id

reservation-id

security-groups

$ curl http://169.254. 169. 254/ 2009- 04- 04/ et a- dat a/ bl ock- devi ce- mappi ng/
am

$ curl http://169.254. 169. 254/ 2009- 04- 04/ et a- dat a/ pl acenent /
avail ability-zone

$ curl http://169.254. 169. 254/ 2009- 04- 04/ net a- dat a/ publ i c- keys/

O=nykey

Instances can retrieve the public SSH key (identified by keypair name when a user requests
a new instance) by making a GET request to:

http://169. 254. 169. 254/ 2009- 04- 04/ met a- dat a/ publ i c- keys/ 0/ openssh- key

For example:

$ curl http://169.254. 169. 254/ 2009- 04- 04/ et a- dat a/ publ i c- keys/ 0/ openssh- key

ssh-rsa AAAAB3NzaClyc2EAAAADAQABAAAAGCQDYVEDT vt YJIXVOBNOXNKVVRNCRX6BI nNb

+USLGai s1sUWPwt Sg7z9K9vhbYAPUZcg8c/ s5S9dg5vTHbsi yPCl DOKyeHbha4MJJq8Ch5b2i 71/

3Bl SpyxTBH uzZDHds| W2a+Sr PDCeuMVbss9NFhBdKt Dkd@zyi Oi bmCP6y MIEX8Q== Cener at ed
by Nova

Instances can retrieve user data by making a GET request to:

http://169. 254. 169. 254/ 2009- 04- 04/ user - dat a
For example:

$ curl http://169.254. 169. 254/ 2009- 04- 04/ user - dat a
#!/ bi n/ bash
echo 'Extra user data here

Running the metadata service

The metadata service is implemented by either the nova- api service or the nova- api -
nmet adat a service. (The nova- api - met adat a service is generally only used when running
in multi-host mode, see the section titled Existing High Availability Options for Networking
for details). If you are running the nova- api service, you must have net adat a as one

of the elements of the list of the enabl ed_api s configuration optionin/ et ¢/ nova/
nova. conf . The default enabl ed_api s configuration setting includes the metadata
service, so you should not need to modify it.

To allow instances to reach the metadata service, the nova- net wor k service will configure
iptables to NAT port 80 of the 169. 254. 169. 254 address to the IP address specified in
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met adat a_host (default $rmy_i p, which is the IP address of the nova- net wor k service)
and port specified in met adat a_port (default 8775)in/ et c/ nova/ nova. conf.

o Warning

The net adat a_host configuration option must be an IP address, not a
hostname.

3 Note

The default Compute service settings assume that the nova- net wor k service
and the nova- api service are running on the same host. If this is not the case,
you must make the following change in the / et ¢/ nova/ nova. conf file on
the host running the nova- net wor k service:

Set the net adat a_host configuration option to the IP address of the host
where the nova- api service is running.

Table 10.1. Description of configuration options for metadata

Configuration option=Default value (Type) Description

metadata_host=$my_ip (StrOpt)the ip for the metadata api server
metadata_listen=0.0.0.0 (StrOpt)IP address for metadata api to listen
metadata_listen_port=8775 (IntOpt)port for metadata api to listen
metadata_manager=nova.api.manager.MetadataManager | (StrOpt)OpenStack metadata service manager
metadata_port=8775 (IntOpt)the port for the metadata api port
metadata_workers=None (IntOpt)Number of workers for metadata service

Configuring Networking on the Compute Node

To configure the Compute node's networking for the VM images, the overall steps are:

1. Set the net wor k_rmanager option in nova.conf.

2. Usethe nova network-create | abel --fixed-range-v4 CIDR [--vlan
vl an_i d] command to create the subnet that the VMs reside on, specifying a VLAN if
running in VLAN Network Mode.

3. Integrate the bridge with your network.

By default, Compute uses the VLAN Network Mode. You choose the networking mode for
your virtual instances in the nova.conf file. Here are the three possible options:

* --networ kK_manager =nova. net wor k. manager . Fl at Manager
Simple, non-VLAN networking
* - -net wor kK_manager =nova. net wor k. manager . Fl at DHCPManager

Flat networking with DHCP, you must set a bridge using the f | at _net wor k_bri dge
option
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* --networ k_manager =nova. net wor k. manager . VI anManager

VLAN networking with DHCP. This is the Default if no network manager is defined in
nova.conf.

Use the following command to create a subnet (named private in this example) that your
VMs will run on :

nova networ k-create private --fixed-range-v4 192. 168. 0. 0/ 24

When using the XenAPI compute driver, the OpenStack services run in a virtual machine.
This means networking is significantly different when compared to the networking

with the libvirt compute driver. Before reading how to configure networking using the
XenAPI compute driver, you may find it useful to read the Citrix article on Understanding
XenServer Networking and the section of this document that describes XenAPI and
OpenStack.

Configuring Flat Networking

FlatNetworking uses ethernet adapters configured as bridges to allow network traffic

to transit between all the various nodes. This setup can be done with a single adapter

on the physical host, or multiple. This option does not require a switch that does VLAN
tagging as VLAN networking does, and is a common development installation or proof of
concept setup. When you choose Flat networking, Nova does not manage networking at
all. Instead, IP addresses are injected into the instance via the file system (or passed in via
a guest agent). Metadata forwarding must be configured manually on the gateway if it is
required within your network.

To configure flat networking, ensure that your nova. conf file contains the following line:

net wor k_manager =nova. net wor k. manager . Fl at Manager

S Note

When configuring Flat Networking, failing to enable f | at _i nj ect ed can
prevent guest VMs from receiving their IP information at boot time.

Libvirt Flat Networking

Compute defaults to a bridge device named ‘br100" which is stored in the Nova database,
so you can change the name of the bridge device by modifying the entry in the database.
Consult the diagrams for additional configuration options.

In any set up with FlatNetworking (either Flat or FlatDHCP), the host with nova-network on
it is responsible for forwarding traffic from the private network. Compute determines the
"fixed range" for IPs configured dynamically by pulling from the configured networks when
youset fi xed_range="" innova. conf. This dynamic range configuration allows for
non-contiguous subnets to be configured in the fixed_ip space and only configures the NAT
rules as they are needed. This also restricts the NAT range to the smallest range required
preventing the NAT from impacting subnets that might exist on the external network.
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This host needs to have br100 configured and talking to any other nodes that are hosting
VMs. With either of the Flat Networking options, the default gateway for the virtual
machines is set to the host which is running nova-network.

Set the compute node's external IP address to be on the bridge and add eth0 to that
bridge. To do this, edit your network interfaces configuration to look like the following
example:

# The | oopback network interface
auto lo
iface lo inet |oopback

# Networ ki ng for OpenStack Conpute
auto br 100

i face br100 inet dhcp

bri dge_ports et hO
bridge_stp of f
bri dge_maxwai t 0
bridge fd 0

Next, restart networking to apply the changes: sudo /etc/init.d/ networking
restart

For an all-in-one development setup, this diagram represents the network setup.

Figure 10.1. Flat network, all-in-one server installation

all-in-one

nova-netwaork

nova-scheduler

nova-api

nova-compute

enjenen

For multiple compute nodes with a single network adapter, which you can use for smoke
testing or a proof of concept, this diagram represents the network setup.
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Figure 10.2. Flat network, single interface, multiple servers

controller compute compute

nova-network nova-compute nova-compute

nova-scheduler

nova-api

For multiple compute nodes with multiple network adapters, this diagram represents the
network setup. You may want to use this setup for separate admin and data traffic.

Figure 10.3. Flat network, multiple interfaces, multiple servers

conftroller f compute

nova-network nova-compute nova-compute

nova-scheduler

nova-api
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XenAPI Flat Networking

When using the XenAPI driver, the virtual machines creates OpenStack are attached to
the XenServer bridge configured in the f | at _net wor k_Dbr i dge setting. Otherwise, flat
networking works in a very similar way with both the libvirt driver and the XenAPI driver.

Configuring Flat DHCP Networking

With Flat DHCP, the host(-s) running nova-network act as the gateway to the virtual nodes.
If you're using single-host networking, you can optionally set net wor k_host on the
nova. conf stored on the nova-compute node to tell it which host the nova-network is
running on so it can more efficiently communicate with nova-network. In any setup with
flat networking, the hosts with nova-network on it are responsible for forwarding traffic
from the private network configured with the f i xed_r ange= directive in nova. conf
and the f| at _net wor k_br i dge flag which you must also set to the name of the bridge
(as there is no default). The nova-network service will track leases and releases in the
database, using dnsmasq's dhcp-script facility (the script bin/nova-dhcpbridge is supplied)
so it knows if a VM instance has stopped properly configuring via DHCP (e.g. when a DHCP
lease expires, the fixed IP is released from the nova database). Lastly, it sets up iptables
rules to allow the VMs to communicate with the outside world and contact a special
metadata server to retrieve information from the cloud.

Compute hosts in the FlatDHCP model are responsible for bringing up a matching bridge
and bridging the VM tap devices into the same ethernet device that the network host is
on. The compute hosts should not have an IP address on the VM network, because the
bridging puts the VMs and the network host on the same logical network. When a VM
boots, the VM sends out DHCP packets, and the DHCP server on the network host responds
with their assigned IP address (remember, the address is actually assigned by nova and put
into DHCP server's configuration file, the DHCP server merely tells the VM what it is).

You can read a detailed walk-through of what exactly happens in single-host Flat DHCP
mode in this blogpost, parts of which are also relevant in other networking modes.

FlatDHCP doesn't create VLANS, it creates a bridge. This bridge works just fine on a single

host, but when there are multiple hosts, traffic needs a way to get out of the bridge onto a
physical interface.

Libvirt Flat DHCP Networking

When using the libvirt driver, the setup will look like the figure below:
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Figure 10.4. Flat DHCP network, multiple interfaces, multiple servers with

libvirt driver

--public_interface=ethO
--flat_interface=eth1l
—-fixed_range=10.0.0.0/8
--floating_range=99.99.99.128/25

public switch

public/floating traffic
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99.99.99.0/24

--flat_network_dhcp_start=10.0.0.2
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ethl 192.168.0.2 ethl 192.168.0.1 ethl I.'192,168,0.3
10.0.0.1 }

eth g/ 10.0.0.2

192.168.0.0/24

10.0.0.0/8 g

private switch

Be careful when settingup - - f | at _i nt er f ace. If you specify an interface that already
has an IP it will break and if this is the interface you are connecting through with SSH, you
cannot fix it unless you have ipmi/console access. In FlatDHCP mode, the setting for - -

net wor k_si ze should be number of IPs in the entire fixed range. If you are doinga /12 in
CIDR notation, then this number would be 2720 or 1,048,576 IP addresses. That said, it will
take a very long time for you to create your initial network, as an entry for each IP will be
created in the database.

If you have an unused interface on your hosts (eg eth2) that has connectivity with
no IP address, you can simply tell FlatDHCP to bridge into the interface by specifying
flat _i nterface=<interface>inyour configuration file. The network host will
automatically add the gateway ip to this bridge. If this is the case for you, edit your
nova. conf file to contain the following lines:

dhcpbri dge_fl agfil e=/ et c/ noval/ nova. conf

dhcpbri dge=/ usr/ bi n/ nova- dhcpbri dge

net wor k_nanager =nova. net wor k. manager . Fl at DHCPManager
fixed_range=""

flat_network_bri dge=br 100

flat _interface=eth2

flat_inj ect ed=Fal se

public_interface=ethO

You can also add the unused interface to br100 manually and not set flat_interface.

Integrate your network interfaces to match this configuration.
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XenAPI Flat DHCP Networking

The following figure shows a setup with Flat DHCP networking, network HA, and using
multiple interfaces. For simplicity, the management network (on XenServer eth0 and eth2
of the VM running the OpenStack services) has been omitted from the figure below.

Figure 10.5. Flat DHCP network, multiple interfaces, multiple servers, network
HA with XenAPI driver

public switch

= AenServer Host =l AenServer Host
eth1 eth1
xenhri xenhri
A ] A
eth3 ] eth3
nova-compute nova-compute
nova-netwark Vit Vit Vit ] nova-netwark Vit Vit Vit
ethi ethi
Y ¥
xenhr2 xenhbr
eth2 eth2

private switch

Here is an extract from a nova. conf file in a system running the above setup:

net wor k_manager =nova. net wor k. manager . Fl at DHCPManager

xenapi _vif _driver=nova. virt.xenapi.vif.(XenAPI Bri dgeDri ver or
XenAPI OpenVswi t chDri ver)

flat _interface=ethl

fl at _networ k_bri dge=xenbr 2

public_interface=eth3

mul ti _host =True

dhcpbri dge_fl agfil e=/ et c/ noval/ nova. conf

fixed_range=""

force_dhcp_rel ease=Tr ue

send_ar p_f or _ha=True

flat_inj ect ed=Fal se

firewal | _driver=nova.virt.xenapi.firewal|.DonDl ptabl esFirewal | Driver
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You should notice that f | at _i nt er f ace and publ i c_i nt er f ace refer to the network
interface on the VM running the OpenStack services, not the network interface on the
Hypervisor.

Secondly f | at _net wor k_br i dge refers to the name of XenAPI network that you wish
to have your instance traffic on, i.e. the network on which the VMs will be attached. You
can either specify the bridge name, such an xenbr 2, or the name label, such as vnbr .
Specifying the name-label is very useful in cases where your networks are not uniform
across your XenServer hosts.

When you have a limited number of network cards on your server, it is possible to use
networks isolated using VLANs for the public and network traffic. For example, if you have
two XenServer networks xapi 1 and xapi 2 attached on VLAN 102 and 103 on et hO,
respectively, you could use these for eth1 and eth3 on your VM, and pass the appropriate
onetofl at _network_bri dge.

When using XenServer, it is best to use the firewall driver written specifically for XenServer.
This pushes the firewall rules down to the hypervisor, rather than running them in the VM
that is running nova- net wor k.

Outbound Traffic Flow with Any Flat Networking

In any set up with FlatNetworking, the host with nova-network on it is responsible for
forwarding traffic from the private network dynamically determined by Compute with the
fixed_range='" directive in nova. conf . This host needs to have a bridge interface
(e.g., br 100) configured and talking to any other nodes that are hosting VMs. With either
of the Flat Networking options, the default gateway for the virtual machines is set to the
host which is running nova-network.

When a virtual machine sends traffic out to the public networks, it sends it first to its
default gateway, which is where nova-network is configured.

Figure 10.6. Single adaptor hosts, first route

controller compute compute

nova-network nova-compute nova-compute

ER[ENEN

nova-scheduler

nova-api
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Next, the host on which nova-network is configured acts as a router and forwards the
traffic out to the Internet.

Figure 10.7. Single adaptor hosts, second route

controller compute compute

nova-network nova-compute nova-compute

ER[ENEN

nova-scheduler

nova-api

O Warning

If you're using a single interface, then that interface (often eth0) needs to be
set into promiscuous mode for the forwarding to happen correctly. This does
not appear to be needed if you're running with physical hosts that have and use
two interfaces.

Configuring VLAN Networking

Compute can be configured so that the virtual machine instances of different projects
(tenants) are in different subnets, with each subnet having a different VLAN tag. This can
be useful in networking environments where you have a large IP space which is cut up into
smaller subnets. The smaller subnets are then trunked together at the switch level (dividing
layer 3 by layer 2) so that all machines in the larger IP space can communicate. The purpose
of this is generally to control the size of broadcast domains. It can also be useful to provide
an additional layer of isolation in a multi-tenant environment.

3 Note

The terms network and subnet are often used interchangeably in discussions of
VLAN mode. In all cases, we are referring to a range of IP addresses specified
by a subnet (e.g., 172. 16. 20. 0/ 24) that are on the same VLAN (layer 2
network).

Running in VLAN mode is more complex than the other network modes. In particular:

* IP forwarding must be enabled
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* The hosts running nova-network and nova-compute must have the 8021q kernel module
loaded

* Your networking switches must support VLAN tagging

* Your networking switches must be configured to enable the specific VLAN tags you
specify in your Compute setup

* You will need information about your networking setup from your network
administrator to configure Compute properly (e.g., netmask, broadcast, gateway,
ethernet device, VLAN IDs)

The net wor k_manager =nova. net wor k. manager . VI anManager option specifies
VLAN mode, which happens to be the default networking mode.

The bridges that are created by the network manager will be attached to the interface
specified by vl an_i nt er f ace, the example above uses the et h0 interface, which is the
default.

The f i xed_r ange option deprecated in Grizzly and should be setto fi xed_range=""
so that Nova determines a CIDR block which describes the IP address space for all of

the instances: this space will be divided up into subnets. This range is typically a private
network. The example above uses the private range 172. 16. 0. 0/ 12.

The net wor k_si ze option refers to the default number of IP addresses in each network,
although this can be overridden at network creation time . The example above uses a
network size of 256, which corresponds to a / 24 network.

Networks are created with the nova network-create command. Here is an example of how
to create a network consistent with the above example configuration options, as root:

# nova networ k-create exanpl e-net --fixed-range-v4=172.16.169.0/24 --vl an=169
--bridge=br169 --project-id=a42lae28356b4cc3a25e1429a0b02e98

This creates a network called exanpl e- net associated with tenant
a42l1ae28356b4cc3a25e1429a0b02e98. The subnetis 172. 16. 169. 0/ 24 with a
VLAN tag of 169 (the VLAN tag does not need to match the third byte of the address,
though it is a useful convention to remember the association). This will create a bridge
interface device called br 169 on the host running the nova-network service. This device
will appear in the output of an ifconfig command.

Each network is associated with one tenant. As in the example above, you may (optionally)
specify this association at network creation time by using the - - pr oj ect _i d flag which
corresponds to the tenant ID. Use the keystone tenant-list command to list the tenants
and corresponding IDs that you have already created.

The nova network-create command supports many configuration options, which are
displayed when called with the nova help network-create:

--fixed-range-v4 <x.Xx.Xx.x/yy>]
-fixed-range-v6 CIDR V6] [--vlan <vlan id>]
-vpn <vpn start>] [--gateway GATEWAY]
--gateway-v6 GATEWAY_V6] [--bridge <bridge>]

usage: nova network-create

[
[
[
[
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--bridge-interface <bridge interface>]
--multi-host <T |'F >] [--dnsl <DNS Address>]
--dns2 <DNS Address>] [--uuid <network uuid>]
--fixed-cidr <x.x.x.x/yy>]

--project-id <project id>] [--priority <number>]
net wor k_| abel >

[
[
[
[
[
<

Create a network.

Posi tional argunents
<net wor k_| abel > Label for network

Optional argunents:
--fixed-range-v4 <x.Xx.Xx.x/yy>
| Pv4 subnet (ex: 10.0.0.0/8)
--fixed-range-v6 Cl DR V6
| Pv6 subnet (ex: fe80::/64

--vlan <vlan id> vlan id
--vpn <vpn start> vpn start
--gat eway GATEWAY gat eway
--gat eway-v6 GATEWAY_ V6
i pv6 gat eway
--bridge <bridge> VIFs on this network are connected to this bridge

--bridge-interface <bridge interface>
the bridge is connected to this interface
--multi-host < T |'F >
Mil ti host
--dnsl <DNS Address> First DNS
--dns2 <DNS Address> Second DNS
--uui d <network uuid>
Net wor k UUl D
--fixed-cidr <x.x.x.x/yy>
| Pv4 subnet for fixed IPS (ex: 10.20.0.0/16)
--project-id <project id>
Project id
--priority <nunber> Network interface priority

In particular, flags to the nova network-create command can be used to override settings
from nova. conf:

--bridge_interface Overridesthevl an_interface configuration option

To view a list of the networks that have been created, as root:

# nova network-|i st

The nova command-line tool does not yet support network modifications. To modify
an existing network, you must use the nova-manage command. Use the nova-manage
network modify command, as root:

# nova- mranage network nodify --help
Usage: nova-manage network nodi fy <args> [options]

Opt i ons:
-h, --help show this hel p nessage and exit
--fixed_range=<x. x. x. x/ yy>
Network to nodify
- - proj ect =<pr oj ect name>
Proj ect nane to associate
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- - host =<host > Host to associate
--di sassoci at e- proj ect

Di sassoci ate Network from Proj ect
- - di sassoci at e- host Di sassoci ate Host from Project

The nova command-line tool does not yet support network deletions.. To delete an existing
network, you must use the nova-manage command. To delete a network, use nova-
manage network delete, as root:

# nova- manage network delete --help
Usage: nova- nanage network del ete <args> [opti ons]

Opt i ons:
-h, --help show this hel p nessage and exit
--fixed_range=<x. x. x. x/ yy>
Network to del ete
- - uui d=<uui d> UUI D of network to delete

Note that a network must first be disassociated from a project using the nova network-
disassociate command before it can be deleted.

Creating a network will automatically cause the Compute database to populate with a
list of available fixed IP addresses. You can view the list of fixed IP addresses and their
associations with active virtual machines by doing, as root:

# nova- manage fix |ist

If users need to access the instances in their project across a VPN, a special VPN instance
(code named cloudpipe) needs to be created as described in the section titled Cloudpipe —
Per Project VPNs.

Libvirt VLAN networking

To configure your nodes to support VLAN tagging, install the vl an package and load the
8021q kernel module, as root:

# apt-get install vlan
# modpr obe 8021q

To have this kernel module loaded on boot, add the following line to / et ¢/ nodul es:

8021q

Here is an example of settings from / et ¢/ nova/ nova. conf for a host configured to run
nova-network in VLAN mode

net wor k_manager =nova. net wor k. manager . VI anManager
vl an_i nterface=et hO

fixed_range=172. 16. 0. 0/ 12

net wor k_si ze=256

In certain cases, the network manager may not properly tear down bridges and VLANs
when it is stopped. If you attempt to restart the network manager and it does not start,
check the logs for errors indicating that a bridge device already exists. If this is the case, you
will likely need to tear down the bridge and VLAN devices manually. It is also advisable to
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kill any remaining dnsmasq processes. These commands would stop the service, manually
tear down the bridge and VLAN from the previous example, kill any remaining dnsmasq
processes, and start the service up again, as root:

st op nova- net wor k
vconfig rem vl an169

ip link set brl169 down
brctl del br br169
killall dnsmasq

start nova- network

HHHHHH

XenAPI VLAN networking

VLAN networking works quite differently with the XenAPI driver, compared to the libvirt
driver. The following figure shows how your setup might look:

Figure 10.8. VLAN network, multiple interfaces, multiple servers, network HA
with XenAPI driver
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Here is an extract from a nova. conf file in a system running the above setup:

net wor k_manager =nova. net wor k. manager . VI anManager
xenapi _vi f_dri ver=nova. virt. xenapi . vif.(XenAPI Bri dgeDri ver or
XenAPI OpenVswi t chDri ver)
vl an_i nterface=et hl
public_interface=eth3
mul ti _host =True
force_dhcp_rel ease=True
send_ar p_f or _ha=True
flat_inj ect ed=Fal se
firewal | _driver=nova.virt.xenapi.firewall.DonDIl ptabl esFirewal |l Driver

You should notice that vl an_i nt er f ace refers to the network interface on the
Hypervisor and the network interface on the VM running the OpenStack services. As
with before publ i c_i nt er f ace refers to the network interfce on the VM running the
OpenStack services.

With VLAN networking and the XenAPI driver, the following things happen when you start
aVM:

* First the XenServer network is attached to the appropriate physical interface (PIF) and
VLAN unless the network already exsists.

* When the VM is created, its VIF is attached to the above network.

* The 'Openstack domU’, i.e. where nova-network is running, acts as a gateway and
DHCP for this instance. The DomU does this for multiple VLAN networks, so it has to be
attached on a VLAN trunk. For this reason it must have an interface on the parent bridge
of the VLAN bridge where VM instances are plugged.

To help understand VLAN networking with the XenAPI further, here are some important
things to note:

* A physical interface (PIF) identified either by (A) the vlan_interface flag or (B) the
bridge_interface column in the networks db table will be used for creating a XenServer
VLAN network. The VLAN tag is found in the vlan column, still in the networks table, and
by default the first tag is 100.

* VIF for VM instances within this network will be plugged in this VLAN network. You
won't see the bridge until a VIF is plugged in it.

* The 'Openstack domU’, i.e. the VM running the nova network node, instead will not
be plugged into this network; since it acts as a gateway for multiple VLAN networks,
it has to be attached on a VLAN trunk. For this reason it must have an interface on the
parent bridge of the VLAN bridge where VM instances are plugged. For example, if
vl an_i nt er f ace is eth0 it must be plugged in xenbr1, eth1 —> xenbr1, etc.

* Within the Openstack domU, 'ip link' is then used to configure VLAN interfaces on the
'trunk' port. Each of this vlan interfaces is associated with a dnsmasq instance, which will
distribute IP addresses to instances. The lease file for dnsmasq is constantly updated by
nova-network, thus ensuring VMs get the IP address specified by the layer3 network
driver (nova IPAM or Melange).
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With this configuration, VM instances should be able to get the IP address assigned to them
from the appropriate dnsmasq instance, and should be able to communicate without any
problem with other VMs on the same network and with the their gateway.

The above point (3) probably needs some more explanations. With Open vSwitch, we don't
really have distinct bridges for different VLANSs; even if they appear as distinct bridges

to linux and XenServer, they are actually the same OVS instance, which runs a distinct
‘fake-bridge' for each VLAN. The 'real' bridge is the 'parent' of the fake one. You can easily
navigate fake and real bridges with ovs-vsctl.

As you can see | am referring to Openvswitch only. This is for a specific reason: the fake-
parent mechanism automatically imply that ports which are not on a fake bridge are trunk
ports. This does not happen with linux bridge. A packet forwarded on a VLAN interfaces
does not get back in the xenbrX bridge for ethX. For this reason, with XenAPI, you must
use Open vSwitch when running VLAN networking with network HA (i.e. mult-host)
enabled. On XenServer 6.0 and later, Open vSwitch is the default network stack. When
using VLAN networking with XenAPI and linux bridge, the default networking stack on
XenServer prior to version 6.0, you must run the network node on a VM on a XenServer
that does not host any nova-compute controlled instances.

Known issue with failed DHCP leases in VLAN configuration

Text in this section was adapted from an email from Vish Ishaya on the OpenStack mailing
list.

There is an issue with the way Compute uses dnsmasq in VLAN mode. Compute starts up a
single copy of dnsmasq for each VLAN on the network host (or on every host in multi_host
mode). The problem is in the way that dnsmasq binds to an IP address and port. Both
copies can respond to broadcast packets, but unicast packets can only be answered by one
of the copies.

As a consequence, guests from only one project will get responses to their unicast DHCP
renew requests. Unicast projects from guests in other projects get ignored. What happens
next is different depending on the guest OS. Linux generally will send a broadcast packet
out after the unicast fails, and so the only effect is a small (tens of ms) hiccup while the
interface is reconfigured. It can be much worse than that, however. There have been
observed cases where Windows just gives up and ends up with a non-configured interface.

This bug was first noticed by some users of OpenStack who rolled their own fix. In short, on
Linux, if you set the SO_BI NDTODEVI CE socket option, it will allow different daemons to
share the port and respond to unicast packets, as long as they listen on different interfaces.
Simon Kelley, the maintainer of dnsmasq, has integrated a fix for the issue in dnsmagq
version 2.61.

If upgrading dnsmasq is out of the question, a possible workaround is to minimize lease
renewals with something like the following combination of config options.

# rel ease | eases imediately on term nate
force_dhcp_rel ease

# one week | ease tine

dhcp_| ease_ti ne=604800

# two week di sassociate tineout

fixed_i p_di sassoci ate_ti meout =1209600
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Cloudpipe — Per Project Vpns

Cloudpipe is a method for connecting end users to their project instances in VLAN
networking mode.

The support code for cloudpipe implements admin commands (via an extension) to
automatically create a VM for a project that allows users to VPN into the private network
of their project. Access to this VPN is provided through a public port on the network host
for the project. This allows users to have free access to the virtual machines in their project
without exposing those machines to the public internet.

The cloudpipe image is basically just a Linux instance with openvpn installed. It needs a
simple script to grab user data from the metadata server, b64 decode it into a zip file, and
run the autorun.sh script from inside the zip. The autorun script will configure and run
openvpn to run using the data from nova.

It is also useful to have a cron script that will periodically redownload the metadata and
copy the new Certificate Revocation List (CRL). This list is contained within the payload
file and will keeps revoked users from connecting and will disconnect any users that are
connected with revoked certificates when their connection is renegotiated (every hour).
(More infos about revocation can be found in the following section : "Certificates and
Revocation").

In this how-to, we are going to create our cloud-pipe image from a running Ubuntu
instance which will serve as a template. When all the components will be installed and
configured, we will create an image from that instance that will be uploaded to the Glance
repositories.

Creating a Cloudpipe Image Template
1. Installing the required packages

We start by installing the required packages on our instance :

# apt-get update && apt-get upgrade &% apt-get install openvpn bridge-utils
unzip -y

2. Creating the server configuration template

Create a configuration for Openvpn, and save it under/ et ¢/ openvpn/ server. conf

port 1194

proto udp

dev tap0

up "/etc/openvpn/up.sh brQ"
down "/ etc/openvpn/ down. sh brQ"
script-security 3 system

persi st - key
persi st-tun

ca ca.crt
cert server.crt
key server.key # This file should be kept secret
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dh dh1024. pem
i fconfig-pool -persist ipp.txt

server-bridge VPN | P DHCP_SUBNET DHCP_LOAER DHCP_UPPER

client-to-client
keepal ive 10 120
conp-1zo

max-clients 1

user nobody
gr oup nogroup

persi st - key
persist-tun

st at us openvpn- st at us. | og

verb 3
mute 20

3. Create the network scripts

The next step is to create both scripts that will be used when the network components
will start up and shut down. The scripts will be respectively saved under / et c/
openvpn/ up. sh and/ et ¢/ openvpn/ down. sh:

[ et c/ openvpn/ up. sh

#!'/ bi n/ sh
# Openvpn startup script.

BR=$1

DEV=$2

MIru=$3

/sbin/ifconfig $DEV mtu $MIU proni sc up
/sbin/brctl addif $BR $DEV

/ et c/ openvpn/ down. sh

#!'/ bi n/ sh

# Openvpn shutdown scri pt
BR=$1

DEV=$2

/usr/sbin/brctl delif $BR $DEV
/ sbin/ifconfig $DEV down

Make these two scripts executables by running the following command :
# chrmod +x /etc/openvpn/ {up. sh, down. sh}

4. Edit the network interface configuration file

Update the / et ¢/ net wor k/ i nt er f aces accordingly (We tear down the main
interface and enable the bridged interface) :

# This file describes the network interfaces avail abl e on your system
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# and how to activate them For nore information, see interfaces(5).

# The | oopback network interface
auto lo
iface |l o inet |oopback

# The primary network interface
auto et ho
i face ethO inet manual
up ifconfig $I FACE 0.0.0.0 up
down ifconfig $l FACE down

auto broO
iface br0 inet dhcp
bri dge_ports ethO

5. Edit the rc.local file

The next step consists in updatingthe / et c/ rc. | ocal file. We will ask our image to
retrive the payload, decrypt it, and use both key and CRL for our Openvpn service : /
etc/rc. | ocal

#1/bin/sh -e

#

# rc.loca

#

# This script is executed at the end of each nul tiuser runlevel.
# Make sure that the script will "exit 0" on success or any other
# value on error.

#

# In order to enable or disable this script just change the execution
# bits.

#

# By default this script does nothing.

#i##### These lines go at the end of /etc/rc.|ocal ######H#

/1ib/lsblinit-functions

echo Downl oadi ng payl oad from userdata

wget http://169.254.169. 254/ | atest/ user-data -O /tnp/ payl oad. b64
echo Decrypting base64 payl oad

openssl enc -d -base64 -in /tnp/payl oad. b64 -out /tnp/payl oad. zi p

nkdir -p /tnp/payl oad
echo Unzi ppi ng payl oad file
unzip -o /tnp/ payload.zip -d /tnp/payl oad/

# if the autorun.sh script exists, run it
if [ -e /tnp/payl oad/autorun.sh ]; then
echo Runni ng aut orun. sh
cd /tnp/ payl oad
chnod 700 /etc/openvpn/ server. key
sh /tnp/ payl oad/ aut or un. sh
if [ ! -e /etc/openvpn/dhl024. pem]; then
openssl dhparam -out /etc/openvpn/dhl1024. pem 1024
fi
el se
echo rc.local : No autorun script to run
fi
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exit O

The called script (aut or un. sh) is a script which mainly parses the network settings of
the running instances in order to set up the initial routes. Your instance is now ready to
be used as a cloudpipe image. In the next step, we will update that instance to Glance.

Upload your instance to Glance

We will make use of the nova snapshot feature in order to create an image from our
running instance. We start by retrieving the instance ID :

$ nova |ist

T T L L Femm e oo Fommm oo
oo e e e oo +

1D | Name | Status | Net wor ks
+---- ! --------------------------------- L [
tmcemmecmee e e ee e +
| 739079ab- Of 8e- 404a- aebe- a91f 4f e99¢c94 | cl oud-pi pe | ACTIVE | vlanl=192. 168.
22.43 |
T T L L Femm e oo Fommm oo
oo e e e oo +

We create an image with, using the instance ID :
$ nova i nage-create 739079a- b- Of 8e- 404a- aebe- a91f 4f e99c94
Make sure the instance has been upload to the Glance repository :

$ nova i mage-|i st

ffccccccoccsccocccccooccccoccooccoocsooo fecoccsoccocooooo feoocoooo

oo o e oo e e e oo e oo e mmoe e mcemocoooooaooo- - +

| 1D Narme | Status |
Server |

P S E

ffccocccoccooococoooooocoocoScooooooooooo +

| Obf c8f d3-1590- 463b- b178- bce30be5ef 7b | cl oud- pi pance | ACTI VE |
f b93eda8- 4eb8- 42f 7- b53c-91c6d83cf ace

Make that image public (snapshot-based images are private by default):
$ gl ance i nage- updat e Obf c8f d3-1590-463b-b178- bce30be5ef 7b i s_public=true
You can ensure the image is now public, running

$ gl ance show Obf c8f d3- 1590- 463b- b178- bce30be5ef 7b | grep Public
Public : Yes

Update /etc/nova.conf

Some settings need to be added into / et ¢/ nova. conf file in order to make nova able to
use our image : / et ¢/ nova. conf
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## cl oud-pi pe vpn client ##

vpn_i mage_i d=0bf c8f d3- 1590- 463b- b178- bce30be5ef 7b

use_proj ect _ca=true
cnt_vpn_clients=5

You can now restart all the services :

# cd /etc/int.d & for i

Power-up your instance

in $ |s nova-*);

Use the nova cl oudpi pe feature the following way :

$ nova cl oud- pi pe create $tenant_id

Retrive all the tenants :

$ keystone tenant-|i st

| 071ffb95837e4d509¢chb7153f 21c57c4d |
| 520b6689e344456¢cbb074c83f 849914a |
| dif 5d27ccf594cdbb034c8a4123494e9 |
| df bOef 4ab6d94d5b9e9e0006d0ac6706 |

Let's create our cloudpipe project using the tenant"s ID :

$ nova cl oudpi pe-create dif5d27ccf594cdbb034c8a4123494e9

We can check the service availability :

$ nova cl oudpi pe-1li st

o s o e o o e o e e e e e e oo oo +

+

| Project Id |
I

T I +

+

| dif 5d27ccf594cdbb034c8a4123494e9 |
|

o s o e o o e o e e e e e e oo oo +

+

do service $i restart; done

--------- ffmcooccoooodl

name | enabled |
--------- ffocoocooood
st one | True |
service | True |
admi n | True |
deno | True |
--------- e ooodk
____________ e
Public IP | Public Port | Internal IP
____________ M ocoooocooocabooS b oococanoc0coo0oo
172.17.1.3 | 1000 | 192.168.22. 34
____________ e

The output basically shows our instance is started. Nova will create the necessary rules for
our cloudpipe instance (icmp and OpenVPN port) :

ALLOW 1194: 1194 from 0.0.0.0/0
ALLOW-1:-1 from0.0.0.0/0
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VPN Access

In VLAN networking mode, the second IP in each private network is reserved for the
cloudpipe instance. This gives a consistent IP to the instance so that nova-network can
create forwarding rules for access from the outside world. The network for each project
is given a specific high-numbered port on the public IP of the network host. This port is
automatically forwarded to 1194 on the VPN instance.

If specific high numbered ports do not work for your users, you can always allocate

and associate a public IP to the instance, and then change the vpn_publ i c_i p and
vpn_publ i c_port inthe database. Rather than using the database directly, you can also
use nova-manage vpn change [ new_i p] [ new_port]

Certificates and Revocation

For certificate management, it is also useful to have a cron script that will periodically
download the metadata and copy the new Certificate Revocation List (CRL). This will keep
revoked users from connecting and disconnects any users that are connected with revoked
certificates when their connection is re-negotiated (every hour). You set the use_project_ca
option in nova.conf for cloudpipes to work securely so that each project has its own
Certificate Authority (CA).

If the use_proj ect _ca confi g option is set (required to for cloudpipes to work
securely), then each project has its own CA. This CA is used to sign the certificate for the
vpn, and is also passed to the user for bundling images. When a certificate is revoked using
nova-manage, a new Certificate Revocation List (crl) is generated. As long as cloudpipe has
an updated crl, it will block revoked users from connecting to the vpn.

The userdata for cloudpipe isn't currently updated when certs are revoked, so it is necessary
to restart the cloudpipe instance if a user's credentials are revoked.

Restarting and Logging into the Cloudpipe VPN

You can reboot a cloudpipe vpn through the api if something goes wrong (using nova
reboot for example), but if you generate a new crl, you will have to terminate it and start
it again using the cloudpipe extension. The cloudpipe instance always gets the first ip in the
subnet and if force_dhcp_release is not set it takes some time for the ip to be recovered. If
you try to start the new vpn instance too soon, the instance will fail to start because of a
"NoMoreAddresses" error. It is therefore recommended to use f or ce_dhcp_r el ease.

The keypair that was used to launch the cloudpipe instance should be in the

keys/ <pr oj ect _i d> folder. You can use this key to log into the cloudpipe instance
for debugging purposes. If you are running multiple copies of nova-api this key will be on
whichever server used the original request. To make debugging easier, you may want to
put a common administrative key into the cloudpipe image that you create.

Remote access to your cloudpipe instance from an OpenVPN client

Now your cloudpipe instance is running, you can use your favorite OpenVPN client in order
to access your instances within their private network cloudpipe is connected to. In these
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sections we will present both ways of using cloudpipe, the first using a configuration file for
clients without interfaces, and for clients using an interface.

Connect to your cloudpipe instance without an interface (CLI)
1. Generate your certificates

Start by generating a private key and a certificate for your project:

$ nova x509-create-cert
2. Create the openvpn configuration file

The following template, which can be found under nova/ cl oudpi pe/
client.ovpn.tenpl at e contains the necessary instructions for establishing a
connection :

# NOVA user connection

# Edit the following lines to point to your cert files:
cert /path/to/the/cert/file

key /path/to/thel/key/file

ca cacert.pem

client
dev tap
proto udp

renot e $cl oudpi pe-public-ip $cl oudpi pe-port
resolv-retry infinite
nobi nd

# Downgrade privileges after initialization (non-Wndows only)
user nobody

group nogr oup

conp-1zo

# Set log file verbosity.
verb 2

keepal ive 10 120
pi ng-tiner-rem
persi st-tun
persi st - key

Update the file accordingly. In order to get the public IP and port of your cloudpipe
instance, you can run the following command :

$ nova cl oudpi pe- i st
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g S e e g e gy ey e g

ff=—cc=ccooc=ooc== +

| Project Id | Public IP | Public Port | Internal IP
[

fcocccocococonoconococoocooooooocaooo doococcscoacoo doocococcocooac

o cooonoonooonos +

| dif 5d27ccf594cdbb034c8a4123494e9 | 172.17.1.3 | 1000 | 192.168. 22.

34 |

g S e e g e gy ey e g

ff=—cc=ccooc=ooc== +

3. Start your OpenVPN client

Depending on the client you are using, make sure to save the configuration file under
the directory it should be, so the certificate file and the private key. Usually, the file is
saved under / et ¢/ openvpn/ cli entconf/client. conf

Connect to your cloudpipe instance using an interface
1. Download an OpenVPN client

In order to connect to the project's network, you will need an OpenVPN client for your
computer. Here are several clients

* For Ubuntu :
OpenVPN
network-manager-openvpn
kvpnc (For Kubuntu)
gopenvpn

* For Mac OsX:
OpenVPN (Official Client)
Viscosity
Tunnelblick

* For Windows :
OpenVPN (Official Client)

2. Configure your client

In this example we will use Viscosity, but the same settings apply to any client. Start by
filling the public ip and the public port of the cloudpipe instance.

These informations can be found by running a

$ nova cl oudpi pe- i st
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g S e e g e gy ey e g

ff=—cc=ccooc=ooc== +

| Project Id | Public IP | Public Port | Internal IP
I

fcocccocococonoconococoocooooooocaooo doococcscoacoo doocococcocooac

o cooonoonooonos +

| dif5d27ccf594cdbb034c8a4123494e9 | 172.17.1.3 | 1000 | 192.168. 22.

34 |

g S e e g e gy ey e g

ff=—cc=ccooc=ooc== +

Figure 10.9. Configuring Viscosity

¢ Connection Name : "Openstack-cloudpipe”
Remote server:"172.17.1.3"
Port : "1000"
Protocol : "udp"

Device Type : "tap"

Authentication | D'Lpt'ians ml;s;letwurul-ejhg ”F;Dx'f - ﬁavancedml

Connection: Name: Openstack-cloudpipe

Remote Server: Address: |172.17.1.3

Port: | 1000]
Method: Protocol: | tcp *|
Device: | tap )

| | Enable DHCP | | Enable IPv6

|| Connect when Viscosity opens | Cancel | [ Save

¢ Certificate : The generated certificate

Key : The private key
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| General oG ER  Options | Networking | Proxy

Advanced |

Authentication: Type: | 5SL/TLS Client =

| | Use Username/Password authentication

S5L/TLS: CA:
Cert: 7 cert.crt

Key: @ key.key

Extra: Tls-Auth:

Direction: | 1 =

P TS

i

Select ...
Clear

Clear

| Select..

|| Connect when Viscosity opens | Cancel

L [_save |

* Persistence options : "Persistent TUN" and "Persistent key"

Other :" No bind"

|. Ceneral = Authentication PSSl Networking | Proxy

Advanced |

Ping: Ping: ' Ping Restart:
Persist Options: [E Persist Tun | | Persist Local IP
@Fersist Key [ | Persist Remote IP
Peer Certificate: || Require Server nsCertType
Compression: LZ0 Compression: | On =
Other: ™ No Bind (| Pull Options
|| Connect when Viscosity opens | Cancel
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* Advanced

Extra settings : "nobind" and "resolv-retry infinite"

{ General | Authentication Options Networking Proxy

Custom scripts to be automatically run when a connection connects or
disconnects can be selected below. These must be AppleScript scripts.

Before Connect Script: v | Select..
Connected Script: v | Select..
Disconnected Script: v | Select..

Extra OpenVPN configuration commands can be entered below. These are

automatically appended to the configuration file.

nobind
resolv-retry infinite|

|| Connect when Viscosity opens | Cancel I [ Save

You can now save the configuration and establish the connection!

Cloudpipe Troubleshooting and Automation

* Troubleshoot your cloudpipe instance

A periodic task disassociates the fixed ip address for the cloudpipe instance. Into / var /
| og/ nova/ nova- net wor k. | og, the following line should appear :

Runni ng periodi ¢ task VI anManager. _di sassoci ate_stale_fixed_i ps from (pid=
21578) periodic_tasks /usr/lib/python2.7/dist-packages/ nova/ manager. py: 152

Once the job has been run, $ nova cl oudpi pe- | i st should not return anything ;
but if the cloudpipe instance is respawned too quickly; the following error could be
encountered :

ERROR nova. rpc. amgp Returni ng exception Fixed | P address 192.168.22.34 is
al ready in use.

In order to resolve that issue, log into the mysql server and update the ip address status :
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(mysqgl) use nova;

(nysql) SELECT * FROM fixed_i ps WHERE addr ess=' 192. 168. 22. 34" ;

b= ccccoococoocooooooooo - ooccoooocoocooocooooo dooococoooooooo docococooooo oo oo
e cccoooooonooas ococcocoooooo foococccococoooo ooococococac foococooo dococcoooooo
b= cccccssccocoocc-ocoooe dmcooes +

| created_at | updat ed_at | deleted_at | deleted | id |
addr ess | network_id | instance_id | allocated | | eased | reserved |
virtual _interface_id | host

ff=ccccccococcczcc=cooo feoccsoccocococccoocosoos dmocczccoo=oo eocczoooc oo ==
fb- cccccssc==coos dmccocozoooos fhmccocccscooo=o= fmcoccc-oooos dmcooco== foccoccooo=

- ccccococoocoocoooooooe focoooo +

| 2012-05-21 12:06:18 | 2012-06-18 09:26:25 | NULL | 0 | 484 |
192. 168. 22. 34 | 13 | 630 | 0 | 0 | 1

NULL | NULL |

S D doo o m oo 4o - - +- - -

Fommm e mmeeaaa Fommmm e tomm e Fomem e mmaa tommeme B

= ccccccoczoccccocccooo= Gmsoooe= +

(mysqgl ) UPDATE fi xed_i ps SET al | ocat ed=0, | eased=0, instance_i d=NULL WHERE
addr ess=' 192. 168. 22. 34' ;

(nysql) SELECT * FROM fixed_i ps WHERE addr ess=' 192. 168. 22. 34" ;

fhmcccccoccocoscoooooos dhmccocccoccscoscoooooos fmccoccccoooos dmcoocoo== T
b ccccoocooooooo o oocooocooooooo fbscooocooooooo S oocooooooo focoooooo oocoooooooo
s cccoocccoocoocoooooacs fooooos +
| created_at | updat ed_at | deleted_at | del eted

| id | address | network_id | instance_id | allocated |

|l eased | reserved | virtual _interface_id | |

om e m e e e meaaaaa om e e e mmea o dommm e S +-----
s ccccccoczoo===o occccocoo=ooo ffmcocccooccoooe Gfmooccocoso= ffmcooc=oo occoccoooo=
b= cccccssccccoocccocooos dmcocoos +
| 2012-05-21 12:06:18 | 2012-06-18 09:26: 25 | NULL | 0| 484 |

192. 168. 22. 34 | 13 | NULL | 0 | 0 | 1|

NULL | NULL |

b= ccccccocoocooooooooo decccoococoocooocoooos occcoocooooo decccooooo oo =o
e B deioam e e mmo - D T, oo - mm- - R
o e e meaaaaa E +

* Cloudpipe-related configuration option reference

Table 10.2. Description of configuration options for vpn

Configuration option=Default value (Type) Description

boot_script_template=$pybasedir/nova/cloudpipe/ (StrOpt)Template for cloudpipe instance boot script

bootscript.template

dmz_cidr=[] (ListOpt)A list of dmz range that should be accepted

dmz_mask=255.255.255.0 (StrOpt)Netmask to push into openvpn config

dmz_net=10.0.0.0 (StrOpt)Network to push into openvpn config

vpn_image_id=0 (StrOpt)image id used when starting up a cloudpipe vpn
server

vpn_instance_type=m1.tiny (StrOpt)Instance type for vpn instances

vpn_ip=$my_ip (StrOpt)Public IP for the cloudpipe VPN servers
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Configuration option=Default value (Type) Description

vpn_key_suffix=-vpn (StrOpt)Suffix to add to project name for vpn key and
secgroups

vpn_start=1000 (IntOpt)First Vpn port for private networks

* Cloudpipe-related files
Nova stores cloudpipe keys into/ var/ | i b/ nova/ keys.
Certificates are stored into/ var /| i b/ nova/ CA.

Credentials are stored into / var /| i b/ nova/ CA/ pr oj ect s/

* Automate the cloudpipe image installation

You can automate the image creation by download that script and running it from inside
the instance : Get the script from Github

Enabling Ping and SSH on VMs

Be sure you enable access to your VMs by using the euca-authorize or nova secgroup-add-
rule command. Below, you will find the commands to allow ping and ssh to your VMs:

3 Note
These commands need to be run as root only if the credentials used to interact
with nova-api have been put under/ r oot/ . bashr c. If the EC2 credentials
have been put into another user's . bashr c file, then, it is necessary to run
these commands as the user.

Using the nova command-line tool:

$ nova secgroup-add-rul e default icnmp -1 -1 0.0.0.0/0
$ nova secgroup-add-rul e default tcp 22 22 0.0.0.0/0

Using euca2ools:

$ euca-authorize -Picnp -t -1:-1 -s 0.0.0.0/0 default
$ euca-authorize -P tcp -p 22 -s 0.0.0.0/0 default

If you still cannot ping or SSH your instances after issuing the nova secgroup-add-rule
commands, look at the number of dnsmasq processes that are running. If you have a
running instance, check to see that TWO dnsmasq processes are running. If not, perform
the following as root:

# killall dnsmasq
# service nova-network restart
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Configuring Public (Floating) IP Addresses

Private and Public IP Addresses

Every virtual instance is automatically assigned a private IP address. You may optionally
assign public IP addresses to instances. OpenStack uses the term "floating IP" to refer to an
IP address (typically public) that can be dynamically added to a running virtual instance.
OpenStack Compute uses Network Address Translation (NAT) to assign floating IPs to
virtual instances.

If you plan to use this feature, you must add the following to your nova.conf file to specify
which interface the nova-network service will bind public IP addresses to:

public_interface=vl an100

Restart the nova-network service if you change nova.conf while the service is running.

N

Traffic between VMs using floating IPs

Note that due to the way floating IPs are implemented using a source NAT
(SNAT rule in iptables), inconsistent behaviour of security groups can be
seen if VMIs use their floating IP to communicate with other virtual machines
- particularly on the same physical host. Traffic from VM to VM across the
fixed network does not have this issue, and this is the recommended path.
To ensure traffic doesn't get SNATed to the floating range, explicitly set
drz_ci dr =x. x. X. X/ y. x.x.x.x/y is the range of floating ips for each pool
of floating ips you define. This configuration is also necessary to make
source_groups work if the vms in the source group have floating ips.

Enabling IP forwarding

By default, the IP forwarding is disabled on most of Linux distributions. The "floating IP"
feature requires the IP forwarding enabled in order to work.

N

Note

The IP forwarding only needs to be enabled on the nodes running the service
nova-network. If the nul ti _host mode is used, make sure to enable it on all
the compute node, otherwise, enable it on the node running the nova-network
service.

you can check if the forwarding is enabled by running the following command:

$ cat /proc/sys/net/ipv4d/ip_forward

0

Or using sysctl

$ sysctl

net.ipv4.ip_forward
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net.ipv4.ip_forward = 0

In this example, the IP forwarding is disabled. You can enable it on the fly by running the
following command:

$ sysctl -w net.ipv4.ip_forward=1
or
$ echo 1 > /proc/sys/net/ipv4/ip_forward

In order to make the changes permanent, edit the / et ¢/ sysct| . conf and update the IP
forwarding setting :

net.ipv4.ip_forward = 1
Save the file and run the following command in order to apply the changes :
$ sysctl -p

It is also possible to update the setting by restarting the network service. Here's an example
for Ubuntu:

$/etc/init.d/ procps.sh restart
Here's an example for RHEL/Fedora/CentOS:

$ service network restart

Creating a List of Available Floating IP Addresses

Nova maintains a list of floating IP addresses that are available for assigning to instances.
Use the nova-manage floating create command to add entries to this list, as root.

For example:

# nova- manage floating create --pool =nova --ip_range=68.99. 26. 170/ 31

The following nova-manage commands apply to floating IPs.
* nova-manage floating list: List the floating IP addresses in the pool.

* nova-manage floating create —pool=[pool name] —-ip_range=[CIDR]: Create specific
floating IPs for either a single address or a subnet.

* nova-manage floating delete [cidr]: Remove floating IP addresses using the same
parameters as the create command.

Refer to Manage Floating IP Addresses in the OpenStack Clients Guide for information on
how to associate floating IPs to instances.

Automatically adding floating IPs

The nova-network service can be configured to automatically allocate and assign a floating
IP address to virtual instances when they are launched. Add the following line to nova.conf
and restart the nova-network service
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aut o_assi gn_fl oati ng_i p=True

Note that if this option is enabled and all of the floating IP addresses have already been
allocated, the nova boot command will fail with an error.

Removing a Network from a Project

You will find that you cannot remove a network that has already been associated to a
project by simply deleting it.

To determine the project ID you must have admin rights. You can disassociate the project
from the network with a scrub command and the project ID as the final parameter:

$ nova- nanage project scrub --project=<id>

Using multiple interfaces for your instances
(multinic)

The multi-nic feature allows you to plug more than one interface to your instances, making
it possible to make several use cases available :

* SSL Configurations (VIPs)

* Services failover/ HA

* Bandwidth Allocation

* Administrative/ Public access to your instances

Each VIF is representative of a separate network with its own IP block. Every network mode
introduces it's own set of changes regarding the mulitnic usage :

232



Compute Admin Guide March 17, 2014 Grizzly, 2013.1

Figure 10.10. multinic flat manager
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Figure 10.12. multinic VLAN manager
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Using the multinic feature

In order to use the multinic feature, first create two networks, and attach them to your
project :

$ nova network-create first-net --fixed-range-v4=20.20.0.0/24 --project-id=
$your - proj ect

$ nova network-create second-net --fixed-range-v4=20.20.10.0/24 --project-id=
$your - proj ect

Now every time you spawn a new instance, it gets two IP addresses from the respective

DHCP servers :

$ nova |i st

e oo o= dfmcoccoocoooo ffmcoooooo fecocccooocoocooooScoooCoocoocoSooooooocoo +
| 1D| Nane | Status | Net wor ks |
oo fmccccocoooe= e L fmcccc-ccosc--cooc-cooccococooco-cooso-cooos +
| 124 | Server 124 | ACTIVE | networ k2=20. 20. 0. 3; private=20.20. 10. 14|
foooos fmcoccocoooo= fecocooo= fbmcccc-ccosco-coococooccococoocoscoocoosooos +

3 Note

Make sure to power up the second interface on the instance, otherwise that
last won't be reacheable via its second IP. Here is an example of how to setup
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the interfaces within the instance (this is the configuration that needs to be
applied inside the image) :

/etc/ network/interfaces

# The | oopback network interface
auto |l o
iface |l o inet |oopback

auto et hoO
iface ethO inet dhcp

auto ethl
iface ethl inet dhcp

S Note

If the Virtual Network Service Quantum is installed, it is possible to specify the
networks to attach to the respective interfaces by using the - - ni ¢ flag when
invoking the nova command :

$ nova boot --inage ed8b2a37-5535- 4a5f - a615- 443513036d71 --fl avor
1 --nic net-id= <id of first network> --nic net-id= <id of first
net wor k> test-vnil

Existing High Availability Options for Networking

Based off a blog post by Vish Ishaya

As illustrated in the Flat DHCP diagram in Section Configuring Flat DHCP Networking

titled Flat DHCP network, multiple interfaces, multiple servers, traffic from the VM to the
public internet has to go through the host running nova network. DHCP is handled by
nova-network as well, listening on the gateway address of the fixed_range network. The
compute hosts can optionally have their own public IPs, or they can use the network host
as their gateway. This mode is pretty simple and it works in the majority of situations, but it
has one major drawback: the network host is a single point of failure! If the network host
goes down for any reason, it is impossible to communicate with the VMs. Here are some
options for avoiding the single point of failure.

HA Option 1: Multi-host

To eliminate the network host as a single point of failure, Compute can be configured to
allow each compute host to do all of the networking jobs for its own VMs. Each compute
host does NAT, DHCP, and acts as a gateway for all of its own VMs. While there is still

a single point of failure in this scenario, it is the same point of failure that applies to all
virtualized systems.

This setup requires adding an IP on the VM network to each host in the system, and it
implies a little more overhead on the compute hosts. It is also possible to combine this with
option 4 (HW Gateway) to remove the need for your compute hosts to gateway. In that
hybrid version they would no longer gateway for the VMs and their responsibilities would
only be DHCP and NAT.

The resulting layout for the new HA networking option looks the following diagram:
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Figure 10.13. High Availability Networking Option
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In contrast with the earlier diagram, all the hosts in the system are running the nova-
compute, nova-network and nova-api services. Each host does DHCP and does NAT for
public traffic for the VMs running on that particular host. In this model every compute host
requires a connection to the public internet and each host is also assigned an address from
the VM network where it listens for DHCP traffic. The nova-api service is needed so that it
can act as a metadata server for the instances.

To run in HA mode, each compute host must run the following services:
* nova-compute

* nova-network

* nova-api-metadata or nova-api

If the compute host is not an APl endpoint, use the nova-api-metadata service. The
nova. conf file should contain:

mul ti _host =True
send_ar p_for_ha=true

The send_ar p_f or _ha option facilitates sending of gratuitous arp messages to ensure
the arp caches on compute hosts are up to date.

If a compute host is also an APl endpoint, use the nova-api service. Your enabl ed_api s
option will need to contain net adat a, as well as additional options depending on the
API services. For example, if it supports compute requests, volume requests, and EC2
compatibility, the nova. conf file should contain:
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mul ti _host =True
send_arp_for_ha=true
enabl ed_api s=ec2, osapi _conput e, osapi _vol une, net adat a

Themul ti _host option must be in place when you create the network and nova-network
must be run on every compute host. These created multi hosts networks will send all
network related commands to the host that the specific VM is on. You need to edit the
configuration option enabl ed_api s such that it includes net adat a in the list of enabled
APIs. Other options become available when you configure mul ti _host nova networking
please refer to Configuration: nova.conf.

3 Note

You must specify the mul t i _host option on the command line when creating
fixed networks. For example:

# nova network-create test --fixed-range-v4=192.168.0.0/24 --nulti -
host =T

HA Option 2: Failover

The folks at NTT labs came up with a ha-linux configuration that allows for a 4 second
failover to a hot backup of the network host. Details on their approach can be found in
the following post to the openstack mailing list: https://lists.launchpad.net/openstack/
msg02099.html

This solution is definitely an option, although it requires a second host that essentially
does nothing unless there is a failure. Also four seconds can be too long for some real-time
applications.

To enable this HA option, your nova. conf file must contain the following option:

send_ar p_f or _ha=True

See https://bugs.launchpad.net/nova/+bug/782364 for details on why this option is
required when configuring for failover.

HA Option 3: Multi-nic

Recently, nova gained support for multi-nic. This allows us to bridge a given VM into
multiple networks. This gives us some more options for high availability. It is possible to set
up two networks on separate vlans (or even separate ethernet devices on the host) and
give the VMs a NIC and an IP on each network. Each of these networks could have its own
network host acting as the gateway.

In this case, the VM has two possible routes out. If one of them fails, it has the option

of using the other one. The disadvantage of this approach is it offloads management of
failure scenarios to the guest. The guest needs to be aware of multiple networks and have
a strategy for switching between them. It also doesn't help with floating IPs. One would
have to set up a floating IP associated with each of the IPs on private the private networks
to achieve some type of redundancy.
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HA Option 4: Hardware gateway

The dnsmasq service can be configured to use an external gateway instead of acting as
the gateway for the VMs. This offloads HA to standard switching hardware and it has some
strong benefits. Unfortunately, the nova- net wor k service is still responsible for floating
IP natting and DHCP, so some failover strategy needs to be employed for those options. To
configure for hardware gateway:

1. Create a dnsmas(q configuration file (e.g., / et ¢/ dnsmasq- nova. conf ) that contains
the IP address of the external gateway. If running in FlatDHCP mode, assuming the IP
address of the hardware gateway was 172.16.100.1, the file would contain the line:

dhcp-option=option:router,172. 16. 100. 1

If running in VLAN mode, a separate router must be specified for each network.

The networks are identified by the first argument when calling nova network-

create to create the networks as documented in the Configuring VLAN Networking
subsection. Assuming you have three VLANS, that are labeled r ed, gr een, and bl ue,
with corresponding hardware routers at 172. 16. 100. 1, 172. 16. 101. 1 and

172. 16. 102. 1, the dnsmasqconfiguration file (e.g., / et ¢/ dnsmasq- nova. conf)
would contain the following:

dhcp-option=tag:'red',option:router, 172. 16. 100. 1
dhcp- opti on=tag: ' green',option:router, 172. 16. 101. 1
dhcp-option=tag:"' blue',option:router,172.16.102.1

2. Edit/ et ¢/ nova/ nova. conf to specify the location of the dnsmasq configuration file:

dnsmasq_config_fil e=/etc/dnsnmasqg- nova. conf

3. Configure the hardware gateway to forward metadata requests to a host that's running
the nova- api service with the metadata APl enabled.

The virtual machine instances access the metadata service at 169. 254. 169. 254 port
80. The hardware gateway should forward these requests to a host running the nova-
api service on the port specified as the net adat a_host config optionin/ et ¢/ nova/
nova. conf, which defaults to 8775.

Make sure that the list in the enabl ed_api s configuration option/ et ¢/ nova/

nova. conf contains met adat a in addition to the other APIs. An example that contains
the EC2 API, the OpenStack compute API, the OpenStack volume API, and the metadata
service would look like:

enabl ed_api s=ec2, osapi _conput e, osapi _vol une, net adat a

4. Ensure you have set up routes properly so that the subnet that you use for virtual
machines is routable.

Troubleshooting Networking

Can't reach floating IPs

If you aren't able to reach your instances via the floating IP address, make sure the default
security group allows ICMP (ping) and SSH (port 22), so that you can reach the instances:
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$ nova secgroup-list-rul es default

S SRR R R R R +
| 1P Protocol | FromPort | To Port | |IP Range | Source G oup
ffoccccooocacoo doooccooocoo foooocoooo ooococcoscoo foooccococaooas +
| icnp | -1 | -1 | 0.0.0.0/0 |

| tcp | 22 | 22 | 0.0.0.0/0 | |
e mmaaooo - O 4o - -oo - E oo e mmaomao oo +

Ensure the NAT rules have been added to iptables on the node that nova-network is
running on, as root:

# iptables -L -nv
- A nova- net wor k- QUTPUT -d 68.99. 26.170/32 -j DNAT --to-destination 10.0.0.3
# iptables -L -nv -t nat

- A nova- net wor k- PREROUTI NG -d 68.99. 26. 170/ 32 -j DNAT --to-destinationl0.0.0.3
-A nova- network-fl oating-snat -s 10.0.0.3/32 -j SNAT --to-source 68.99.26.170

Check that the public address, in this example "68.99.26.170", has been added to your
public interface: You should see the address in the listing when you enter "ip addr" at the
command prompt.

$ ip addr

2: ethO: <BROADCAST, MULTI CAST, UP, LOAER UP> ntu 1500 qdi sc ng state UP gl en
1000

li nk/ et her xx:xx:xx:17:4b:c2 brd ff:ff:ff:ff:ff:ff

inet 13.22.194.80/24 brd 13.22.194. 255 scope gl obal ethO

i net 68.99.26.170/ 32 scope gl obal ethO

inet6 fe80::82b: 2bf: fel: 4b2/ 64 scope |ink

valid_|ft forever preferred_|ft forever

Note that you cannot SSH to an instance with a public IP from within the same server as the
routing configuration won't allow it.

You can use tcpdump to identify if packets are being routed to the inbound interface on
the compute host. If the packets are reaching the compute hosts but the connection is
failing, the issue may be that the packet is being dropped by reverse path filtering. Try
disabling reverse path filtering on the inbound interface. For example, if the inbound
interface is et h2, as root:

# sysctl -w net.ipv4d.conf.eth2.rp_filter=0

If this solves your issue, add the following line to/ et ¢/ sysct | . conf so that the reverse
path filter will be disabled the next time the compute host reboots:

net.ipv4.conf.rp_filter=0
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Disabling firewall
To help debug networking issues with reaching VMs, you can disable the firewall by setting
the following option in/ et ¢/ nova/ nova. conf :

firewal | _driver=nova.virt.firewall.NoopFirewallDriver

We strongly recommend you remove the above line to re-enable the firewall once your
networking issues have been resolved.

Packet loss from instances to nova-network server
(VLANManager mode)

If you can SSH to your instances but you find that the network interactions to your instance
is slow, or if you find that running certain operations are slower than they should be (e.g.,
sudo), then there may be packet loss occurring on the connection to the instance.

Packet loss can be caused by Linux networking configuration settings related to bridges.
Certain settings can cause packets to be dropped between the VLAN interface (e.g.,

vl an100) and the associated bridge interface (e.g., br 100) on the host running the nova-
network service.

One way to check if this is the issue in your setup is to open up three terminals and run the
following commands:

In the first terminal, on the host running nova-network, use tcpdump to monitor DNS-
related traffic (UDP, port 53) on the VLAN interface. As root:

# tcpdunmp -K -p -i vlanl00 -v -vv udp port 53

In the second terminal, also on the host running nova-network, use tcpdump to monitor
DNS-related traffic on the bridge interface. As root:

# tcpdunmp -K -p -i br100 -v -vv udp port 53

In the third terminal, SSH inside of the instance and generate DNS requests by using the
nslookup command:

$ nsl ookup www. googl e. com

The symptoms may be intermittent, so try running nslookup multiple times. If the network
configuration is correct, the command should return immediately each time. If it is not
functioning properly, the command will hang for several seconds.

If the nslookup command sometimes hangs, and there are packets that appear in the first
terminal but not the second, then the problem may be due to filtering done on the bridges.
Try to disable filtering, as root:

# sysctl -w net.bridge. bridge-nf-call-arptabl es=0
# sysctl -w net.bridge. bridge-nf-call-iptabl es=0
# sysctl -w net.bridge. bridge-nf-call-ip6tables=0

If this solves your issue, add the following line to/ et ¢/ sysct | . conf so that these
changes will take effect the next time the host reboots:
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KVM:

net. bri dge. bri dge- nf-cal | - ar pt abl es=0
net . bri dge. bri dge-nf-call -i pt abl es=0
net . bri dge. bri dge-nf-cal | -i p6t abl es=0

Network connectivity works initially, then fails

Some administrators have observed an issue with the KVM hypervisor where instances
running Ubuntu 12.04 will sometimes lose network connectivity after functioning properly
for a period of time. Some users have reported success with loading the vhost_net kernel
module as a workaround for this issue (see bug #997978) . This kernel module may also
improve network performance on KVM. To load the kernel module, as root:

# nmodpr obe vhost _net

Note that loading the module will have no effect on instances that are already running.
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11. Volumes

The OpenStack Block Storage service provides persistent block storage resources that
OpenStack Compute instances can consume.

Refer to the OpenStack Block Storage Admin Manual for information about configuring
volume drivers and creating and attaching volumes to server instances.
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12. Scheduling
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Compute uses the nova-scheduler service to determine how to dispatch compute and
volume requests. For example, the nova-scheduler service determines which host a VM
should launch on. The term "host" in the context of filters means a physical node that has
a nova-compute service running on it. The scheduler is configurable through a variety of
options.

Compute is configured with the following default scheduler options:

schedul er _dri ver=nova. schedul er. mul ti. Ml ti Schedul er

vol une_schedul er _dri ver =nova. schedul er. chance. ChanceSchedul er

conput e_schedul er _dri ver=nova. schedul er.filter_schedul er. Filter Schedul er
schedul er _avail abl e _filters=nova.scheduler.filters.all _filters

schedul er _default _filters=Avail abilityZoneFilter, RanFilter, ConputeFilter
schedul er _wei ght _cl asses=nova. schedul er. wei ghts. al | _wei ghers

ram wei ght _multiplier=1.0

» Compute. Configured to use the multi-scheduler, which allows the admin to specify
different scheduling behavior for compute requests versus volume requests.

* Volume scheduler. Configured as a chance scheduler, which picks a host at random that
has the cinder-volume service running.

» Compute scheduler. Configured as a filter scheduler, described in detail in the next
section. In the default configuration, this scheduler will only consider hosts that are in
the requested availability zone (Avai | abi | i t yZoneFi | t er ), that have sufficient
RAM available (RanFi | t er ), and that are actually capable of servicing the request
(Conput eFil ter).

Filter Scheduler

The Filter Scheduler (nova. schedul er.filter_schedul er. Filter Schedul er)
is the default scheduler for scheduling virtual machine instances. It supports filtering and
weighting to make informed decisions on where a new instance should be created. This
Scheduler can only be used for scheduling compute requests, not volume requests, i.e. it
can only be used with the conput e_schedul er _dri ver configuration option.

Filters

When the Filter Scheduler receives a request for a resource, it first applies filters to
determine which hosts are eligible for consideration when dispatching a resource. Filters
are binary: either a host is accepted by the filter, or it is rejected. Hosts that are accepted by
the filter are then processed by a different algorithm to decide which hosts to use for that
request, described in the Weights section.
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Figure 12.1. Filtering

Host 1 ’ Host 1 ’
Host 2 ‘ @ ’ Host 5
Host 3 ' Host 3 ' Host 3
) —= Filters - } = Weighting —»
o O
I o
Host 5 ’ Host 5 ’ ' Host 6
Host 6 ’ Host 6 ’

Hosts chosen after filtering
and sorted after weighting
(here the best variant is
Host 5, the worst — Host 6)

The schedul er _avai | abl e_fi |t ers configuration option in nova. conf provides the
Compute service with the list of the filters that will be used by the scheduler. The default
setting specifies all of the filter that are included with the Compute service:

schedul er _avail abl e_filters=nova.scheduler.filters.all _filters

This configuration option can be specified multiple times. For example, if you implemented
your own custom filter in Python called nyfil ter. MyFi | t er and you wanted to use
both the built-in filters and your custom filter, your nova. conf file would contain:

schedul er _avail able filters=nova.scheduler.filters.all filters
schedul er _available filters=nyfilter. MyFilter

The schedul er _defaul t _filters configuration optionin nova. conf defines the
list of filters that will be applied by the nova-scheduler service. As mentioned above, the
default filters are:

schedul er _default _filters=Avail abilityZoneFilter, RanFilter, ConputeFilter

The available filters are described below.

AggregatelnstanceExtraSpecsFilter
Matches properties defined in an instance type's extra specs against admin-defined

properties on a host aggregate. See the host aggregates section for documentation on
how to use this filter.

AggregateMultiTenancylsolation

Isolates tenants to specifichost aggregates. If a host is in an aggregate that has the
metadata key fi | t er _t enant _i d it will only create instances from that tenant (or list of
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tenants). A host can be in different aggregates. If a host does not belong to an aggregate
with the metadata key, it can create instances from all tenants.

AllHostsFilter

This is a no-op filter, it does not eliminate any of the available hosts.

AvailabilityZoneFilter

Filters hosts by availability zone. This filter must be enabled for the scheduler to respect
availability zones in requests.

ComputeCapabilitiesFilter

Matches properties defined in an instance type's extra specs against compute capabilities.

If an extra specs key contains a colon ™:", anything before the colon is treated as a
namespace, and anything after the colon is treated as the key to be matched. If a
namespace is present and is not 'capabilities', it is ignored by this filter.

S Note

Disable the ComputeCapabilitiesFilter when using a Bare Metal configuration,
due to bug 1129485

ComputeFilter

Filters hosts by flavor (also known as instance type) and image properties. The scheduler
will check to ensure that a compute host has sufficient capabilities to run a virtual machine
instance that corresponds to the specified flavor. If the image has properties specified, this
filter will also check that the host can support them. The image properties that the filter
checks for are:

» ar chi t ect ur e: Architecture describes the machine architecture required by the image.
Examples are i686, x86_64, arm, and ppc64.

» hypervi sor _t ype: Hypervisor type describes the hypervisor required by the image.
Examples are xen, kvm, gemu, xenapi, and powervm.

* vm _node: Virtual machine mode describes the hypervisor application binary interface
(ABI) required by the image. Examples are 'xen' for Xen 3.0 paravirtual ABI, 'hvm’ for
native ABI, 'uml' for User Mode Linux paravirtual ABI, exe for container virt executable
ABI.

In general, this filter should always be enabled.
CorekFilter
Only schedule instances on hosts if there are sufficient CPU cores available. If this filter

is not set, the scheduler may over provision a host based on cores (i.e., the virtual cores
running on an instance may exceed the physical cores).
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This filter can be configured to allow a fixed amount of vCPU overcommitment by using the
cpu_al l ocation_rati o Configuration optionin nova. conf. The default setting is:

cpu_al location_ratio0=16.0

With this setting, if there are 8 vCPUs on a node, the scheduler will allow instances up to
128 vCPU to be run on that node.

To disallow vCPU overcommitment set:

cpu_al l ocation_ratio=1.0

DifferentHostFilter

Schedule the instance on a different host from a set of instances. To take advantage of this
filter, the requester must pass a scheduler hint, using di f f er ent _host as the key and a
list of instance uuids as the value. This filter is the opposite of the SaneHost Fi | t er . Using
the nova command-line tool, use the - - hi nt flag. For example:

$ nova boot --inmge cedef40a-ed67-4d10-800e-17455edcel?5 --flavor 1 --hint
di ff erent _host =aOcf 03a5- d921- 4877- bb5c- 86d26cf818el --hint different_host=
8c19174f - 4220- 44f 0- 824a- cdleeef 10287 server-1

With the API, use the 0s: schedul er _hi nt s key. For example:

{
"server":{
"name":"server-1",
"i mageRef ": " cedef 40a- ed67- 4d10- 800e- 17455edcel75",
"flavorRef":"1"
}
"o0s:schedul er _hints":{
"different_host":[
"a0cf 03a5-d921-4877- bb5c- 86d26¢cf 818el"
"8c19174f - 4220- 44f 0- 824a- cdleeef 10287"
|
}
}
DiskFilter

Only schedule instances on hosts if there are sufficient Disk available for ephemeral storage.

This filter can be configured to allow a fixed amount of disk overcommitment by using the
di sk_al l ocation_rati o Configuration optionin nova. conf. The default setting is:

disk_allocation ratio=1.0

Adjusting this value to be greater than 1.0 will allow scheduling instances while over
committing disk resources on the node. This may be desirable if you use an image format
that is sparse or copy on write such that each virtual instance does not require a 1:1
allocation of virtual disk to physical storage.

GroupAntiAffinityFilter

The GroupAntiAffinityFilter ensures that each instance in a group is on a different host. To
take advantage of this filter, the requester must pass a scheduler hint, using gr oup as the
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key and a list of instance uuids as the value. Using the nova command-line tool, use the - -
hi nt flag. For example:

$ nova boot --inmge cedef40a- ed67-4d10- 800e- 17455edcel?5 --fl avor
1 --hint group=a0Ocf03a5-d921-4877-bb5c-86d26cf818el --hint group=
8c19174f - 4220- 44f 0- 824a- cdleeef 10287 server-1

ImagePropertiesFilter

Filters hosts based on properties defined on the instance's image. It passes hosts that can
support the specified image properties contained in the instance. Properties include the
architecture, hypervisor type, and virtual machine mode. E.g., an instance might require
a host that runs an ARM-based processor and QEMU as the hypervisor. An image can be
decorated with these properties:

$ gl ance i mage-update ing-uuid --property architecture=arm --property
hyper vi sor _t ype=genu

IsolatedHostsFilter

Allows the admin to define a special (isolated) set of images and a special (isolated) set of
hosts, such that the isolated images can only run on the isolated hosts, and the isolated
hosts can only run isolated images.

The admin must specify the isolated set of images and hosts in the nova. conf file using
thei sol at ed_host s and i sol at ed_i nages configuration options. For example:

i sol at ed_host s=server 1, server2

i sol at ed_i mages=342b492c- 128f - 4a42- 8d3a- c5088cf 27d13, ebd267a6- ca86- 4d6c- 9ale-
bd132d6b7d09

JsonFilter

The JsonFilter allows a user to construct a custom filter by passing a scheduler hint in JSON
format. The following operators are supported:

* not
e or
e and

The filter supports the following variables:
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» $free_ram_mb

* $free_disk_mb

» $total_usable_ram_mb
» $vcpus_total

* $vcpus_used

Using the nova command-line tool, use the - - hi nt flag:

$ nova boot --inage 827d564a- €636- 4f c4- a376- d36f 7ebel747 --fl avor
1 --hint query="[">=",6"$free_ramnb", 1024]"' serverl

With the API, use the os: schedul er _hi nt s key:

{
"server":{
"nane": "server-1",
"i mageRef ": " cedef 40a- ed67- 4d10- 800e- 17455edcel75",
"flavorRef":"1"
1,
"o0s: schedul er _hints":{
"query":"[>=, $free_ram nb, 1024] "
}
}
RamFilter

Only schedule instances on hosts if there is sufficient RAM available. If this filter is not set,
the scheduler may over provision a host based on RAM (i.e., the RAM allocated by virtual
machine instances may exceed the physical RAM).

This filter can be configured to allow a fixed amount of RAM overcommitment by using the
ram al | ocati on_rati o configuration option in nova. conf . The default setting is:

ramal l ocation ratio=1.5

With this setting, if there is 1GB of free RAM, the scheduler will allow instances up to size
1.5GB to be run on that instance.

RetryFilter

Filter out hosts that have already been attempted for scheduling purposes. If the scheduler
selects a host to respond to a service request, and the host fails to respond to the request,
this filter will prevent the scheduler from retrying that host for the service request.

This filter is only useful if the schedul er _max_at t enpt s configuration option is set to a
value greater than zero.

SameHostFilter

Schedule the instance on the same host as another instance in a set of instances. To take
advantage of this filter, the requester must pass a scheduler hint, using sanme_host

as the key and a list of instance uuids as the value. This filter is the opposite of the

Di f f er ent Host Fi | t er . Using the nova command-line tool, use the - - hi nt flag:
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$ nova boot --inage cedef40a-ed67-4d10-800e- 17455edcel75 --flavor 1 --
hi nt sane_host =aOcf 03a5- d921- 4877- bb5c- 86d26¢cf 818el --hi nt same_host =
8c19174f - 4220- 44f 0- 824a- cdleeef 10287 server-1

With the API, use the os: schedul er _hi nt s key:
{

"server": {
"name":"server-1",
"i mageRef ": " cedef 40a- ed67- 4d10- 800e- 17455edcel75",
"flavorRef":"1"

b
"o0s: schedul er _hints":{
"same_host": [
"alcf 03a5- d921- 4877- bb5c- 86d26¢cf 818el",
"8c19174f - 4220- 44f 0- 824a- cdleeef 10287"

)
SimpleCIDRAffinityFilter

Schedule the instance based on host IP subnet range. To take advantage of this filter, the
requester must specify a range of valid IP address in CIDR format, by passing two scheduler
hints:

bui | d_near _host _i p The first IP address in the subnet (e.g., 192. 168. 1. 1)
cidr The CIDR that corresponds to the subnet (e.g., / 24)

Using the nova command-line tool, use the - - hi nt flag. For example, to specify the IP
subnet 192. 168. 1. 1/ 24

$ nova boot --inmage cedef40a-ed67-4d10-800e-17455edcel75 --flavor 1 --hint
bui | d_near _host _i p=192.168.1.1 --hint cidr=/24 server-1

With the API, use the os: schedul er _hi nt s key:

{
"server": {
"name": "server-1",
"i mageRef ": "cedef 40a- ed67- 4d10- 800e- 17455edcel75",
"flavorRef":"1"
b
"0s: schedul er _hints":{
"bui | d_near _host _ip":"192.168.1.1",
"cidr":"24"
}
}

Weights

The filter scheduler uses the schedul er _wei ght _cl asses configuration

parameter to calculate the weights of hosts. The value of this parameter defaults to

nova. schedul er. wei ghts. al | _wei gher s, which selects the only weigher available —
the RamWeigher. Hosts are then weighed and sorted with the largest weight winning.
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schedul er _wei ght _cl asses=nova. schedul er. wei ghts. al | _wei ghers
ram wei ght _nultiplier=1.0

The default behavior is to spread instances across all hosts evenly. Set the
ram wei ght _nmul ti pli er configuration parameter to a negative number if you prefer
stacking instead of spreading.

Other Schedulers

While an administrator is likely to only need to work with the Filter Scheduler, Compute
comes with other schedulers as well, described below.

Chance Scheduler

The Chance Scheduler (nova. schedul er. chance. ChanceSchedul er ) randomly
selects from the lists of filtered hosts. It is the default volume scheduler.

Multi Scheduler

The Multi Scheduler nova. schedul er. nul ti. Mul ti Schedul er holds multiple sub-
schedulers, one for nova- conput e requests and one for ci nder - vol une requests. It
is the default top-level scheduler as specified by the schedul er _dri ver configuration
option.

Host aggregates

Overview

Host aggregates are a mechanism to further partition an availability zone; while availability
zones are visible to users, host aggregates are only visible to administrators. Host
aggregates started out as a way to use Xen hypervisor resource pools, but has been
generalized to provide a mechanism to allow administrators to assign key-value pairs

to groups of machines. Each node can have multiple aggregates, each aggregate can

have multiple key-value pairs, and the same key-value pair can be assigned to multiple
aggregate. This information can be used in the scheduler to enable advanced scheduling, to
set up Xen hypervisor resources pools or to define logical groups for migration.

Command-line interface

The nova command-line tool supports the following aggregate-related commands.
nova aggregate-list Print a list of all aggregates.

nova aggregate-create <nane> Create a new aggregate named <nane> in availability
<avail ability-zone> zone <avai | abi | i t y- zone>. Returns the ID of the
newly created aggregate.

nova aggregate-delete <i d> Delete an aggregate with id <i d>.

nova aggregate-details <i d> Show details of the aggregate with id <i d>.
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nova aggregate-add-host <i d> Add host with name <host > to aggregate with id

<host > <i d>.

nova aggregate-remove-host Remove the host with name <host > from the

<i d><host > aggregate with id <i d>.

nova aggregate-set-metadata Add or update metadata (key-value pairs) associated
<i d> <key=val ue> with the aggregate with id <i d>.

[<key=val ue>...]

nova aggregate- Update the aggregate's name and optionally availability
update <i d> <nane> zone.
[<avail ability_zone>]

nova host-list List all hosts by service.

nova host-update - Put/resume host into/from maintenance.
maintenance [enable | disable]

3 Note
These commands are only accessible to administrators. If the username and
tenant you are using to access the Compute service do not have the admi n
role, or have not been explicitly granted the appropriate privileges, you will see
one of the following errors when trying to use these commands:

ERROR: Policy doesn't allow conpute_extension: aggregates to be
perforned. (HTTP 403) (Request-I1D: req-299fbff6-6729-4cef-93b2-
e7elf 96b4864)

ERROR: Policy doesn't allow conpute_extension: hosts to be perforned.
(HTTP 403) (Request-I|D: regq-ef 2400f 6- 6776- 4ea3- b6f 1- 7704085c27d1)

Configure scheduler to support host aggregates

One common use case for host aggregates is when you want to support scheduling
instances to a subset of compute hosts because they have a specific capability. For example,
you may want to allow users to request compute hosts that have SSD drives if they need
access to faster disk I/0, or access to compute hosts that have GPU cards to take advantage
of GPU-accelerated code.

To configure the scheduler to support host aggregates, the

schedul er _default _filters configuration option must contain the

Aggr egat el nst anceExt r aSpecsFi | t er in addition to the other filters used by the
scheduler. Add the following line to / et ¢/ nova/ nova. conf on the host that runs the
nova-scheduler service to enable host aggregates filtering, as well as the other filters that
are typically enabled:

schedul er _default_filters=Aggregat el nst anceExtraSpecsFilter,
Avai |l abi | ityZoneFilter, RanFilter, Conput eFilter

Example: specify compute hosts with SSDs

In this example, we configure the Compute service to allow users to request nodes that
have solid-state drives (S55Ds). We create a new host aggregate called f ast - i o0 in the
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availability zone called nova, we add the key-value pair ssd=t r ue to the aggregate, and
then we add compute nodes nodel, and node? to it.

$ nova aggregate-create fast-i o nova

b coodfsoooooooo doooccocooocoocooooooo fmcoocoo -oocoooooo +

| 1d | Name | Availability Zone | Hosts | Metadata |

N R demmeeeeeeoaao S R E R +

| 1 | fast-io | nova | | |

ffoooodmoocaooas doococcoococooncoooonac focoocas dooocooooac +

$ nova aggregate-set-netadata 1 ssd=true

ffccoccdfsocc=cooc ecccoococooccoocooos ffmcooc== feocccccoscooc-oosoo +

| 1d | Name | Availability Zone | Hosts | Metadata |

b coodfsoooooooo doooccocooocoocooooooo fmcoocoo d-coccococococoooocooooo +

| 1 | fast-io | nova | [] | {u'ssd': u'true'} |

N R demmeeeeeeoaao S R dommmeeeeeaaaao +

$ nova aggregat e- add- host 1 nodel

ffoooodmoocaooas doococcoococooncoooonac fooooccoocao doococcoococooncoooonac +

| 1d | Name | Availability Zone | Hosts | Metadata |
ffccoccdfsocc=cooc ecccoococooccoocooos ffococcooco=o-o ffecocccoccsccocoooos +

| 1 | fast-io | nova | [u' nodel'] | {u'ssd': u'true'} |

b coodfsoooooooo doooccocooocoocooooooo focooccooooooo ffococcooococoooooooooo +

$ nova aggregat e- add- host 1 node2

N R demmeeeeeeoaao e e +
| Id | Name | Availability Zone | Hosts | Met adat a

+|----+ --------- o e e
+

| 1 | fast-io | nova | [u' nodel', u'node2'] | {u'ssd': u'true'}
+|----+ --------- decccooococooccoocooos ffecocccocc-ccooooocoooe fecoccoooccsooocoocoo
+

Next, we use the nova flavor-create command to create a new flavor called ssd. | ar ge
with an ID of 6, 8GB of RAM, 80GB root disk, and 4 vCPUs.

$ nova flavor-create ssd.large 6 8192 80 4

s e +oo - oo E +oo - o $o oo oo R
Homme oo oo +

| ID| Nanme | Menory_MB | Disk | Epheneral | Swap | VCPUs | RXTX Factor |
I's_Public | extra_specs |

ffococdiccccooooo oo dfecococooooeoo o coooo Gfecococooooeo focooo o Ghmcooooo ecoccocoscoooo
ffoocccococoocao dococococonons +

| 6 | ssd.large | 8192 | 80 | O | 4 | 1

True | {} |

s e +oo - oo E +oo - o $o oo oo R
Homme oo oo +

Once the flavor has been created, we specify one or more key-value pair that must
match the key-value pairs on the host aggregates. In this case, there's only one key-value
pair, ssd=t r ue. Setting a key-value pair on a flavor is done using the nova-manage
instance_type set_key command.

# nova- manage instance_type set_key --nanme=ssd.|large --key=ssd --val ue=true

Once it is set, you should see the ext r a_specs property of the ssd. | ar ge flavor
populated with a key of ssd and a corresponding value of t r ue.

$ nova fl avor-show ssd. | arge
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| Property | Val ue |
e e e e eeeeaaaaa o e me e eeaaaa +
| OS-FLV- DI SABLED: di sabl ed | Fal se |
| OS- FLV- EXT- DATA: epheneral | O [
| disk | 80 [
| extra_specs | {u'ssd': u'true'} |
| id | 6 I
| name | ssd.large [
| os-flavor-access:is_public | True |
| ram | 8192 [
| rxtx_factor | 1.0 |
| swap I I
| vcpus | 4 [
oocccocoococcococcccocooooaoo fooocccoccococcoccooas +

Now, when a user requests an instance with the ssd. | ar ge flavor, the scheduler will
only consider hosts with the ssd=t r ue key-value pair. In this example, that would only be
nodel and node2.

XenServer hypervisor pools to support live migration

When using the XenAPI-based hypervisor, the Compute service uses host aggregates
to manage XenServer Resource pools, which are used in supporting live migration. See
Configuring Migrations for details on how to create these kinds of host aggregates to
support live migration.
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13. Cells

Cells functionality allows you to scale an OpenStack Compute cloud in a more distributed
fashion without having to use complicated technologies like database and message queue
clustering. It is intended to support very large deployments.

When this functionality is enabled, the hosts in an OpenStack Compute cloud are
partitioned into groups called cells. Cells are configured as a tree. The top-level cell should
have a host that runs a nova- api service, but no nova- conput e services. Each child cell
should run all of the typical nova- * services in a regular Compute cloud except for nova-
api . You can think of a cells as a normal Compute deployment in that each cell has its own
database server and message queue broker.

The nova- cel | s service handles communication between cells and selecting a cell for new
instances. This service is required for every cell. Communication between cells is pluggable,
with the only option currently implemented being communication via RPC.

Cells scheduling is separate from host scheduling. nova-cells first picks a cell (currently
randomly, future releases will add filtering/weighing functionality and decisions can be
based on broadcasts of capacity/capabilities). Once a cell has been selected and the new

build request has reached its nova-cells service, it will be sent over to the host scheduler in
that cell and the build proceeds as it does without cells.

O Warning

Cell functionality is currently considered experimental.

Cell configuration options

Cells are disabled by default. All cell-related configuration options go under a[ cel | s]
section in nova. conf . The following cell-related options are currently supported:

enabl e Set this is Tr ue to turn on cell functionality, which is off by default.

name Name of the current cell. This must be unique for each cell.

capabi l i ties List of arbitrary key=val ue pairs defining capabilities of the current
cell. These are sent to parent cells, but aren't used in scheduling until

later filter/weight support is added.

call _tinmeout How long to wait for replies from calls between cells.

Configuring the API (top-level) cell

The compute API class must be changed in the API cell so that requests can be proxied via
nova-cells down to the correct cell properly. Add the following to nova. conf inthe API
cell:
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[ DEFAULT]
conmput e_api _cl ass=nova. conput e. cel | s_api . Conput eCel | SAPI

[cells]
enabl e=Tr ue
nanme=ap

Configuring the child cells

Add the following to nova. conf in the child cells, replacing cel | 1 with the name of each
cell:

[ DEFAULT]
# Disabl e quota checking in child cells. Let APl cell do it exclusively.
quot a_dri ver =nova. quot a. NoopQuot aDri ver

[cell s]
enabl e=Tr ue
name=cel | 1

Configuring the database in each cell

Before bringing the services online, the database in each cell needs to be configured
with information about related cells. In particular, the API cell needs to know about its
immediate children, and the child cells need to know about their immediate agents. The
information needed is the RabbitMQ server credentials for the particular cell.

Use the nova-manage cell create command to add this information to the database in each
cell:

$ nova-manage cell create -h

Opt i ons:
-h, --help show this hel p nessage and exit
- - nane=<nane> Narme for the new cell
--cell _type=<parent|chil d>

Whet her the cell is a parent or child
- - user nane=<user nane>

Usernanme for the message broker in this cel
- - passwor d=<passwor d>

Password for the nessage broker in this cell
- - host nane=<host nane>

Address of the message broker in this cel
- - por t =<nunber > Port nunber of the nessage broker in this cel
--virtual _host=<virtual _host>

The virtual host of the message broker in this cel
- -wof f set =<f | oat >
--wscal e=<f| oat >

As an example, assume we have an API cell named api and a child cell named cel | 1.
Within the api cell, we have the following RabbitMQ server info:

rabbit host=10.0.0. 10
rabbit_port=5672

rabbi t _user nane=api _user
rabbi t _passwor d=api _passwd
rabbi t _virtual _host =api _vhost
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And in the child cell named cel | 1 we have the following RabbitMQ server info:

rabbit host=10.0.1. 10

rabbi t _port=5673

rabbi t _username=cel | 1_user
rabbi t _passwor d=cel | 1_passwd
rabbit_virtual _host=cell 1 vhost

We would run this in the API cell, as root.

# nova- nmanage cel |

create --nane=cell 1 --cell _type=child --usernane=cel | 1_user

- - passwor d=cel | 1_passwd --host name=10.0. 1. 10 --port=5673 --virtual host=

cell 1_vhost

Repeat the above for all child cells.

--wof fset=1.0 --wscal e=1.0

In the child cell, we would run the following, as root:

# nova- manage cell create --nane=api

--cel |l _type=parent

- - user name=api 1_user

- - passwor d=api 1_passwd - - host nane=10. 0. 0. 10 --port=5672 --virtual _host=

api _vhost --woffset=1.0 --wscal e=1.0

Table 13.1. Description of configuration options for cells

Configuration option=Default value

(Type) Description

call_timeout=60

(IntOpt)Seconds to wait for response from a call to a cell.

capabilities=['hypervisor=xenserver;kvm',
‘os=linux;windows']

(ListOpt)Key/Multi-value list with the capabilities of the
cell

driver=nova.virt.baremetal.pxe.PXE

(StrOpt)Baremetal driver back-end (pxe or tilera)

driver=nova.cells.rpc_driver.CellsRPCDriver

(StrOpt)Cells communication driver to use

enable=False

(BoolOpt)Enable cell functionality

instance_update_num_instances=1

(IntOpt)Number of instances to update per periodic task
run

instance_updated_at_threshold=3600

(IntOpt)Number of seconds after an instance was updated
or deleted to continue to update cells

manager=nova.cells.manager.CellsManager

(StrOpt)Manager for cells

manager=nova.conductor.manager.ConductorManager

(StrOpt)full class name for the Manager for conductor

max_hop_count=10

(IntOpt)Maximum number of hops for cells routing.

name=nova

(StrOpt)name of this cell

reserve_percent=10.0

(FloatOpt)Percentage of cell capacity to hold in reserve.
Affects both memory and disk utilization

scheduler=nova.cells.scheduler.CellsScheduler

(StrOpt)Cells scheduler to use

topic=cells

(StrOpt)the topic cells nodes listen on

topic=conductor

(StrOpt)the topic conductor nodes listen on
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By understanding how the different installed nodes interact with each other you can
administer the OpenStack Compute installation. OpenStack Compute offers many ways to
install using multiple servers but the general idea is that you can have multiple compute
nodes that control the virtual servers and a cloud controller node that contains the
remaining Nova services.

The OpenStack Compute cloud works via the interaction of a series of daemon processes
named nova-* that reside persistently on the host machine or machines. These binaries can
all run on the same machine or be spread out on multiple boxes in a large deployment. The
responsibilities of Services, Managers, and Drivers, can be a bit confusing at first. Here is an
outline the division of responsibilities to make understanding the system a little bit easier.

Currently, Services are nova-api, nova-objectstore (which can be replaced with Glance,

the OpenStack Image Service), nova-compute, and nova-network. Managers and Drivers
are specified by configuration options and loaded using utils.load_object(). Managers are
responsible for a certain aspect of the system. It is a logical grouping of code relating to a
portion of the system. In general other components should be using the manager to make
changes to the components that it is responsible for.

* nova-api - The nova-api service receives xml requests and sends them to the rest of the
system. It is a wsgi app that routes and authenticate requests. It supports the EC2 and
OpenStack APIs. There is a nova-api.conf file created when you install Compute.

* nova-objectstore - The nova-objectstore service is an ultra simple file-based storage
system for images that replicates most of the S3 API. It can be replaced with OpenStack
Image Service and a simple image manager or use OpenStack Object Storage as the
virtual machine image storage facility. It must reside on the same node as nova-compute.

* nova-compute - The nova-compute service is responsible for managing virtual machines.
It loads a Service object which exposes the public methods on ComputeManager via
Remote Procedure Call (RPC).

* nova-network - The nova-network service is responsible for managing floating and
fixed IPs, DHCP, bridging and VLANS. It loads a Service object which exposes the public
methods on one of the subclasses of NetworkManager. Different networking strategies
are available to the service by changing the network_manager configuration option
to FlatManager, FlatDHCPManager, or VlanManager (default is VLAN if no other is
specified).
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Understanding the Compute Service Architecture

These basic categories describe the service architecture and what's going on within the
cloud controller.

API Server

At the heart of the cloud framework is an API Server. This API Server makes command and
control of the hypervisor, storage, and networking programmatically available to users in
realization of the definition of cloud computing.

The API endpoints are basic http web services which handle authentication, authorization,
and basic command and control functions using various APl interfaces under the Amazon,
Rackspace, and related models. This enables API compatibility with multiple existing tool
sets created for interaction with offerings from other vendors. This broad compatibility
prevents vendor lock-in.

Message Queue

A messaging queue brokers the interaction between compute nodes (processing), the
networking controllers (software which controls network infrastructure), APl endpoints,
the scheduler (determines which physical hardware to allocate to a virtual resource), and
similar components. Communication to and from the cloud controller is by HTTP requests
through multiple API endpoints.

A typical message passing event begins with the API server receiving a request from a
user. The API server authenticates the user and ensures that the user is permitted to issue
the subject command. Availability of objects implicated in the request is evaluated and, if
available, the request is routed to the queuing engine for the relevant workers. Workers
continually listen to the queue based on their role, and occasionally their type hostname.
When such listening produces a work request, the worker takes assignment of the task
and begins its execution. Upon completion, a response is dispatched to the queue which
is received by the API server and relayed to the originating user. Database entries are
queried, added, or removed as necessary throughout the process.

Compute Worker

Compute workers manage computing instances on host machines. Through the API,
commands are dispatched to compute workers to:

¢ Run instances

¢ Terminate instances

Reboot instances

Attach volumes

Detach volumes

Get console output
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Network Controller

The Network Controller manages the networking resources on host machines. The
API server dispatches commands through the message queue, which are subsequently
processed by Network Controllers. Specific operations include:

* Allocate fixed IP addresses
» Configuring VLANSs for projects

» Configuring networks for compute nodes

Managing Compute Users

Access to the Euca2ools (ec2) API is controlled by an access and secret key. The user’s
access key needs to be included in the request, and the request must be signed with the
secret key. Upon receipt of API requests, Compute will verify the signature and execute
commands on behalf of the user.

In order to begin using nova, you will need to create a user with the Identity Service.

Managing the Cloud

There are three main tools that a system administrator will find useful to manage their
cloud; the nova client, the nova-manage command, and the Euca2ools commands.

The nova-manage command may only be run by cloud administrators. Both novaclient and
euca2ools can be used by all users, though specific commands may be restricted by Role
Based Access Control in the Identity Management service.

Using the nova command-line tool

Installing the python-novaclient gives you a nova shell command that enables Compute API
interactions from the command line. You install the client, and then provide your username
and password, set as environment variables for convenience, and then you can have the
ability to send commands to your cloud on the command-line.

To install python-novaclient, download the tarball from http://pypi.python.org/
pypi/python-novaclient/2.6.3#downloads and then install it in your favorite python
environment.

$ curl -O http://pypi.python. org/ packages/ source/ p/ pyt hon-novacl i ent/ pyt hon-
novaclient-2.6.3.tar.gz

$ tar -zxvf python-novaclient-2.6.3.tar.gz

$ cd python-novaclient-2.6.3

$ sudo python setup.py install

Now that you have installed the python-novaclient, confirm the installation by entering:
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$ nova hel p

usage: nova [--debug] [--o0s-username OS_USERNAME|] [--o0s-password OS_PASSWORD]
--0s-tenant - name_name OS_TENANT_NAME] [--os-auth-url OS_AUTH URL]
- 0s-regi on-name CS_REG ON_NAME] [--service-type SERVI CE_TYPE]
-servi ce- nane SERVI CE_NAME] |[--endpoi nt-type ENDPO NT_TYPE]
--version VERS|I ON|

<subconmand> ...

[
[
[
[
[

In return, you will get a listing of all the commands and parameters for the nova command
line client. By setting up the required parameters as environment variables, you can fly
through these commands on the command line. You can add - - 0s- user nane on the
nova command, or set them as environment variables:

$ export OS_USERNAME=j oecool
$ export OS_PASSWORD=cool word
$ export OS_TENANT_NAVME=cool u

Using the Identity Service, you are supplied with an authentication endpoint, which nova
recognizes as the OS_AUTH_URL.

$ export OS_AUTH URL=htt p:// host name: 5000/ v2. 0
$ export NOVA VERSI ON=1. 1

Using the nova-manage command

The nova-manage command may be used to perform many essential functions for
administration and ongoing maintenance of nova, such as network creation or user
manipulation.

The man page for nova-manage has a good explanation for each of its functions, and is
recommended reading for those starting out. Access it by running:

$ man nova- manage

For administrators, the standard pattern for executing a nova-manage command is:

$ nova- manage category command [ args]

For example, to obtain a list of all projects: nova-manage project list
Run without arguments to see a list of available command categories: nova-manage

You can also run with a category argument such as user to see a list of all commands in that
category: nova-manage service

Using the euca2ools commands

For a command-line interface to EC2 API calls, use the euca2ools command line tool. It is
documented at http://open.eucalyptus.com/wiki/Euca2oo0lsGuide_v1.3
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Usage statistics

The nova command-line tool can provide some basic statistics on resource usage for hosts
and instances.

For more sophisticated monitoring, see the Ceilometer project, which is currently under
development. You may also wish to consider installing tools such as Ganglia or Graphite if
you require access to more detailed data.

Host usage statistics

Use the nova host-list command to list the hosts and the nova-related services that are
running on them:

$ nova host-1list

c2-controller-01 | cert
c2-controller-01 | consol eauth
c2-controller-01 | schedul er

e . +
| host_nanme | service |
oo m oo oo el mmammoo - +
| c2-conpute-01 | conpute [
| c2-conpute-01 | network [
| c2-conput e-02 | conpute [
| c2-conpute-02 | network [
| c2-conput e-03 | conmpute [
| c2-conput e-03 | network [
| c2-conput e- 04 | conpute |
| c2-conput e- 04 | network |
I I
I I
I I

Use the nova host-describe command to retrieve a summary of resource usage of all of the
instances running on the host. The "cpu" column is the sum of the virtual CPUs of all of the
instances running on the host, the "memory_mb" column is the sum of the memory (in MB)
allocated to the instances running on the hosts, and the "disk_gb" column is the sum of the
root and ephemeral disk sizes (in GB) of the instances running on the hosts.

Note that these values are computed using only information about the flavors of the
instances running on the hosts. This command does not query the CPU usage, memory
usage, or hard disk usage of the physical host.

$ nova host-descri be c2-conpute-01

oo m e e oo oo o m o e o e o e e e e e e oo oo oo - - - Fom i e oo oo -
o cooco=== +
| HOST | PRQIECT | cpu | nenmory_nb | disk_gb
I
Fomm e mmemea e om e e m e e meeeeeeeaaaaa +----- tem e
HFom oo oo - - +
| c2-conmpute-01 | (total) | 24 | 96677 | 492
I
| c2-conpute-01 | (used_nax) | 2 | 2560 | O
I
| c2-conpute-01 | (used_now) | 4 | 7168 | O
I
| c2-conpute-01 | f34d8f7170034280a42f 6318dladaf34 | 2 | 2560 | O
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Instance usage statistics

Use the nova diagnostics command to retrieve CPU, memory, I/O and network statistics
from an instance:

$ nova di agnostics ubuntu

oo e oo m oo o e e mmoo - oo +
| Property | Val ue |
ffecccccoccocoozoooo ffmcocccoccsocos== +
| cpuO_tinme | 1138410000000 |
| menory | 524288 |
| menory-act ual | 524288 |
| menory-rss | 591664 |
| vda_errors | -1 |
| vda_read | 334864384 |
| vda_read_req | 13851 |
| vda_wite | 2985382912 |
| vda_write_req | 177180 |
| vnet4d_rx | 45381339 |
| vnetd_rx_drop | O |
| vnetd4 rx_errors | O |
| vnetd_rx_packets | 106426 |
| vnet4_ tx | 37513574 |
| vnet4_tx_drop | O |
| vnetd tx errors | O |
| vnet4_tx_packets | 162200 |
ffccocccooccocoocoooc ffocooccooccoooooe +

Use the nova usage-list command to get summary statistics for each tenant:

$ nova usage-|i st
Usage from 2012-10-10 to 2012-11-08:

T T R e
ffecccccoco=cooco +

| Tenant 1D | I'nstances | RAM MB-Hours | CPU Hours |

Di sk GB-Hours |

foocccoccocoococonoconococoocoonaooe fooococccoocao doococcoocacoocas doooccooocoo
- +

| Oeec5c34a7a24a7a8ddad27cb81d2706 | 8 | 240031. 10 | 468.81 | O.
00 |

| 92a5d9c313424537b78ae3e42858fd4e | 5 | 483568. 64 | 236.12 | O.
00 |

| f34d8f 7170034280a42f 6318dladaf 34 | 106 | 16888511.58 | 9182.88 | O.
00 |

foocccoccocoococonoconococoocoonaooe fooococccoocao doococcoocacoocas doooccooocoo
- +

Managing logs
Logging module

Adding the following line to / et ¢/ nova/ nova. conf will allow you to specify a
configuration file for changing the logging behavior, in particular for changing the logging
level (e.g., DEBUG | NFO WARNI NG, ERRCOR):
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| 0og- confi g=/ et c/ noval/ | oggi ng. conf

The log config file is an ini-style config file which must contain a section called
| ogger _nova, which controls the behavior of the logging facility in the nova- * services.
The file must contain a section called | ogger _nova, for example:

[ ogger _noval]

I evel = | NFO
handl ers = stderr
qual nane = nova

This example sets the debugging level to | NFO (which less verbose than the default DEBUG
setting). See the Python documentation on logging configuration file format for more
details on this file, including the meaning of the handl er s and quanane variables. See
etc/nova/logging_sample.conf in the openstack/nova repository on GitHub for an example
logging.conf file with various handlers defined.

Syslog

OpenStack Compute services can be configured to send logging information to syslog. This
is particularly useful if you want to use rsyslog, which will forward the logs to a remote
machine. You need to separately configure the Compute service (nova), the Identity service
(keystone), the Image service (glance), and, if you are using it, the Block Storage service
(cinder) to send log messages to syslog. To do so, add the following lines to:

» /et c/ noval/ nova. conf

» /et c/ keyst one/ keyst one. conf

» /etc/ gl ance/ gl ance-api . conf

» /etc/ gl ance/ gl ance-regi stry. conf

e [ etc/cinder/cinder.conf

ver bose = Fal se

debug = Fal se

use_syslog = True
syslog_log_facility = LOG LOCALO

In addition to enabling syslog, these settings also turn off more verbose output and
debugging output from the log.

3 Note

While the example above uses the same local facility for each service
(LOG_LQOCALO, which corresponds to syslog facility LOCALO), we recommend
that you configure a separate local facility for each service, as this provides
better isolation and more flexibility. For example, you may want to capture
logging info at different severity levels for different services. Syslog allows you
to define up to seven local facilities, LOCALO, LOCAL1, ..., LOCAL7Y.See
the syslog documentation for more details.

263


http://docs.python.org/release/2.7/library/logging.html#configuration-file-format
https://github.com/openstack/nova/blob/master/etc/nova/logging_sample.conf

Compute Admin Guide March 17, 2014 Grizzly, 2013.1

Rsyslog

Rsyslog is a useful tool for setting up a centralized log server across multiple machines. We
briefly describe the configuration to set up an rsyslog server; a full treatment of rsyslog is
beyond the scope of this document. We assume rsyslog has already been installed on your
hosts, which is the default on most Linux distributions.

This example shows a minimal configuration for / et ¢/ r sysl og. conf on the log server
host which will receive the log files:

# provi des TCP syslog reception
$ModLoad intcp
$I nput TCPSer ver Run 1024

Add to/ et c/rsysl og. conf afilter rule on which looks for a hostname. The example
below use conput e- 01 as an example of a compute host name:

: host nane, isequal, "conpute-01" /mt/rsyslog/l ogs/conpute-01.1o0g

On the compute hosts, create a file named / et ¢/ r sysl og. d/ 60- nova. conf, with the
following content.

# prevent debug from dnsmasq with the daenon. none paraneter
*.*;auth, aut hpriv. none, daenon. none, | ocal 0. none -/var/| og/ sysl og
# Specify a log | evel of ERROR

| ocal 0. error @dl72.20.1.43:1024

Once you have created this file, restart your rsyslog daemon. Error-level log messages on
the compute hosts should now be sent to your log server.

Reference Information for Securing with Root
Wrappers

The goal of the root wrapper is to allow the nova unprivileged user to run a number of
actions as the root user, in the safest manner possible. Historically, Nova used a specific
sudoers file listing every command that the nova user was allowed to run, and just used
sudo to run that command as root. However this was difficult to maintain (the sudoers file
was in packaging), and did not allow for complex filtering of parameters (advanced filters).
The rootwrap was designed to solve those issues.

How rootwrap works:

Instead of just calling sudo make me a sandwich, Compute services starting with nova- call
sudo nova-rootwrap /etc/nova/rootwrap.conf make me a sandwich. A generic sudoers
entry lets the nova user run nova-rootwrap as root. The nova-rootwrap code looks for filter
definition directories in its configuration file, and loads command filters from them. Then it
checks if the command requested by Compute matches one of those filters, in which case it
executes the command (as root). If no filter matches, it denies the request.

Security model

The escalation path is fully controlled by the root user. A sudoers entry (owned by root)
allows nova to run (as root) a specific rootwrap executable, and only with a specific
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configuration file (which should be owned by root). nova-rootwrap imports the Python
modaules it needs from a cleaned (and system-default) PYTHONPATH. The configuration
file (also root-owned) points to root-owned filter definition directories, which contain root-
owned filters definition files. This chain ensures that the nova user itself is not in control of
the configuration or modules used by the nova-rootwrap executable.

Details of rootwrap.conf

The r oot wr ap. conf file is used to influence how nova-rootwrap works. Since it's in the
trusted security path, it needs to be owned and writeable only by the root user. Its location

is specified both in the sudoers entry and in the nova. conf configuration file with the
rootwrap_config= entry.

It uses an INI file format with the following sections and parameters:

Table 14.1. Description of rootwrap.conf configuration options

Configuration option=Default value (Type) Description
[DEFAULT]

(ListOpt) Comma-separated list of directories containing
filter definition files. Defines where filters for root wrap
are stored. Directories defined on this line should all exist,
be owned and writeable only by the root user.

filters_path=/etc/nova/rootwrap.d,/usr/share/nova/
rootwrap

Details of .filters files

Filters definition files contain lists of filters that nova-rootwrap will use to allow or deny
a specific command. They are generally suffixed by .filters. Since they are in the trusted

security path, they need to be owned and writeable only by the root user. Their location is
specified in the rootwrap.conf file.

It uses an INI file format with a [Filters] section and several lines, each with a unique
parameter name (different for each filter you define):

Table 14.2. Description of rootwrap.conf configuration options

Configuration option=Default value (Type) Description
[Filters]

(ListOpt) Comma-separated list containing first the Filter
class to use, followed by that Filter arguments (which vary

ﬁlter_name=kpartx: CommandFilter, /sbin/kpartx, root depending on the Filter class Se|ected). .

Using Migration
Before starting migrations, review the Configuring Migrations section.

Migration provides a scheme to migrate running instances from one OpenStack Compute
server to another OpenStack Compute server. This feature can be used as described below.

* First, look at the running instances, to get the ID of the instance you wish to migrate.
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# nova |i st

= cc=cc-cccccc-ccsccoc-ooc-occocossoooo G oooe= o oco=ooc ffecocccococ=ccoo=oo +
| I D | Nane | Status | Networks |
b= ccccccocooccooccoococooocooocooooooooc fhmcoooo ffecocoooc ffococcoocosccooooo +
| didf 1b5a- 70c4- 4f ed- 98b7- 423362f 2c47c | vmL | ACTIVE | private=a.b.c.d |
| d693db9e- a7cf - 45ef - a7c9- b3ecb5f 22645 | vnmR2 | ACTIVE | private=e.f.g.h |
= ccccc-ccccccoccsccoccocccoccscoscooos fmcooc= feooco=ooc ffecocccococzccoo=oo +

Second, look at information associated with that instance - our example is vm1 from
above.

# nova show d1df 1b5a- 70c4- 4f ed- 98b7- 423362f 2c47c

S S,
T T PR +
Property Val ue
I
L mcCcccccCccSMCccSCccmCCm oo oSS e oo e oo o
b= ccccccscoocococococcooccccocococoooccooooocoocoocoocooSooooos +
| OS-EXT- SRV- ATTR: host | HostB
I
| flavor | ni.tiny
I
| id | didf 1b5a- 70c4- 4f ed- 98b7- 423362f 2c47c
I
| nane | vl
I
| private network | a.b.c.d
I
| status | ACTI VE
I
e e
Fe e e e e e oo e e eeeemeeeeeeeieeeieeeeeeoeaaaaa- +

In this example, vm1 is running on HostB.

* Third, select the server to migrate instances to.

# nova- manage service |ist

Host A nova- schedul er enabled :-) None
Host A nova-network enabled :-) None
Host B nova- conpute enabled :-) None

Host C nova- conpute enabled :-) None

In this example, HostC can be picked up because nova-compute is running on it.

* Third, ensure that HostC has enough resource for migration.
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# nova- manage service describe_resource HostC

HOST PRQIECT cpu men( nb) hdd
Host C(t ot al ) 16 32232 878
Host C(used_now) 13 21284 442
Host C( used_max) 13 21284 442
Host C pl 5 10240 150
Host C p2 5 10240 150

cpu:the number of cpu

mem(mb):total amount of memory (MB)

hdd:total amount of space for NOVA-INST-DIR/instances(GB)
1st line shows total amount of resource physical server has.
2nd line shows current used resource.

3rd line shows maximum used resource.

4th line and under is used resource per project.

* Finally, use the nova live-migration command to migrate the instances.

#

nova |live-m grati on dldf 1b5a- 70c4- 4f ed- 98b7- 423362f 2c47c Host C

M gration of dildf 1b5a- 70c4- 4f ed-98b7-423362f 2c47c initi at ed.

Make sure instances are migrated successfully with nova list. If instances are still running
on HostB, check logfiles (src¢/dest nova-compute and nova-scheduler) to determine why.

j I Note
While the nova command is called live-migration, under the default Compute

configuration options the instances are suspended before migration. See the
Configuring Migrations section for more details.

Recovering from a failed compute node

If you have deployed OpenStack Compute with a shared filesystem, you can quickly recover
from a failed compute node.

Using the evacuate API for KVM/libvirt

Refer to Evacuate API Reference section for more details.

Manual recovery

For KVM/libvirt compute node recovery refer to section above, while the guide below may
be applicable for other hypervisors.
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Working with host information

The first step is to identify the vms on the affected hosts, using tools such as a combination
of nova | i st andnova showor euca- descri be-i nstances. Here's an example
using the EC2 API - instance i-000015b9 that is running on node np-rcc54:

i -000015b9 at 3-ui 02 runni ng nectarkey (376, np-rcc54) 0 nil. xxl arge
2012- 06- 19T00: 48: 11. 000Z 115. 146. 93. 60

First, you can review the status of the host using the nova database, some of the important
information is highlighted below. This example converts an EC2 APl instance ID into an
openstack ID - if you used the nova commands, you can substitute the ID directly. You can
find the credentials for your database in / et ¢/ nova. conf .

SELECT * FROM i nstances WHERE id = CONV(' 15b9', 16, 10) \G

kkkkhkkkkhkhkkkhkhkhkhkkhkhkhkkhkhkhkkrkkkdkrx*% l r ow LR S S S O

created_at: 2012-06-19 00:48:11
updat ed_at: 2012-07-03 00: 35: 11
del eted_at: NULL

id: 5561

power _state: 5
vm st ate: shutoff

host nanme: at 3-ui 02
host: np-rccb54

uui d: 3f57699a- e773- 4650- a443- b4b37eed5a06

task_state: NULL

Recover the VM

Armed with the information of VMs on the failed host, determine which compute host
the affected VMs should be moved to. In this case, the VM will move to np-rcc46, which is
achieved using this database command:

UPDATE i nst ances SET host = 'np-rcc46' WHERE uuid = ' 3f57699a- e773- 4650- a443-
b4b37eed5a06'

Next, if using a hypervisor that relies on libvirt (such as KVM) it is a good idea to update
thelibvirt.xm file (foundin/var/lib/noval/instances/[instance |D).The
important changes to make are to change the DHCPSERVER value to the host ip address of
the nova compute host that is the VMs new home, and update the VNC IP if it isn't already
0.0.0.0.

Next, reboot the VM:

$ nova reboot --hard 3f57699a-e773-4650- a443- b4b37eed5a06
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In theory, the above database update and nova reboot command are all that is required
to recover the VMs from a failed host. However, if further problems occur, consider looking
at recreating the network filter configuration using vi r sh, restarting the nova services or
updating the vm st at e and power _st at e in the nova database.

Recovering from a UID/GID mismatch

When running OpenStack compute, using a shared filesystem or an automated
configuration tool, you could encounter a situation where some files on your compute
node are using the wrong UID or GID. This causes a raft of errors, such as being unable to
live migrate, or start virtual machines.

The following is a basic procedure run on nova-compute hosts, based on the KVM
hypervisor, that could help to restore the situation:

* First,make sure you don't use numbers that are already used for some other user/group.
* Set the nova uid in /etc/passwd to the same number in all hosts (e.g. 112)

* Set the libvirt-gemu uid in /etc/passwd to the same number in all hosts (e.g. 119)

* Set the nova group in /etc/group file to the same number in all hosts (e.g. 120)

* Set the libvirtd group in /etc/group file to the same number in all hosts (e.g. 119)

* Stop the services on the compute node

* Change all the files owned by nova or group by nova, e.g.

find / -uid 108 -exec chown nova {} \; # note the 108 here is the
ol d nova uid before the change
find / -gid 120 -exec chgrp nova {} \;

» Repeat the steps for the libvirt-gemu owned files if those were needed to change
* Restart the services

Following this, you can run the find command to verify that all files using the correct
identifiers.

Nova Disaster Recovery Process

Sometimes, things just don't go right. An incident is never planned, by its definition.

In this section, we will review managing your cloud after a disaster, and how to easily
backup the persistent storage volumes, which is another approach when you face a
disaster. Even apart from the disaster scenario, backup ARE mandatory.

For reference, you cand find a DRP definition here : http://en.wikipedia.org/wiki/
Disaster_Recovery_Plan.
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A- The disaster Recovery Process presentation

A disaster could happen to several components of your architecture : a disk crash, a
network loss, a power cut, etc. In this example, we suppose the following setup :

1. A cloud controller (nova-api, nova-objecstore, nova-network)
2. A compute node (nova-compute)
3. A Storage Area Network used by cinder-volumes (aka SAN)

The example disaster will be the worst one : a power loss. That power loss applies to the
three components. Let's see what runs and how it runs before the crash :

* From the SAN to the cloud controller, we have an active iscsi session (used for the "cinder-
volumes" LVM's VG).

* From the cloud controller to the compute node we also have active iscsi sessions
(managed by cinder-volume).

* For every volume an iscsi session is made (so 14 ebs volumes equals 14 sessions).

* From the cloud controller to the compute node, we also have iptables/ ebtables rules
which allows the access from the cloud controller to the running instance.

* And at least, from the cloud controller to the compute node ; saved into database, the
current state of the instances (in that case "running" ), and their volumes attachment
(mountpoint, volume id, volume status, etc..)

Now, after the power loss occurs and all hardware components restart, the situation is as
follows:

* From the SAN to the cloud, the ISCSI session no longer exists.
* From the cloud controller to the compute node, the ISCSI sessions no longer exist.

* From the cloud controller to the compute node, the iptables and ebtables are recreated,
since, at boot, nova-network reapply the configurations.

* From the cloud controller, instances turn into a shutdown state (because they are no
longer running)

* Into the database, data was not updated at all, since nova could not have guessed the
crash.

Before going further, and in order to prevent the admin to make fatal mistakes, the
instances won't be lost, since no "destroy" or "terminate" command had been invoked, so
the files for the instances remain on the compute node.

The plan is to perform the following tasks, in that exact order. Any extra step would be
dangerous at this stage :

1. We need to get the current relation from a volume to its instance, since we will recreate
the attachment.
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2. We need to update the database in order to clean the stalled state. (After that, we
won't be able to perform the first step).

3. We need to restart the instances (so go from a "shutdown" to a "running" state).
4. After the restart, we can reattach the volumes to their respective instances.

5. That step, which is not a mandatory one, exists in an SSH into the instances in order to
reboot them.

B - The Disaster Recovery Process itself

* Instance to Volume relation

We need to get the current relation from a volume to its instance, since we will recreate
the attachment :

This relation could be figured by running nova volume-list (note that nova client includes
ability to get volume info from cinder)

* Database Update

Second, we need to update the database in order to clean the stalled state. Now that we
have saved the attachments we need to restore for every volume, the database can be
cleaned with the following queries:

nmysql > use ci nder;

nmysql > updat e vol umes set nount poi nt =NULL;

nysql > updat e vol unmes set status="avail abl e" where status
<>"error_del eting";

mysqgl > update vol unes set attach_status="detached";

nysql > updat e vol umes set instance_i d=0;

Now, when running nova volume-list all volumes should be available.
* Instances Restart
We need to restart the instances. This can be done via a simple nova reboot $i nst ance

At that stage, depending on your image, some instances will completely reboot and
become reachable, while others will stop on the "plymouth" stage.

DO NOT reboot a second time the ones which are stopped at that stage (see below, the
fourth step). In fact it depends on whether you added an/ et ¢/ f st ab entry for that
volume or not. Images built with the cloud-init package will remain on a pending state,
while others will skip the missing volume and start. (More information is available on
help.ubuntu.com) But remember that the idea of that stage is only to ask nova to reboot
every instance, so the stored state is preserved.

Volume Attachment

After the restart, we can reattach the volumes to their respective instances. Now that
nova has restored the right status, it is time to perform the attachments via a nova
volume-attach
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Here is a simple snippet that uses the file we created :

#! / bi n/ bash

while read |ine; do
vol une="echo $line | $CUT -f 1 -d " "
i nstance="echo $line | $CUT -f 2 -d " "
nmount _poi nt="echo $line | $CUT -f 3 -d " "
echo "ATTACH NG VOLUME FOR | NSTANCE - $i nstance"
nova vol une-attach $i nstance $vol une $nount _poi nt
sleep 2
done < $vol unes_tnp_file

At that stage, instances which were pending on the boot sequence (plymouth) will
automatically continue their boot, and restart normally, while the ones which booted will
see the volume.

* SSH into instances

If some services depend on the volume, or if a volume has an entry into fstab, it could
be good to simply restart the instance. This restart needs to be made from the instance
itself, not via nova. So, we SSH into the instance and perform a reboot :

$ shutdown -r now

Voila! You successfully recovered your cloud after that.
Here are some suggestions :

* Use the par anet er errors=renount inthef st ab file, which will prevent data
corruption.

The system would lock any write to the disk if it detects an I/O error. This configuration
option should be added into the cinder-volume server (the one which performs the ISCSI
connection to the SAN), but also into the instances' f st ab file.

* Do not add the entry for the SAN's disks to the cinder-volume's f st ab file.

Some systems will hang on that step, which means you could lose access to your
cloud-controller. In order to re-run the session manually, you would run the following
command before performing the mount:

# iscsiadm -mdiscovery -t st -p $SAN_IP $ i scsiadm -m node --target-nane
$ION -p $SAN I P -1

 For your instances, if you have the whole / hone/ directory on the disk, instead of
emptying the / home directory and map the disk on it, leave a user's directory with the
user's bash files and the aut hori zed_keys file.

This will allow you to connect to the instance, even without the volume attached, if you
allow only connections via public keys.
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C- Scripted DRP

You can download from here a bash script which performs these five steps :
The "test mode" allows you to perform that whole sequence for only one instance.
To reproduce the power loss, connect to the compute node which runs that same instance

and close the iscsi session. Do not dettach the volume via nova volume-detach, but instead
manually close the iscsi session.

In the following example, the iscsi session is number 15 for that instance :

$ iscsiadm -m session -u -r 15

Do not forget the flag -r ; otherwise, you will close ALL sessions.
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15. OpenStack Interfaces

ADbOUL the DashbDOard ........ooeeiieiiiii e e e e e e e e e s e e e e ranas 274
REMOTE CONSOIE ACCESS ...ttt e e et e e e e e e e e e easeaeneenennns 292

The OpenStack dashboard, a Web interface, enables you to connect to running instances
through a VNC connection.

About the Dashboard

The OpenStack dashboard, also known as horizon, is a Web interface that allows cloud
administrators and users to manage various OpenStack resources and services. The
dashboard enables web-based interactions with the OpenStack Compute cloud controller
through the OpenStack APIs. The following instructions show you an example deployment
that is configured with an Apache web server.

System Requirements for the Dashboard

Because Apache does not serve content from a root user, you must use another user with
sudo privileges and run as that user.

You should have a running OpenStack Compute installation with the Identity Service,
Keystone, enabled for identity management.

The dashboard needs to be installed on the node that can contact the Identity Service.
You should know the URL of your Identity endpoint and the Compute endpoint.
You must know the credentials of a valid Identity service user.

You must have git installed. It's straightforward to install it with sudo apt-get install git-
core.

Python 2.6 is required, and these instructions have been tested with Ubuntu 10.10.
It should run on any system with Python 2.6 or 2.7 that is capable of running Django
including Mac OS X (installing prerequisites may differ depending on platform).

Optional components:
* An Image Store (Glance) endpoint.
* An Object Store (Swift) endpoint.

* A Quantum (networking) endpoint.

Install and configure the dashboard

Before you can install and configure the dashboard, meet the following system
requirements:

Dashboard system requirements:

* OpenStack Compute installation. The cloud operator must set up an OpenStack Compute
installation and enable the Identity Service for user and project management.
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User: Note the URLs of the Identity Service and Compute endpoints.

* |dentity Service user with sudo privileges. Because Apache does not serve content from a
root user, the cloud operator must set up an Identity Service user with sudo privileges.

User: Note the credentials of this user.

* git. Install git by running the following command:

$ sudo apt-get install git-core

* Python 2.6 or 2.7. The Python version must support Django. These instructions were
tested with Ubuntu 10.10.

The Python version should run on any system, including Mac OS X.
The installation prerequisites might differ by platform.

For more information about how to deploy the dashboard, see Deploying Horizon.

Procedure 15.1. To install the dashboard:

1. Install the dashboard on the node that can contact the Identity Service as root:
# apt-get install -y nmencached |ibapache2-nod-wsgi openstack-dashboard

# yuminstall -y mencached python-nmencached nod _wsgi openst ack-dashboard

2. Modify the value of CACHES[ ' defaul t' ] [' LOCATI ON' ] in/ et c/ openst ack-
dashboard/ | ocal _setti ngs. py/ et c/ openst ack- dashboar d/
| ocal _setti ngs to match the onessetin/ et ¢/ mentached. conf/ et c/
sysconfi g/ mencached. conf.

Open/ et c/ openst ack- dashboar d/ | ocal _setti ngs. py/ et c/ openst ack-
dashboar d/ | ocal _setti ngs and look for this line:

CACHES = {
"defaul t': {
' BACKEND : 'django. core. cache. backends. menctached. MentachedCache' ,
' LOCATION : '127.0.0.1:11211'
}
}

3 Notes

* The address and port must match the ones setin/ et c/
menctached. conf/ et ¢/ sysconfi g/ mencached.

If you change the memcached settings, you must restart the Apache web
server for the changes to take effect.

* You can use options other than memcached option for session storage.
Set the session back-end through the SESSI ON_ENG NE option.
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* To change the timezone, use the dashboard or edit the / et ¢/
openst ack- dashboar d/ | ocal _settings/ et c/openst ack-
dashboard/ | ocal _setti ngs. py file.

Change the following parameter: TI| ME_ZONE = " UTC'
3. Make sure that the web browser on your local machine supports HTMLS5.

Enable cookies and JavaScript.

3 Note
To use the VNC client with the dashboard, the browser must support
HTML5 Canvas and HTML5 WebSockets.

For details about browsers that support noVNC, see https://github.com/
kanaka/noVNC/blob/master/README.md, and https://github.com/
kanaka/noVNC/wiki/Browser-support, respectively.

4. You can configure the dashboard for a simple HTTP deployment or a secured HTTPS
deployment. While the standard installation uses a non-encrypted HTTP channel, you
can enable SSL support for the dashboard.

To configure the dashboard for HTTP, proceed to Procedure 15.2, “To configure the
dashboard for HTTP” [276].

To configure the dashboard for HTTPS, proceed to Procedure 15.3, “To configure the
dashboard for HTTPS" [278].

Procedure 15.2. To configure the dashboard for HTTP

1. Specify the host for your OpenStack Identity Service endpoint in the / et ¢/
openst ack- dashboard/ | ocal _setti ngs. py file with the OPENSTACK _HOST
setting.

The following example shows this setting:
inmport os
fromdjango.utils.translation inport ugettext_|lazy as _

DEBUG = Fal se
TEMPLATE_DEBUG = DEBUG
PROD = True

USE_SSL = Fal se

S| TE_BRANDI NG = ' OpenSt ack Dashboard'

# Ubunt u-specific: Enables an extra panel in the 'Settings' section
# that easily generates a Juju environnents.yanl for downl oad,

# preconfigured with endpoints and credentials required for bootstrap
# and servi ce depl oynent.

ENABLE _JUJU_PANEL = True

# Note: You should change this val ue
SECRET_KEY = 'el j 11 W LoWHgr y YXFT6j 7cMbf GOOxWY0'

# Specify a regular expression to validate user passwords.
# HORI ZON_CONFI G = {

# "password_val idator": {

# "regex": '.*',
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"hel p_text": _("Your password does not neet the requirenments.")

H* O H
-

}

LOCAL_PATH = os. pat h. di rnanme( os. pat h. abspath(__file_))

CACHES = {
"default': {
' BACKEND : 'dj ango. core. cache. backends. mentached. MentachedCache' ,
'LOCATION : '127.0.0.1:11211
}
}

# Send enmuil to the console by default

EMAI L_BACKEND = ' dj ango. core. nui | . backends. consol e. Emai | Backend'
# O send themto /dev/null

#EMAI L_BACKEND = ' dj ango. cor e. mai | . backends. dummy. Enwi | Backend'

# Configure these for your outgoing enmil host

# EMAI L_HOST = ' snt p. nmy- conpany. com

# EMAIL_PORT = 25

# EMAI L_HOST _USER = ' dj angonmi | '

# EMAI L_HOST_PASSWORD = 'top-secret!’

# For nultiple regions uncoment this configuration, and add (endpoint, title).
# AVAI LABLE REG ONS = [

# ("http://clusterl. exanpl e. com 5000/v2.0', 'clusterl'),

# (" http://cluster2. exanpl e.com 5000/v2.0', 'cluster2'),

# ]

OPENSTACK_HOST = "127.0.0.1"
OPENSTACK_KEYSTONE_URL = "http://%:5000/v2.0" % OPENSTACK_HOST
OPENSTACK_KEYSTONE_DEFAULT_ROLE = " Menber"

The OPENSTACK_KEYSTONE_BACKEND settings can be used to identify the
capabilities of the auth backend for Keystone.

I f Keystone has been configured to use LDAP as the auth backend then set
can_edit_user to False and nane to 'ldap'.

HHHHH

TODO(tres): Renove these once Keystone has an APl to identify auth backend.
OPENSTACK_KEYSTONE_BACKEND = {

‘nane': 'native',
‘can_edit_user': True

}

# OPENSTACK_ENDPO NT_TYPE specifies the endpoint type to use for the endpoints
# in the Keystone service catal og. Use this setting when Horizon is running

# external to the OpenStack environment. The default is 'internal URL'.
#OPENSTACK_ENDPO NT_TYPE = "publ i cURL"

# The nunber of Swift containers and objects to display on a single page before
# providing a paging elenent (a "nore" link) to paginate results.
APl _RESULT_LIM T = 1000

# If you have external nonitoring |inks, eg:
# EXTERNAL_MONI TORI NG = [
# ["Nagios', ' http://foo.com],

# ["Ganglia','http://bar.com],
#]
LOGGE NG = {
‘version': 1,
# When set to True this will disable all |ogging except

# for loggers specified in this configuration dictionary. Note that

# if nothing is specified here and di sabl e_exi sting_|l oggers is True,
# dj ango. db. backends will still log unless it is disabled explicitly.
' di sabl e_exi sting_| oggers': False,

‘handlers': {

‘null': {
‘level': 'DEBUG ,
‘class': 'django.utils.log.NullHandler',
Ir

'consol e': {
# Set the level to "DEBUG' for verbose output |ogging.

‘level': "INFO,
‘class': 'logging. StreanHandl er',
b
H
'l oggers': {
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# Loggi ng from dj ango. db. backends is VERY verbose, send to null

# by defaul t.
' dj ango. db. backends' : {
"handlers': ['null'],

' propagate': Fal se,
"horizon': {
"handlers': ['console'],
' propagate': Fal se,
"novaclient': {
"handlers': ['console'],
' propagate': Fal se,
b
' keystoneclient': {
"handlers': ['console'],
' propagate': Fal se,
' nose. pl ugi ns. manager' : {
"handlers': ['console'],
' propagate': Fal se,

}
The HORI ZON_CONFI Gdictionary contains all the settings for the dashboard. Whether
or not a service is in the dashboard depends on the Service Catalog configuration in
the Identity Service. For the full listing, see Horizon Settings and Configuration.

2. Point your browser to the public IP address for your instance. For example:
http://192.168. 206. 130

3. After you connect to the dashboard through the URL, a login page appears.

Enter the credentials for any user that you created with the OpenStack Identity
Service.

For example, enter adm n for the user name and secr et e for the password.

Procedure 15.3. To configure the dashboard for HTTPS

The following example uses the domain, ht t p: / / openst ack. exanpl e. com Use a
domain that fits your current set up.

1. In/ et ¢/ openst ack- dashboard/ | ocal _setti ngs. py, update the following
parameter:

USE_SSL = True
2. Edit/etc/apache2/ ports. conf and add the following line:

NaneVi r t ual Host *: 443

3. Edit/etc/apache2/ conf. d/ openst ack- dashboar d. conf. Change the
contents of the file to match the Example 15.2, “openstack-dashboard.conf - after
editing” [279].
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Example 15.1. openstack-dashboard.conf - before editing

WA ScriptAlias / /usr/share/ openst ack- dashboar d/ openst ack_dashboar d/ wsgi / dj ango. wsgi
WBG DaenonProcess hori zon user =www« dat a gr oup=www dat a processes=3 threads=10

Alias /static /usr/share/openstack-dashboard/ openst ack_dashboard/ stati c/

<Directory /usr/sharel/ openst ack- dashboar d/ openst ack_dashboar d/ wsgi >

Order al |l ow, deny

Al ow fromall

</Directory>

Example 15.2. openstack-dashboard.conf - after editing

<Virtual Host *:80>

Ser ver Nane openst ack. exanpl e. com

Redi rect Per manent / https://openstack. exanpl e. com
</ Vi rt ual Host >

<Virtual Host *:443>

Server Name openst ack. exanpl e. com

SSLEngi ne On

SSLCertificateFile /etc/apache2/ SSL/ openst ack. exanpl e. com crt
SSLCACertificateFile /etc/apache2/ SSL/ openst ack. exanpl e. com crt
SSLCertificateKeyFile /etc/apache2/ SSL/ openst ack. exanpl e. com key
Set Envlf User-Agent ".*MSIE *" nokeepalive ssl-uncl ean-shut down

WSA ScriptAlias / /usr/share/ openst ack- dashboar d/ openst ack_dashboar d/ wsgi / dj ango. wsgi
WBG DaenonProcess hori zon user =www« dat a gr oup=www dat a processes=3 t hreads=10

Alias /static /usr/share/openstack-dashboard/ openst ack_dashboard/ stati c/

<Directory /usr/share/ openst ack- dashboar d/ openst ack_dashboar d/ wsgi >

Order al |l ow, deny

Al ow from all

</Directory>

</ Vi rt ual Host >

In this configuration, Apache listens on the port 443 and redirects all the hits to the
HTTPS protocol for all the non-secured requests. In the secured section, the private key,
public key, and certificate to use are defined.

4. Restart Apache and memcached:

# service apache2 restart
# service nmenctached restart

If you call the HTTP version of the dashboard through your browser, you are redirected
to the HTTPS page.

5. Point your browser to the public IP address for your instance. For example:
https://192. 168. 206. 130
6. After you connect to the dashboard through the URL, a login page appears.

Enter the credentials for any user that you created with the OpenStack Identity
Service.

For example, enter adm n for the user name and secr et e for the password.

Procedure 15.4. To adjust the dimensions of the VNC window in the
Dashboard

The size of the window image used for VNC is hard-coded in a Django HTML template. To
alter the hard-coded values, edit the _det ai | _vnc. ht nl template file.
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1. Edit /usr/share/pyshared/horizon/dashboards/nova/instances/templates/instances/
_detail_vnc.html.

2. Modify the wi dt h and hei ght parameters, as follows:

<iframe src="{{ vnc_url }}" wi dth="720" hei ght="430"></ifrane>

Configuring the Dashboard

1. Simple deployment (HTTP)

Specify the host for your OpenStack Identity Service endpoint in the / et ¢/ openst ack-
dashboar d/ | ocal _setti ngs. py file with the OPENSTACK_HOST setting. An
example is included:

i nport os
fromdjango.utils.translation inport ugettext |azy as _

DEBUG = Fal se
TEMPLATE_DEBUG = DEBUG
PROD = True

USE SSL = Fal se

SI TE_BRANDI NG = ' OpenSt ack Dashboar d'

# Ubunt u-specific: Enables an extra panel in the 'Settings' section
# that easily generates a Juju environnments.yam for downl oad,

# preconfigured with endpoints and credentials required for bootstrap
# and service depl oynent.

ENABLE JUJU PANEL = True

# Note: You shoul d change this val ue
SECRET_KEY = 'elj 11 W LoWHgr y YXFT6j 7cMbf GOOxWYO'

# Specify a regul ar expression to validate user passwords.
# HORI ZON_CONFI G = {

# "password_val i dator": {

# "regex": "'.*',

# "hel p_text": _("Your password does not neet the requirenents.")
# }

# }

LOCAL_PATH = os. pat h. di rnane( os. pat h. abspath(__file__))

CACHES = {
"default': {
' BACKEND : 'dj ango. core. cache. backends. mentached. MentachedCache' ,
' LOCATION : '127.0.0.1:11211'
}
}

# Send enmmil to the consol e by default

EMAI L_BACKEND = ' dj ango. cor e. mai | . backends. consol e. Emai | Backend'
# O send themto /dev/null

#EMAI L_BACKEND = ' dj ango. core. mai | . backends. dunmy. Enai | Backend'

# Configure these for your outgoing email host
# EMAI L_HOST = 'snt p. my- conpany. com
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# EMAI L_PORT = 25
# EMAlI L_HOST_USER = ' dj angonai | '
# EMAI L_HOST_PASSWORD = 't op-secret!’

# For nmultiple regions unconment this configuration, and add (endpoint,
title).

# AVAI LABLE REG ONS = [

# ("http://clusterl. exanpl e.com 5000/v2.0"', 'clusterl'),

# ("http://cluster?2. exanpl e. com 5000/v2.0', 'cluster2'),

# ]

OPENSTACK_HOST = "127.0.0. 1"
OPENSTACK_KEYSTONE_URL = "http://%:5000/v2.0" % OPENSTACK HOST
OPENSTACK_KEYSTONE_DEFAULT_RCLE = " Menber "

# The OPENSTACK KEYSTONE_BACKEND settings can be used to identify the
# capabilities of the auth backend for Keystone.
# | f Keystone has been configured to use LDAP as the auth backend then set
# can_edit _user to False and nane to 'Idap'.
#
# TODQ(tres): Renobve these once Keystone has an APl to identify auth
backend.
OPENSTACK_KEYSTONE_BACKEND = {
"nanme': 'native',
‘can_edit _user': True
}
# OPENSTACK ENDPO NT_TYPE specifies the endpoint type to use for the
endpoi nt s

# in the Keystone service catal og. Use this setting when Horizon is running
# external to the OpenStack environment. The default is 'internal URL'
#OPENSTACK_ENDPOI NT_TYPE = "publ i cURL"

# The nunber of Swift containers and objects to display on a single page
bef ore

# providing a paging element (a "more" link) to paginate results.

APl _RESULT _LIMT = 1000

# |f you have external nonitoring |inks, eg:
# EXTERNAL_MONI TORI NG = [

# ["Nagios', ' http://foo.conm],
# ["Ganglia','http://bar.com],
# ]
LOGE NG = {
"version': 1,
# When set to True this will disable all |ogging except

# for loggers specified in this configuration dictionary. Note that

# if nothing is specified here and disabl e_existing | oggers is True,

# dj ango. db. backends will still log unless it is disabled
explicitly.

' di sabl e_exi sting_|l oggers': Fal se,

"handl ers': {

"null': {
'l evel ' : ' DEBUG ,
"class': 'django.utils.log.NullHandler',
Ie

‘consol e': {
# Set the level to "DEBUG' for verbose output | ogging.
'level': 'I NFO
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"class': 'l ogging. StreamHandl er',
by
Ji -
"l oggers': {
# Loggi ng from dj ango. db. backends is VERY verbose, send to null
# by default.

' dj ango. db. backends' : {
"handlers': ['"null'],
' propagate': Fal se,
"horizon': {
"handlers': ['console'],
' propagate': Fal se,

}

ovaclient': ({
"handlers': ['console'],
' propagate': Fal se,

}

eystoneclient': {
"handlers': ['console'],
' propagate': Fal se,

}

ose. pl ugi ns. manager': {
"handlers': ['console'],
' propagate': Fal se,

}

The HORIZON_CONFIG dictionary contains all the settings for the Dashboard. Whether
or not a service is in the Dashboard depends on the Service Catalog configuration in the
Identity service. Refer to Horizon Settings and Configuration for the full listing.

2. Secured deployment (HTTPS)

While the standard installation uses a non-encrypted channel (HTTP), it is possible to
enable the SSL support for the OpenStack Dashboard. In the following example, we use
the domain "http://openstack.example.com", make sure to use one that fits your current
setup.

* In/ et c/ openst ack- dashboar d/ | ocal _setti ngs. py update the following
directive:

USE_SSL = True

e Edit/ et c/ apache2/ ports. conf and add the following line:

NaneVi rt ual Host *: 443
» Edit/ et c/ apache2/ conf. d/ openst ack- dashboar d. conf:

Before:
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WSGE Script Alias / /usr/share/ openst ack- dashboar d/ openst ack_dashboar d/ wsgi /
dj ango. wsgi
WSGE DaenonProcess horizon user =ww\ dat a gr oup=www«+ dat a processes=3
t hr eads=10
Alias /static /usr/share/openstack-dashboard/ openst ack_dashboard/ stati c/
<Directory /usr/share/ openst ack- dashboar d/ openst ack_dashboar d/ wsgi >
O der al |l ow, deny
Al ow from al |
</Directory>

After:

<Virtual Host *: 80>

Ser ver Name openst ack. exanpl e. com

Redi r ect Per manent / https://openstack. exanpl e. com
</ Vi r t ual Host >
<Virtual Host *: 443>

Server Nanme openst ack. exanpl e. com

SSLEngi ne On

SSLCertificateFile /etc/apache2/ SSL/ openst ack. exanpl e. com crt
SSLCACertificateFile /etc/apache2/ SSL/ openst ack. exanpl e.com crt
SSLCertificateKeyFile /etc/apache2/ SSL/ openst ack. exanpl e. com key
Set Envl f User-Agent ".*MSIE. *" nokeepal i ve ssl-uncl ean- shut down

WSGE Scri pt Alias / /usr/share/ openst ack- dashboar d/ openst ack_dashboar d/
wsgi / dj ango. wsgi
WSG DaenonProcess horizon user =ww\ dat a gr oup=www+ dat a processes=3

t hreads=10
Alias /static /usr/share/ openst ack-dashboar d/ openst ack_dashboar d/
static/

<Directory /usr/share/ openst ack- dashboar d/ openst ack_dashboar d/ wsgi >
O der al |l ow, deny
Al l ow from al |
</Directory>
</ Vi rt ual Host >

In this configuration, we instruct Apache to listen on the port 443 and to redirect all
the hits to the HTTPs protocol for all the non-secured requests. In the secured section,
we define as well the private key, the public key, and the certificate to use.

* Finally restart Apache and memcached:

# service apache2 restart
# service nmentached restart

You should now be redirected to the HTTPs page if you call the HTTP version of the
dashboard via your browser.

Validating the Dashboard Install

To validate the Dashboard installation, point your browser at http://192.168.206.130. Once
you connect to the Dashboard with the URL, you should see a login window. Enter the
credentials for users you created with the Identity Service, Keystone. For example, enter
"admin" for the username and "secrete" as the password.
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n Overview Logged in as: admin  Settngs

Select a month to query its usage:
OpenSta(k March ~| 2018 || submit

Active Instances: - Active RAM: - This Month's VCPU-Hours: - This Month's GB-Hours: -
Usage Summary & Downioad CSV Summary

Project Name VCPUs Disk RAM VCPU Hours Disk GB Hours

How To Custom Brand The OpenStack Dashboard (Horizon)

Adapted from a blog post by Preston Lee.

When deploying OpenStack on Ubuntu Server 12.04, you can have the openst ack-
dashboar d package installed to provide the web-based “Horizon” GUI component.
Canonical also provides an openst ack- dashboar d- ubunt u- t heme package that
brands the Python-based Django GUI.

The Horizon documents briefly mention branding customization to give you a head start,
but here are more specific steps. Here's a custom-branded Horizon dashboard with custom
colors, logo, and site title:

TGen Cloud

: Log In

User Name

plee

Password

|
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TG e 1] c Iou d Logged in as: plee Settings Sign Out

Admin Flavors

System Panel

Flavors Create Flavor Delete Flavors

Instar [l ID  Flaver Name VCPUs Memory Root Disk Ephemeral Disk Actions

(] 5 ml.xlarge 8 16384 10 160 Delete Flavor

4 mi.large 4 8192 10 80 Delete Flavor

(] 3 ml.medium 2 4096 10 40 Delete Flavor

Uset 2 ml.small 1 2048 10 20 Delete Flavor

(] 1 ml.tiny 1 512 = = Delete Flavor

Displaying 5 items

Once you know where to make the appropriate changes, it’s super simple. Step-by-step:

1. Create a graphical logo with a transparent background. The text “TGen Cloud” in this
example is actually rendered via .png files of multiple sizes created with a graphics
program. Use a 200x27 for the logged-in banner graphic, and 365x50 for the login
screen graphic.

2. Set the HTMLL title (shown at the top of the browser window) by adding the following
line to/ et c/ openst ack- dashboard/ | ocal _setti ngs. py: SI TE_BRANDI NG =
"Exanmpl e, Inc. d oud"

3. Upload your new graphic files to:

[ usr/ shar e/ openst ack- dashboar d/ openst ack_dashboar d/ st ati c/ dashboar d/ i ng/

4. Create a new CSS stylesheet — we'll call ours custom.css — in the directory:

[ usr/ shar e/ openst ack- dashboar d/ openst ack_dashboar d/ st at i c/ dashboar d/ css/

5. Edit your CSS file using the following as a starting point for customization, which simply
overrides the Ubuntu customizations made in the ubuntu.css file.

Change the colors and image file names as appropriate, though the relative directory
paths should be the same.

/*

* New thenme colors for dashboard that override the defaults:
* dark blue: #355796 / rgb(53, 87, 150)

* |light blue: #BAD3El1 / rgb(186, 211, 225)

*

* By Preston Lee <plee@gen. org>

*/

h1. brand {

background: #355796 repeat-x top left;

border-bottom 2px solid #BAD3E1L;
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}

hl. brand a {

background: wurl(../inmg/ my_cloud_ | ogo snall.png) top |eft no-repeat;

}

#spl ash .login {

background: #355796 url (../inmg/ my_cloud_| ogo_nedi um png) no-repeat center
35px;

}

#spl ash .| ogi n . nodal - header {

border-top: 1px solid #BAD3EL;

}

.btn-primary {

background-i mage: none !inportant;
background- col or: #355796 !i nportant;
border: none !inportant;

box- shadow. none;

}

. btn-primary: hover,
.btn-primary:active {

bor der: none;

box- shadow. none;

backgr ound- col or: #BAD3El !i nportant;
t ext -decor ati on: none;

}

6. Open the following HTML template in an editor:

[ usr/ shar e/ openst ack- dashboar d/ openst ack_dashboar d/ t enpl at es/ _styl esheet s.
ht m

7. Add a line to include your new stylesheet pointing to custom.css: (I've highlighted the
new line in bold.)

<link href="{{ STATIC URL }}bootstrap/css/bootstrap.m n.css' nedi a=' screen'

rel =" styl esheet' />

<link href="{{ STATIC URL }}dashboard/css/{% choose_css %' nedi a=' screen'

rel =" styl esheet' />

<link href="{{ STATIC URL }}dashboard/css/custom css' nedia='screen' rel=
'styl esheet' />

8. Restart apache just for good measure: sudo servi ce apache2 restartsudo
service httpd restart

9. Reload the dashboard in your browser and fine tune your CSS appropriate.

You're done!

OpenStack Dashboard Session Storage

Horizon uses Django’s sessions framework for handling user session data; however that's
not the end of the story. There are numerous session backends available, which are
controlled through the SESSION_ENGINE setting in your local_settings.py file. What follows
is a quick discussion of the pros and cons of each of the common options as they pertain to
deploying Horizon specifically.
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Local Memory Cache

Local memory storage is the quickest and easiest session backend to set up, as it has no
external dependencies whatsoever. However, it has two significant drawbacks:

1. No shared storage across processes or workers.
2. No persistence after a process terminates.

The local memory backend is enabled as the default for Horizon solely because it has no
dependencies. It is not recommended for production use, or even for serious development
work. Enabled by:

SESSI ON_ENG NE = ' dj ango. contri b. sessi ons. backends. cache'
CACHES = {

' BACKEND : ' dj ango. core. cache. backends. | ocmem LocMenmCache'
}

Memcached

External caching using an application such as memcached offers persistence and shared
storage, and can be very useful for small-scale deployment and/or development. However,
for distributed and high-availability scenarios memcached has inherent problems which are
beyond the scope of this documentation.

Memcached is an extremely fast and efficient cache backend for cases where it fits the
deployment need, but it's not appropriate for all scenarios.

Requirements:
1. Memcached service running and accessible.
2. Python memcached module installed.

Enabled by:

SESSI ON_ENG NE = ' dj ango. contri b. sessi ons. backends. cache’

CACHES = {
' BACKEND : ' dj ango. cor e. cache. backends. nencached. MentachedCache'
" LOCATION : 'nmy_nenctached_host: 11211',

}
Database

Database-backed sessions are scalable (using an appropriate database strategy), persistent,
and can be made high-concurrency and highly-available.

The downside to this approach is that database-backed sessions are one of the slower
session storages, and incur a high overhead under heavy usage. Proper configuration of
your database deployment can also be a substantial undertaking and is far beyond the
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scope of this documentation. To enable, follow the below steps to initialise the database
and configure it for use

Start the mysql command line client by running:
$ nysql -u root -p
Enter the MySQL root user's password when prompted.

To configure the MySQL database, create the dash database.

nmysql > CREATE DATABASE dash;

Create a MySQL user for the newly-created dash database that has full control of the
database.

mysql > GRANT ALL ON dash.* TO 'dash' @ % | DENTI FI ED BY
" your password' ;

Enter quit at the nysql > prompt to exit MySQL.

Inthe / et ¢/ openst ack- dashboar d/ | ocal _setti ngs. py file, change these options:

SESSI ON_ENG NE = ' dj ango. cor e. cache. backends. db. Dat abaseCache'
DATABASES = {
"default': {
# Dat abase configuration here
"ENG NE' : ' dj ango. db. backends. nysql ',
" NAME' : ' dash’,
'USER : ' dash',
' PASSWORD' : ' your password',
'HOST' : 'l ocal host',
"default-character-set': "utf8'

}

After configuring the | ocal _set ti ngs. py as shown, you can run the manage.py
syncdb command to populate this newly-created database.

$ /usr/shar e/ openst ack- dashboar d/ manage. py syncdb

As a result, you should see the following at the end of what returns:

Installing custom SQ ...

Installing indexes ...

DEBUG: dj ango. db. backends: (0. 008) CREATE | NDEX " dj ango_sessi on_c25c2c28° ON
“dj ango_session® (" expire_date');; args=()

No fixtures found.

If you want to avoid a warning when restarting apache2, create a blackhole directory in the
dashboard directory like so:

# sudo nkdir -p /var/lib/dash/.blackhol e

Restart Apache to pick up the default site and symbolic link settings.
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# letc/init.d/ apache2 restart

# service httpd restart

Restart the nova-api service to ensure the API server can connect to the Dashboard and to
avoid an error displayed in the Dashboard.

sudo restart nova-api

Cached Database

To mitigate the performance issues of database queries, you can also consider using
Django’s cached_db session backend which utilizes both your database and caching
infrastructure to perform write-through caching and efficient retrieval. You can enable this
hybrid setting by configuring both your database and cache as discussed above and then
using:

SESSI ON_ENG NE = "dj ango. contri b. sessi ons. backends. cached_db"

Cookies

If you're using Django 1.4 or later, a new session backend is available to you which avoids
server load and scaling problems: the signed_cookies backend!

This backend stores session data in a cookie which is stored by the user’s browser. The
backend uses a cryptographic signing technique to ensure session data is not tampered
with during transport (this is not the same as encryption, session data is still readable by an
attacker).

The pros of this session engine are that it doesn’t require any additional dependencies or
infrastructure overhead, and it scales indefinitely as long as the quantity of session data

being stored fits into a normal cookie.

The biggest downside is that it places session data into storage on the user’s machine and
transports it over the wire. It also limits the quantity of session data which can be stored.

For a thorough discussion of the security implications of this session backend, please read
the Django documentation on cookie-based sessions.

Launching Instances using Dashboard

The Dashboard can be used to launch instances. This section explains the various steps to
be followed to launch a instance.

Modify Security Groups

Before launching a VM, first modify the Security Groups rules to allow us to ping and SSH
to the instances. This is done by editing the default security group or adding a new security
group. For ease of understanding, modify the default security group.
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Edit Security Group Rules

Security Group Rules

IP Protocol From Port To Port Actions

] TCP 22 22

Displaying 1 tem

Add Rule
Ip protocol From port Cidr

icmp AR - 0.0.0.0/0

Cancel Add Rule

Select IP protocol TCP and enter 22 in "From Port" and "To Port" and CIDR 0.0.0.0/0. This
opens port 22 for requests from any IP. If you want requests from particular range of IP,
provide it in CIDR field.

Select IP protocol ICMP and enter -1 in "From Port" and "To Port" and CIDR 0.0.0.0/0. This
allows ping from any IP. If you want ping requests from particular range of IP, provide it in
CIDR field.

Adding Keypair

Next add a Keypair. Once a Keypair is added, the public key would be downloaded. This
key can be used to SSH to the launched instance.

Create Keypair

Keypair Name Description:

MyKey Keypairs are ssh credentials which are injected
into images when they are launched. Creating a
new key pair registers the public key and

downloads the private key (a _pem file)

Protect and use the key as you would any
normal ssh private key.

Cancel Create Keypair

Once this is done, we are now all set to launch an Instance

Launching Instance

Click Images & Snapshots and launch a required instance from the list of images available.
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n |mages 8’ Snapshots Logged in as: admin Settings Sign Out

openstack  Images
Name Type Status Public Container Format Actions
Project O cirmos-0.3.0-x86_64-blank Image Active Yes AMI Launch
Displaying 1 item
admin
anage Compute
Snapshots
Name Type Status Public Container Format Actions

Mo items to display.

Displaying 0 items

Click launch on the required image. Provide a Server Name, select the flavor, the keypair
added above and the default security group. Provide the number of instances required.
Once these details are provided, click Launch Instance.

Launch Instances

Server Name Description:

Specify the details for launching an instance
Also please make note of the table below: all

F«T\,’F\rsﬂnstance

User Data tenants have quotas which define the limit of
resources they are allowed to provision
Quota Name Limit
RAM (MB) 51200MB
Floating IPs 10
Instances 10
4 Volumes 10
Flavor
Available Disk 1000GB
m.tiny (1VCPU / 0GB Disk / 512MB Ram )
Keypair
MyKey

Instance Count

1

Security Groups
default

Cancel Launch Instance

Once the status is Active, the instance is ready and we can ping and SSH to the instance.
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n Instances & Volumes Logged n as: acmin

openstack Instances
Name IP Address Size Status Task Power State Actions
Project [ ViyFirstinstance 10.0.0.2 512MB RAM | 1 VCPU | 0 Disk Active Mone Running Edit Instance
Displaying 1 tem
admin
Volumes Create Volume

Name Description Size Attachments Status Actions
No items to display

Displaying 0 tems

Make a secure connection to the launched instance

Here are the steps to SSH into an instance using the downloaded keypair file. The username
is ubuntu for the Ubuntu cloud images on TryStack.

1. Download the MyKey. pemfile from the OpenStack Dashboard.

2. In a command line interface, modify the access to the .pem file:
$ chnmod 0600 MyKey. pem

3. Use the ssh-add command to ensure that the keypair is known to SSH:
$ ssh-add MyKey. pem

4. Copy the IP address from the MyFirstinstance.

5. Use the SSH command to make a secure connection to the instance:

$ ssh -i MyKey. pem ubunt u@o. 0. 0. 2

You should see a prompt asking "Are you sure you want to continue connection (yes/
no)?" Type yes and you have successfully connected.

Remote Console Access

OpenStack has two main methods for providing a remote console or remote desktop access
to guest Virtual Machines. They are VNC, and SPICE HTML5 and can be used either through
the OpenStack dashboard and the command line. Best practice is to select one or the other
to run.

Overview of VNC Proxy

The VNC Proxy is an OpenStack component that allows users of the Compute service to
access their instances through VNC clients.

The VNC console connection works as follows:

1. User connects to APl and gets an access_url like htt p: / /i p: port/ ?t oken=xyz.
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2. User pastes URL in browser or as client parameter.
3. Browser/Client connects to proxy.

4. Proxy talks to nova-consoleauth to authorize the user's token, and then maps the
token to the private host and port of an instance's VNC server. The compute host
specifies the address the proxy should use to connect via the nova. conf option
vncserver_proxyclient_address. In this way, the vnc proxy works as a bridge between the
public network, and the private host network.

5. Proxy initiates connection to VNC server, and continues proxying until the session ends.

The proxy also performs the required function of tunneling the VNC protocol over
Websockets so that the noVNC client has a way to talk VNC. Note that in general, the VNC
proxy performs multiple functions:

* Bridges between public network (where clients live) and private network (where
vncservers live).

¢ Mediates token authentication.

» Transparently deals with hypervisor-specific connection details to provide a uniform client
experience.

Figure 15.1. NoVNC Process

Http://novncip:port/?token=xyz ends «authorize_console » message
ction» message

About nova-consoleauth

Both client proxies leverage a shared service to manage token auth called nova-
consoleauth. This service must be running in order for either proxy to work. Many
proxies of either type can be run against a single nova-consoleauth service in a cluster
configuration.

The nova-consoleauth shared service should not be confused with nova-console, which is a
XenAPI-specific service that is not used by the most recent VNC proxy architecture.

Typical Deployment

A typical deployment will consist of the following components:
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* One nova-consoleauth process. Typically this runs on the controller host.

* One or more nova-novncproxy services. This supports browser-based novnc clients. For
simple deployments, this service typically will run on the same machine as nova-api, since
it proxies between the public network and the private compute host network.

* One or more nova-xvpvncproxy services. This supports the special Java client discussed
in this document. For simple deployments, this service typically will run on the same
machine as nova-api, since it proxies between the public network and the private
compute host network.

* One or more compute hosts. These compute hosts must have correctly configured
configuration options, as described below.

Getting an Access URL

Nova provides the ability to create access_urls through the os-consoles extension. Support
for accessing this URL is provided by novaclient:

$ nova get-vnc-consol e [server_id] [novnc|xvpvnc]

Specify 'novnc' to retrieve a URL suitable for pasting into a web browser. Specify 'xvpvnc'
for a URL suitable for pasting into the Java client.

So to request a web browser URL:

$ nova get-vnc-consol e [server_id] novnc

VNC Configuration Options

Table 15.1. Description of configuration options for vnc

Configuration option=Default value (Type) Description

novncproxy_base_url=http://127.0.0.1:6080/ (StrOpt)location of vnc console proxy, in the form

vnc_auto.html "http://127.0.0.1:6080/vnc_auto.html"

vnc_enabled=True (BoolOpt)enable vnc related features

vnc_keymap=en-us (StrOpt)keymap for vnc

vnc_password=None (StrOpt)VNC password

vnc_port=5900 (IntOpt)VNC starting port

vnc_port_total=10000 (IntOpt)Total number of VNC ports

vncserver_listen=127.0.0.1 (StrOpt)IP address on which instance vncservers should
listen

vncserver_proxyclient_address=127.0.0.1 (StrOpt)the address to which proxy clients (like nova-
xvpvncproxy) should connect

3 Note

If you intend to support live migration, you cannot specify a specific IP address
forvncserver | i st en, because that IP address will not exist on the
destination host.
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S Note
vncserver _proxyclient _address - Defaultsto 127. 0. 0. 1. This is
the address of the compute host that nova will instruct proxies to use when
connecting to instance servers. For all-in-one XenServer domU deployments this
can be set to 169.254.0.1. For multi-host XenServer domU deployments this
can be set to a dom0 management ip on the same network as the proxies. For
multi-host libvirt deployments this can be set to a host management IP on the
same network as the proxies.

Accessing VNC Consoles with a Java client

To enable support for the OpenStack Java VNC client in Compute, we provide the nova-
xvpvncproxy service, which you should run to enable this feature.

* xvpvncproxy_port=[ port] -portto bind (defaults to 6081)
* xvpvncpr oxy_host =[ host] -host to bind (defaults to 0.0.0.0)

As a client, you need a special Java client, which is a slightly modified version of TightVNC
that supports our token auth:

$ git clone https://github.com cl oudbui | der s/ nova- xvpvncvi ewer

$ cd nova- xvpvncvi ewer/ vi ewer
$ meke

To create a session, request an access URL by using python-novaclient. Then, run the client
as follows.

To get an access URL:

$ nova get-vnc-consol e [server_id] xvpvnc
To run the client:

$ java -jar VncViewer.jar [access_url]

nova-novncproxy (novnc)

You will need the novnc package installed, which contains the nova-novncproxy service. As
root:

# apt-get install novnc

The service should start automatically on install. To restart it:

# service novnc restart

The configuration option parameter should point to your nova. conf configuration file
that includes the message queue server address and credentials.

By default, nova-novncproxy binds on 0. 0. 0. 0: 6080.

In order to connect the service to your nova deployment, add the two following
configuration options into your nova. conf file:

* vncserver _listen=0.0.0.0
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This configuration option allow you to specify the address for the vnc service to bind on,
make sure it is assigned one of the compute node interfaces. This address will be the one
used by your domain file.

<gr aphi cs type="vnc" autoport="yes" keynmap="en-us"
listen="0.0.0.0"/>

3 Note
In order to have the live migration working, make sure to use the
0. 0. 0. Oaddress.

e vncserver _ proxyclient_ address =127.0.0.1

This is the address of the compute host that nova will instruct proxies to use when
connecting to instance vncservers.

Accessing a VNC console through a web browser

Retrieving an access_url for a web browser is similar to the flow for the Java client. To
retrieve the access URL:

$ nova get-vnc-consol e [server_id] novnc
Then, paste the URL into your web browser.

Additionally, you can use the OpenStack Dashboard (codenamed Horizon), to access
browser-based VNC consoles for instances.

Frequently asked questions about VNC access to VMs
* Q: What is the difference between nova-xvpvncproxy and nova-novncproxy?

A: nova-xvpvncproxy which ships with nova, is a new proxy that supports a simple Java
client. nova-novncproxy uses noVNC to provide vnc support through a web browser.

* Q: 1 want VNC support in the Dashboard. What services do | need?

A: You need nova-novncproxy, nova-consoleauth, and correctly configured compute
hosts.

* Q: When | use nova get-vnc-console or click on the VNC tab of the Dashboard, it hangs.
Why?

A: Make sure you are running nova-consoleauth (in addition to nova-novncproxy). The
proxies rely on nova-consoleauth to validate tokens, and will wait for a reply from them
until a timeout is reached.

* Q: My vnc proxy worked fine during my All-In-One test, but now it doesn't work on
multi host. Why?

A: The default options work for an All-In-One install, but changes must be made on your
compute hosts once you start to build a cluster. As an example, suppose you have two
servers:
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PROXYSERVER (public_ip=172.24.1.1, managenent i p=192.168.1.1)
COVPUTESERVER (nmanagenent _i p=192. 168. 1. 2)

Your nova-compute configuration file would need the following values:

# These flags hel p construct a connection data structure
vncserver _proxyclient_address=192. 168. 1. 2

novncpr oxy_base_url =http://172.24. 1. 1: 6080/ vnc_aut 0. ht m
xvpvncproxy_base url=http://172.24. 1. 1: 6081/ consol e

# This is the address where the underlying vncserver (not the proxy)
# wll listen for connections.
vncserver _|isten=192. 168. 1. 2

Note that novncproxy_base_url and xvpvncproxy_base_url use a public ip; this is the url
that is ultimately returned to clients, who generally will not have access to your private
network. Your PROXYSERVER must be able to reach vncserver_proxyclient_address, as
that is the address over which the vnc connection will be proxied.

See "Important nova-compute Options" for more information.
* Q: My noVNC does not work with recent versions of web browsers. Why?

A: Make sure you have python-numpy installed, which is required to support a newer
version of the WebSocket protocol (HyBi-07+).

* Q: How do | adjust the dimensions of the VNC window image in horizon?

A: These values are hard-coded in a Django HTML template. To alter them, you must
edit the template file _det ai | _vnc. ht nl . The location of this file will vary based
on Linux distribution. On Ubuntu 12.04, the file can be found at/ usr/ shar e/
pyshar ed/ hori zon/ dashboar ds/ nova/ i nst ances/ t enpl at es/ i nst ances/
_detail _vnc. htni.

Modify the wi dt h and hei ght parameters:

<iframe src="{{ vnc_url }}" width="720" hei ght="430"></iframe>

Spice Console

OpenStack Compute has long had support for VNC consoles to guests. The VNC protocol is
fairly limited, lacking support for multiple monitors, bi-directional audio, reliable cut+paste,
video streaming and more. SPICE is a new protocol which aims to address all the limitations
in VNG, to provide good remote desktop support.

SPICE support in OpenStack Compute shares a similar architecture to the VNC
implementation. The OpenStack Dashboard uses a SPICE-HTML5 widget in its console tab,
that communicates to the nova- spi ceht m 5pr oxy service using SPICE-over-websockets.
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The nova- spi ceht ml 5pr oxy service communicates directly with the hypervisor process
using SPICE.

Options for configuring SPICE as the console for OpenStack Compute can be found below.

Table 15.2. Description of configuration options for spice

Configuration option=Default value (Type) Description

agent_enabled=True (BoolOpt)enable spice guest agent support

enabled=False (BoolOpt)enable spice related features

html5proxy_base_url=http://127.0.0.1:6080/ (StrOpt)location of spice html5 console proxy, in the form

spice_auto.html "http://127.0.0.1:6080/spice_auto.html"

keymap=en-us (StrOpt)keymap for spice

server_listen=127.0.0.1 (StrOpt)IP address on which instance spice server should
listen

server_proxyclient_address=127.0.0.1 (StrOpt)the address to which proxy clients (like nova-
spicehtml5proxy) should connect
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16. Security Hardening

Trusted CompPUte POOIS .......coieii e e eaaan 299

OpenStack Compute can be integrated with various third-party technologies to increase
security.

Trusted Compute Pools

Overview

Trusted compute pools enable administrators to designate a group of compute hosts

as "trusted". These hosts use hardware-based security features, such as Intel's Trusted
Execution Technology (TXT), to provide an additional level of security. Combined with an
external standalone web-based remote attestation server, cloud providers can ensure that
the compute node is running software with verified measurements, thus they can establish
the foundation for the secure cloud stack. Through the Trusted Computing Pools, cloud
subscribers can request services to be run on verified compute nodes.

The remote attestation server performs node verification through the following steps:
1. Compute nodes boot with Intel TXT technology enabled.
2. The compute node's BIOS, hypervisor and OS are measured.

3. These measured data is sent to the attestation server when challenged by attestation
server.

4. The attestation server verifies those measurements against good/known database to
determine nodes' trustworthiness.

A description of how to set up an attestation service is beyond the scope of this document.
See the Open Attestation project for an open source project that can be used to implement
an attestation service.
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OpenStack with Trusted Computing Pools

Run_instance(Trust_lvil=Trusted’)

= 4

. Scheduler I
APIEndpoint ! -
e !
17 I Network Controllel
Not Trusted \ !
’ N /
HTT ’I Standalone “ E
’ Attestation A
Service Ay
Attestation RESTful API y

over https | Object Storage

Configuring the Compute service to use Trusted Compute
Pools
The Compute service must be configured to with the connection information for the

attestation service. The connection information is specified in the t r ust ed_comnput i ng
section of nova.conf. Specify the following parameters in this section.

server Hostname or IP address of the host that runs the attestation service
port HTTPS port for the attestation service

server_ca_file Certificate file used to verify the attestation server's identity.

api_url The attestation service URL path.

auth_blob An authentication blob, which is required by the attestation service.

Add the following lines to / et ¢/ nova/ nova. conf inthe DEFAULT and

t rust ed_conput i ng sections to enable scheduling support for Trusted Compute Pools,
and edit the details of the t r ust ed_conput i ng section based on the details of your
attestation service.
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[ DEFAULT]

conput e_schedul er _dri ver=nova. schedul er.filter_schedul er. Fi |l ter Schedul er
schedul er _avail abl e_filters=nova.scheduler.filters.all _filters

schedul er_default _filters=Avail abilityZoneFilter, RanFilter, ConputeFilter,
TrustedFilter

[trusted_conputi ng]

server=10. 1. 71. 206

port=8443

server _ca_file=/etc/noval/ssl.10.1.71. 206.crt
# If using OAT v1.5, use this api_url:

api _url =/ AttestationService/resources

# If using OAT pre-v1l.5, use this api _url:
#api _ur| =/ OpenAtt est ati onWebSer vi ces/ V1. 0
aut h_bl ob=i - am openst ack

Restart the nova-compute and nova-scheduler services after making these changes.

Table 16.1. Description of configuration options for trustedcomputing

Configuration option=Default value (Type) Description
attestation_api_url=/OpenAttestationWebServices/V1.0 | (StrOpt)attestation web API URL
attestation_auth_blob=None (StrOpt)attestation authorization blob - must change
attestation_auth_timeout=60 (IntOpt)Attestation status cache valid period length
attestation_port=8443 (StrOpt)attestation server port

attestation_server=None (StrOpt)attestation server http
attestation_server_ca_file=None (StrOpt)attestation server Cert file for Identity verification

Specify trusted flavors

One or more flavors must be configured as "trusted". Users can then request trusted nodes
by specifying one of these trusted flavors when booting a new instance. Use the nova-
manage instance_type set_key command to set a flavor as trusted. For example, to set the
m1.tiny flavor as trusted:

# nova- manage instance_type set_key nmil.tiny trust:trusted_host trusted

A user can request that their instance runs on a trusted host by specifying a trusted flavor
when invoking the nova boot command.
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Mem > 2G
Disk > 50G
Trust_lvl = Trusted

Trust
State

Standalone
Attestation
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17. OpenStack Compute Automated
Installations

Deployment Tool for OpenStack using Puppet (dodai-deploy) ........cccveeeviieiiiiiiininennnn. 303
In a large-scale cloud deployment, automated installations are a requirement for successful,
efficient, repeatable installations. Automation for installation also helps with continuous
integration and testing. This chapter offers some tested methods for deploying OpenStack
Compute with either Puppet (an infrastructure management platform) or Chef (an

infrastructure management framework) paired with Vagrant (a tool for building and
distributing virtualized development environments).

Deployment Tool for OpenStack using Puppet
(dodai-deploy)

The dodai-deploy is a software management tool. It supports the following softwares.

* OpenStack Folsom(Compute, Glance, Swift, Keystone). Compute includes Nova, Horizon,
Cinder and Quantum.

* hadoop 0.22.0

* sun grid engine 6.2u5

Features

* Manage installation, uninstallation and testing of a software.
* Support deployment on multiple machines.
 Support target machines in different network segments.

* Provide web Ul to facilitate user operations.

Provide REST API to make it possible to integrate it with other tools.

» Support parallel installation of software components.
OSes supported

Table 17.1. OSes supported

ubuntu 12.04

OpenStack Folsom )
(Compute, Glance,
Swift, Keystone)

hadoop 0.22.0 ) ) )
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ubuntu 12.04

sun grid engine 6.2u5 |:) ) )

Glossary

dodai-deploy server - The server in which services of dodai-deploy is started.

Node - The machine that is the target of installation.

Nova, Glance, Swift etc.

Proposal - The set of the kinds of configurations which describe how to install a software.
The configurations include "Node config", "Config item", "Software config", "Component
config".

Node config - A configuration that describes which component to be installed on a node.

Config item - A variable which can be used in the content of software config and
component config.

Software config - A configuration that describes the content of a configuration file for all
components.

Component config - A configuration that describes the content of a configuration file for
only one component.

Installation

The $home in the following sections is the path of the home directory of the dodai-deploy.

1.

Download dodai-deploy.

Execute the following commands on the dodai-deploy server and all the nodes.

$ sudo apt-get install git -y
$ git clone https://github.con nii-cloud/dodai-deploy.git
$ cd dodai - depl oy

. Set up the dodai-deploy server.

Execute the following commands on dodai-deploy server to install necessary softwares
and modify their settings.

$ sudo $hone/ set up- env/ setup. sh server

. Set up nodes.

Execute the following commands on all the nodes to install necessary softwares and
modify their settings.
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$ sudo $hone/ set up-env/setup.sh -s $server node

The $server in the above command is the fully qualified domain name (fqdn) of the
dodai-deploy server. You can confirm the fgdn with the following command.

$ sudo hostnane -f
After nodes were set up, the system time of nodes should be synchronized with dodai-
deploy server.

4. Set up storage device for Swift.

You must set up a storage device before swift is installed. You should execute the
commands for a physical device or for a loopback device on all nodes in which swift
storage server is to be installed.

* For a physical device, use the following command.

$ sudo $hone/ set up-env/ setup-storage-for-sw ft.sh physical $storage_path
$st or age_dev

For example,

$ sudo $hone/ set up-env/ set up-storage-for-sw ft.sh physical /srv/node sdbl

* For a loopback device, use the following command.

$ sudo $hone/ set up-env/ set up-storage-for-swi ft.sh | oopback $storage path
$st or age_dev $si ze

For example,

$ sudo $hone/ set up-env/ set up-storage-for-sw ft.sh | oopback /srv/node sdbl
4

5. Create volume group for nova-volume.

You must create a volume group before nova-volume is installed. You should execute
the commands for a physical device or for a loopback device on the node in which nova-
volume is to be installed.

* For a physical device, use the following command.

$ sudo $hone/ set up-env/ cr eat e- vol une- gr oup. sh physi cal $vol ume_gr oup_nane
$devi ce_path
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For example,

$ sudo $hone/ set up-env/ creat e- vol une- gr oup. sh physi cal nova- vol unes /dev/
sdbl

* For a loopback device, use the following command.

$ sudo $hone/ set up-env/ creat e-vol une- group. sh | oopback $vol ume_gr oup_nane
$file path $size

For example,

$ sudo $hone/ set up-env/creat e-vol une- group. sh | oopback nova-vol unes /root/
vol une. data 4

6. Start servers.

Execute the following command on the dodai-deploy server to start the web server and
job server.

$ sudo $hone/script/start-servers production

You can stop the web server and job server with the following command.

$ sudo $hone/script/stop-servers

Using web Ul

You can find step-by-step guidance at ht t p: / / $dodai _depl oy_ser ver: 3000/ .

Using REST APIs

An API simulator can be found at ht t p: / / $dodai _depl oy_ser ver: 3000/
rest_api s/ i ndex. ht m . You can get the list of REST APIs with it. You can also execute
APIs by simply filling in parameters and clicking the "Execute" button.

Notes

1. SSH login nova instance after test of nova

An instance will be started during the test of nova. After the test, you can login the
instance by executing the following commands.

For openstack nova folsom,
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sudo -i

cd /var/lib/nova

novarc

euca- descri be-i nst ances
ssh -i nykey.priv 10.0.0.3

A BB P B

2. Glance should be installed before using nova, because nova depends on glance in
default settings.

In/ et c/ noval/ nova. conf the value of settingi mage_servi ce is
nova. i mage. gl ance. d ancel nageSer vi ce.

3. Change Linux's setting net . i pv4. i p_f orward to 1 in the machine where nova-
network will be installed before nova installation with the following command.

$ sudo sysctl -w net.ipv4.ip_forward=1

You can recover the setting with the following command.

$ sudo sysctl -w net.ipv4.ip_forward=0
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18. OpenStack Compute Tutorials

Running Your First Elastic Web Application on the Cloud ..., 308

We want OpenStack to make sense, and sometimes the best way to make sense of the
cloud is to try out some basic ideas with cloud computing. Flexible, elastic, and scalable are
a few attributes of cloud computing, so these tutorials show various ways to use virtual
computing or web-based storage with OpenStack components.

Running Your First Elastic Web Application on the
Cloud

Part I:

In this OpenStack Compute tutorial, we'll walk through the creation of an elastic, scalable
cloud running a WordPress installation on a few virtual machines.

The tutorial assumes you have obtained a TryStack account at http://trystack.org. It
has a working installation of OpenStack Compute, or you can install your own using the
installation guides.

We'll go through this tutorial in parts:

* Setting up a user on the TryStack cloud.

* Getting images for your application servers.

* On the instances you spin up, installing Wordpress and its dependencies, the Memcached
plugin, and multiple memcache servers.

Setting Up as a TryStack User

In this part, we'll get a TryStack account using our Facebook login. Onward, brave cloud
pioneers!

Go to the TryStack Facebook account at https://www.facebook.com/
groups/269238013145112/ and request to join the group.

Once you've joined the group, go to the TryStack dashboard and click Login using
Facebook.

Enter your Facebook login information to receive your username and password that you
can use with the Compute API.

Next, install the python-novaclient and set up your environment variables so you can use
the client with your username and password already entered. Here's what works well on
Mac OS X.

$ pip install -e git+https://github.conl openstack/python-novaclient. git#egg=
pyt hon- novacl i ent
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Next, create a file named openrc to contain your TryStack credentials, such as:

export OS_USERNAME=] oecool

export OS_PASSWORD=cool wor d

export OS_TENANT_NAME=cool u

export OS_AUTH URL=http://trystack. org: 5000/ v2.0
export NOVA VERSI ON=1. 1

Lastly, run this file to source your credentials.

$ source openrc

You can always retrieve your username and password from https://trystack.org/dash/
api_info/ after logging in with Facebook.

Okay, you've created the basic scaffolding for your cloud user so that you can get some
images and run instances on TryStack with your starter set of StackDollars. You're rich,
man! Now to Part II!

Part II: Starting Virtual Machines

Understanding what you can do with cloud computing means you should have a grasp
on the concept of virtualization. With virtualization, you can run operating systems and
applications on virtual machines instead of physical computers. To use a virtual machine,
you must have an image that contains all the information about which operating system
to run, the user login and password, files stored on the system, and so on. Fortunately,
TryStack provides images for your use.

Basically, run:
$ nova i mage-|i st

and look for the images available in the text that returns. Look for the ID value.

S Ho - - - 4o - - oo - +
| 1D | Name | Status | Server |
ffccccdfcccccc-cococcccooc-sco-coocooocooooooooe dfmcoscoos dfmoccoooe +
12 | natty-server-cl oudi ng- and64- ker nel ACTI VE |
13 | natty-server-cl oudi ng- and64 ACTI VE |

I I I
| I |
| 14 | oneiric-server-cloudi ng- and64- kernel | ACTIVE | [
| 15 | oneiric-server-cloudi ng- and64 | ACTI VE | [

Now get a list of the flavors you can launch:

$ nova flavor-|i st
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s R T E +oioa - o $oo - - oo Hoe - mamo - oo +
| 1D | Name | Menory_MB | Disk | Epheneral | Swap | VCPUs | RXTX Factor |
ffccocdfcoccscoo=oo fmooccoco=o-o Gmoooo= Gfmooccoco=o-o Gmoooo= Gmoooc=o fecccscos=oooo +
| 1 | ml.tiny | 512 | O | VA | O | 1 | |
| 2 | ml.small | 2048 | 20 | NA | O | 1 | |
| 3 | ml. medium]| 4096 | 40 | NA | O | 2 | |
| 4 | ml.large | 8192 | 80 | NA | O | 4 | |
| 5 | ml.xlarge | 16384 | 160 | NA | O | 8 | |
s R T E +oioa - o $oo - - oo Hoe - mamo - oo +

Create a keypair to launch the image, in a directory where you run the nova boot
command later.

$ nova keypair-add nykeypair > nykeypair.pem

Create security group that enables public IP access for the webserver that will run
WordPress for you. You can also enable port 22 for SSH.

$ nova secgroup-create openpub "Open for public"
$ nova secgroup-add-rul e openpub icnp -1 -1 0.0.0.0/0
$ nova secgroup-add-rul e openpub tcp 22 22 0.0.0.0/0

Next, with the ID value of the server you want to launch and the ID of the flavor you
want to launch, use your credentials to start up the instance with the identifier you got by
looking at the image list.

$ nova boot --immge 15 --flavor 2 --key_name nykeypair --security_groups
openpub testtutori al

e T T +
| Property | Val ue

N R Fom e e e eeeoceoeaoaaa.. +
| accessl Pv4 | |
| accessl Pv6 | |
| adm nPass | StuacCpAr7evnz5Q |
| config_drive | |
| created | 2012-03-21T20: 31: 402 |
| flavor | mi.small |
| hostld | |
| id | 1426 |
| image | oneiric-server-cloudi ng- and64

| key_nane | testkey2 |
| metadata | {} |
| nane | testtut |
| progress | O |
| status | BUILD |
| tenant_id | 296 |
| updated | 2012-03-21T20: 31: 40Z |
| user_id | facebook521113267 |
| uuid | be9f 80e8- 7b20- 49e8- 83cf - f a059a36c9f 8

N Fo e ieeeeecaeaaaaaa-. +
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Now you can look at the state of the running instances by using nova list.

$ nova i st

b c oo o fecococococosoooocoo e cccoooo fecoccococcooccoocooooo +
| ID | Narre | Status | Net wor ks |
Hho = oo o decocoomoooooooos fmccoooea fmcocoocccooooocccoossa +
| 1426 | testtut | ACTIVE | internet=8.22.27.251

b = oo fococooccoooacoooa foccosooo fococoocccooocccccosooa +

The instance goes from “launching” to “running” in a short time, and you should be able
to connect via SSH. Look at the IP addresses so that you can connect to the instance once it
starts running.

Diagnose your compute node

You can obtain extra informations about the instance you just spawned : its CPU usage,
the memory, the disk io or network io, per instance, by running the nova diagnostics
command:

$ nova |ist

| 1D | Nane | Status | Networks

| 50191b9c- b26d-4b61- 8404-f 149c29acd5a | test | ACTIVE | |ocal -net=192. 168. 4.

ffccocccooccocoocoooc ffococcoocooeoo +
| Property | Val ue |
e S +
| cpuO_tinme | 9160000000

| menory | 524288 |
| menory-act ual | 524288

| menmory-rss | 178040

| vda_errors | -1 |
| vda_read | 3146752

| vda_read_req | 202 |
| vda_wite | 1024 |
| vda_write_req | 1

| vnetO_rx | 610 |
| vnetO_rx_drop | O |
| vnetO_rx_errors | O |
| vnetO_rx_packets | 7 |
| vnetO_tx | O |
| vnetO_tx_drop | O |
| vnetO_tx errors | O |
| vnetO_tx_packets | O |
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Part IlI: Installing the Needed Software for the Web-Scale
Scenario

Basically launch a terminal window from any computer, and enter:

$ ssh -i nykeypair ubuntu@0. 127. 35.119

On this particular image, the 'ubuntu' user has been set up as part of the sudoers group, so
you can escalate to 'root' via the following command:

$ sudo -i

On the first VM, install WordPress

Now, you can install WordPress. Create and then switch to a blog directory:

$ nkdir bl og
$ cd bl og

Download WordPress directly to you by using wget:

$ wget http://wordpress.org/latest.tar.gz

Then unzip the package using:

$ tar -xzvf latest.tar.gz
The WordPress package will extract into a folder called wordpress in the same directory
that you downloaded latest.tar.gz.

Next, enter "exit" and disconnect from this SSH session.

On a second VM, install MySQL

Next, SSH into another virtual machine and install MySQL and use these instructions to
install the WordPress database using the MySQL Client from a command line: Using the
MySQL Client - Wordpress Codex.

On a third VM, install Memcache

Memcache makes Wordpress database reads and writers more efficient, so your virtual
servers can go to work for you in a scalable manner. SSH to a third virtual machine and
install Memcache:
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$ apt-get install nentached

Configure the Wordpress Memcache plugin

From a web browser, point to the IP address of your Wordpress server. Download and
install the Memcache Plugin. Enter the IP address of your Memcache server.

Running a Blog in the Cloud

That's it! You're now running your blog on a cloud server in OpenStack Compute, and
you've scaled it horizontally using additional virtual images to run the database and

Memcache. Now if your blog gets a big boost of comments, you'll be ready for the extra
reads-and-writes to the database.
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19. Support

COMMUNITY SUPPOIT .ttt e ettt e e e e e e e e e e s e e e e e e e e e s e e e e e e eeernnneeeaas 314

Online resources aid in supporting OpenStack and the community members are willing and
able to answer questions and help with bug suspicions. We are constantly improving and
adding to the main features of OpenStack, but if you have any problems, do not hesitate
to ask. Here are some ideas for supporting OpenStack and troubleshooting your existing
installations.

Community Support

Here are some places you can locate others who want to help.

ask.openstack.org

During setup or testing, you may have questions about how to do something, or

end up in a situation where you can't seem to get a feature to work correctly. The
ask.openstack.org site is available for questions and answers. When visiting the Ask site at
http://ask.openstack.org, it is usually good to at least scan over recently asked questions
to see if your question has already been answered. If that is not the case, then proceed to
adding a new question. Be sure you give a clear, concise summary in the title and provide
as much detail as possible in the description. Paste in your command output or stack traces,
link to screenshots, and so on.

OpenStack mailing lists

Posting your question or scenario to the OpenStack mailing list is a great way to get
answers and insights. You can learn from and help others who may have the same scenario
as you. Go to http://lists.openstack.org/cgi-bin/mailman/listinfo/openstack to subscribe or
view the archives. You may be interested in the other mailing lists for specific projects or
development - these can be found on the wiki. A description of all the additional mailing
lists is available at http://wiki.openstack.org/MailingLists.

The OpenStack Wiki search

The OpenStack wiki contains content on a broad range of topics, but some of it sits a bit
below the surface. Fortunately, the wiki search feature is very powerful in that it can do
both searches by title and by content. If you are searching for specific information, say
about "networking" or "api" for nova, you can find lots of content using the search feature.
More is being added all the time, so be sure to check back often. You can find the search
box in the upper right hand corner of any OpenStack wiki page.

The Launchpad Bugs area

So you think you've found a bug. That's great! Seriously, it is. The OpenStack community
values your setup and testing efforts and wants your feedback. To log a bug you must have
a Launchpad account, so sign up at https://launchpad.net/+login if you do not already
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have a Launchpad ID. You can view existing bugs and report your bug in the Launchpad
Bugs area. It is suggested that you first use the search facility to see if the bug you found
has already been reported (or even better, already fixed). If it still seems like your bug is
new or unreported then it is time to fill out a bug report.

Some tips:
* Give a clear, concise summary!

* Provide as much detail as possible in the description. Paste in your command output or
stack traces, link to screenshots, etc.

* Be sure to include what version of the software you are using. This is especially
critical if you are using a development branch eg. "Grizzly release" vs git commit
bc79c3ecc55929bac585d04a03475b72e06a3208.

* Any deployment specific info is helpful as well, such as Ubuntu 12.04, multi-node install.
The Launchpad Bugs areas are available here - :

* OpenStack Compute: https://bugs.launchpad.net/nova

* OpenStack Object Storage: https://bugs.launchpad.net/swift

» OpenStack Image Delivery and Registration: https://bugs.launchpad.net/glance

* OpenStack Identity: https://bugs.launchpad.net/keystone

* OpenStack Dashboard: https://bugs.launchpad.net/horizon

* OpenStack Network Connectivity: https://bugs.launchpad.net/quantum

The OpenStack IRC channel

The OpenStack community lives and breathes in the #openstack IRC channel on the
Freenode network. You can come by to hang out, ask questions, or get immediate
feedback for urgent and pressing issues. To get into the IRC channel you need to install
an IRC client or use a browser-based client by going to http://webchat.freenode.net/.
You can also use Colloquy (Mac OS X, http://colloquy.info/) or mIRC (Windows, http://
www.mirc.com/) or XChat (Linux). When you are in the IRC channel and want to share
code or command output, the generally accepted method is to use a Paste Bin, the
OpenStack project has one at http://paste.openstack.org. Just paste your longer amounts
of text or logs in the web form and you get a URL you can then paste into the channel.
The OpenStack IRC channel is: #openstack on irc.freenode.net. A list of all the OpenStack-
related IRC channels is at https://wiki.openstack.org/wiki/IRC.
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20. Troubleshooting OpenStack Compute

Log files for OpenStack COMPULE ......ooeeiiiiiiiiei e 316
Common Errors and Fixes for OpenStack Compute ........ccoevvviiiiiiiieiiiiiiccc e, 316
Manually reset the state of an INSTANCE .......eviiiiiiiiiiiiiiiiiie e aeeeeeeeees 317
Problems With INJECLION ...oceieieii e e e e e e e e e 317

Common problems for Compute typically involve misconfigured networking or

credentials that are not sourced properly in the environment. Also, most flat networking
configurations do not enable ping or ssh from a compute node to the instances running on
that node. Another common problem is trying to run 32-bit images on a 64-bit compute
node. This section offers more information about how to troubleshoot Compute.

Log files for OpenStack Compute

Log files are stored in /var/log/nova and there is a log file for each service, for example
nova-compute.log. You can format the log strings using options for the nova.log
module. The options used to set format strings are: logging_context_format_string
and logging_default_format_string. If the log level is set to debug, you can also specify
logging_debug_format_suffix to append extra formatting. For information about
what variables are available for the formatter see: http://docs.python.org/library/
logging.html#formatter

You have two options for logging for OpenStack Compute based on configuration settings.
In nova.conf, include the logfile option to enable logging. Alternatively you can set
use_syslog=1, and then the nova daemon logs to syslog.

Common Errors and Fixes for OpenStack Compute

The ask.openstack.org site offers a place to ask and answer questions, and you can also
mark questions as frequently asked questions. This section describes some errors people
have posted previously. We are constantly fixing bugs, so online resources are a great way
to get the most up-to-date errors and fixes.

Credential errors, 401, 403 forbidden errors

A 403 forbidden error is caused by missing credentials. Through current installation
methods, there are basically two ways to get the novarc file. The manual method requires
getting it from within a project zipfile, and the scripted method just generates novarc out
of the project zip file and sources it for you. If you do the manual method through a zip
file, then the following novarc alone, you end up losing the creds that are tied to the user
you created with nova-manage in the steps before.

When you run nova-api the first time, it generates the certificate authority information,
including openssl.cnf. If it gets started out of order, you may not be able to create your zip
file. Once your CA information is available, you should be able to go back to nova-manage
to create your zipfile.

You may also need to check your proxy settings to see if they are causing problems with
the novarc creation.
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Instance errors

Sometimes a particular instance shows "pending" or you cannot SSH to it. Sometimes the
image itself is the problem. For example, when using flat manager networking, you do not
have a dhcp server, and an ami-tiny image doesn't support interface injection so you cannot
connect to it. The fix for this type of problem is to use an Ubuntu image, which should
obtain an IP address correctly with FlatManager network settings. To troubleshoot other
possible problems with an instance, such as one that stays in a spawning state, first check
your instances directory for i-zeObnh1q dir to make sure it has the following files:

e libvirt.xml

o disk

* disk-raw

* kernel

* ramdisk

* console.log (Once the instance actually starts you should see a console.log.)

Check the file sizes to see if they are reasonable. If any are missing/zero/very small then
nova-compute has somehow not completed download of the images from objectstore.

Also check nova-compute.log for exceptions. Sometimes they don't show up in the console
output.

Next, check the /var/log/libvirt/gemu/i-zeObnh1q.log file to see if it exists and has any
useful error messages in it.

Finally, from the instances/i-zeObnh1q directory, tryvi rsh create libvirt.xm and
see if you get an error there.

Manually reset the state of an instance

If an instance gets stuck in an intermediate state (e.g., "deleting"), you can manually reset
the state of an instance using the nova reset-state command. This will reset it to an error
state, which you can then delete. For example:

$ nova reset-state c6bbbf26-b40a-47e7-8d5c- ebl17bf 65¢c485
$ nova del et e c6bbbf 26- b40a- 47e7- 8d5c- eb17bf 65c485

You can also use the - - act i ve to force the instance back into an active state instead of
an error state, for example:

$ nova reset-state --active c6bbbf26-b40a-47e7-8d5c-ebl7bf 65c485

Problems with Injection

If you are diagnosing problems with instances not booting, or booting slowly, consider
investigating file injection as a cause. Setting | i bvi rt _i nj ecti on_partitionto-2
disables injection in libvirt. This can be required if you want to make user specified files
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available from the metadata server (and config drive is not enabled), for performance
reasons, and also to avoid boot failure if injection itself fails.
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