
An Independent Comparison of 
Open Source SQL-on-Hadoop

Greg Rahn | @GregRahn
#Strataconf + #HadoopWorld
17 October 2014

https://twitter.com/GregRahn


SELECT about FROM speaker;

❖ Spent the past decade as a database performance engineer

❖ 8 years at Oracle running competitive customer RDBMS benchmarks

❖ 18 months at Cloudera working on Impala performance

❖ I <3 SQL, SQL engines, and benchmarking



Today’s Menu

❖ SQL + Hadoop - the past 2 years

❖ Project comparison

❖ Technical analysis of some 
published benchmarks

❖ Benchmarking thoughts



It all started 2 years ago…
❖ October 2012: Impala (beta) announced at Strata + Hadoop World

❖ February 2013: Hortonworks announces “Stinger” initiative for Hive 

❖ May 2013: Impala 1.0

❖ June 2013: Facebook reveals Presto at Analytics @Scale

❖ November 2013: Facebook open sources Presto

❖ April 2014: Hive “Stinger” delivered (Hive 0.11, 0.12, 0.13)

❖ September 2014: Hortonworks announces Hive “Stinger.next”

❖ October 2014: Impala 2.0



Features Comparison



Hive

❖ Originally developed by Facebook

❖ SQL to MapReduce

❖ Has been notoriously slow 

❖ Hortonworks currently leading 
development effort (Stinger)



Project Stinger

❖ Move from MapReduce to Tez

❖ ORC file format & Vectorization

❖ In-memory hash joins (broadcast join)

❖ Window functions

❖ Decimal, Varchar, Date

❖ Limited subquery support

❖ No anti-join support



source: http://hortonworks.com/blog/100x-faster-hive/

http://hortonworks.com/blog/100x-faster-hive/


source: http://web.cse.ohio-state.edu/hpcs/WWW/HTML/publications/papers/TR-14-2.pdf

http://web.cse.ohio-state.edu/hpcs/WWW/HTML/publications/papers/TR-14-2.pdf


Stinger.next Road Map

❖ ACID transactions

❖ Cost-based query optimization via 
Apache Optiq Calcite

❖ Non-equi joins

❖ More subquery support

❖ Materialized views (DIMMQ)

❖ LLAP (Live Long and Process)



Presto

❖ Written in Java

❖ Demon based, not MapReduce

❖ Shares Hive Metastore

❖ Leverages bytecode compilation

❖ Connector based approach

❖ Hive, Cassandra, Kafka, RDBMS

❖ Join data across data stores



Presto
❖ Requires explicit joins (ANSI SQL-92 

syntax) 

❖ Manual join ordering

❖ Non-equi joins not supported

❖ Large joins not a strong point

❖ Distributed join (0.77 experimental)

❖ Numerous built-in functions

❖ Array/Map support



Presto

❖ Approximate queries (BlinkDB)

❖ Distinct-limit optimization

❖ Window functions

❖ Amazon S3 support

❖ HyperLogLog (approx distinct)

http://blinkdb.org


Impala

❖ Open sourced by Cloudera, October 2012

❖ Does not build on top of MapReduce

❖ MPP engine for data in HDFS

❖ Execution engine written in C++ (LLVM)

❖ Leverages Parquet file format

❖ Currently the fastest OSS SQL engine for 
Hadoop



Impala 1.x Additions

❖ UDFs & UDAFs

❖ Admission Control – allows 
prioritization and queueing of 
queries

❖ DECIMAL data type

❖ Cost-based join reordering 

❖ In-memory HDFS caching



Impala 2.0 Features

❖ Window functions

❖ Subqueries in WHERE clause, but 
not in the HAVING clause

❖ Disk-based joins

❖ CHAR & VARCHAR data types



Impala 2.1+ Road Map

❖ Nested data 

❖ MERGE

❖ ROLLUP, CUBE, GROUPING SET

❖ Set operators - MINUS, INTERSECT

❖ Apache HBase CRUD

❖ UDTFs 

❖ Intra-node parallelism for 
aggregations and joins 

❖ Parquet enhancements including 
index pages

❖ Amazon S3 integration



Analyzing Benchmark Reports





AMPLab Big Data Benchmark



AMPLab Big Data Benchmark

❖ Multiple systems (Impala, Hive, Shark)

❖ Runs in AWS with GitHub repo

❖ Based on “A Comparison of Approaches to 
Large-Scale Data Analysis” by Pavlo et al.

❖ Very simple queries, some with very large 
results

❖ Uses common, not optimal, file format

source: https://amplab.cs.berkeley.edu/benchmark/

https://amplab.cs.berkeley.edu/benchmark/


Orca SIGMOD ‘14 Paper



Orca SIGMOD ‘14 Paper

❖ SIGMOD’14: June 22–27, 2014

❖ December 13, 2013: 2nd Paper submission

❖ September 16, 2013: 1st Paper submission

❖ Paper users Impala 1.1.1 (July 2013)

❖ December 2013: Impala 1.2.2 contained join 
order optimization

source: http://www.pivotal.io/sites/default/files/SIGMODMay2014HAWQAdvantages.pdf

http://www.pivotal.io/sites/default/files/SIGMODMay2014HAWQAdvantages.pdf


Orca SIGMOD ‘14 Paper

❖ Did the comparisons use the same: partitioning strategy? file format?

❖ “For [TPC-DS] query 46, 59 and 68, Impala and HAWQ have similar 
performance.”

❖ “For queries where HAWQ has the most speedups, we find that Impala and 
Stinger handle join orders as literally specified in the query…”

❖ “…for 14 queries Orca achieves a speed-up ratio of at least 1000x…”



Hortonworks Benchmarks



source: http://www.slideshare.net/alanfgates/strata-stingertalk-oct2013

This slide fails to 
call out very 
important details in 
this comparison.  
Hive 0.10 does not 
use partitioning on 
the fact table (which 
eliminates 80% of 
the data for query 
27) and it uses text 
files for storage (not 
RCFile) resulting in 
the absolute worst 
case performance 
and thus provides 
inflated “times 
faster” number.   

http://www.slideshare.net/alanfgates/strata-stingertalk-oct2013


source: http://www.slideshare.net/hortonworks/apache-hive-013-performance-benchmarks
This comparison uses the same partitioning for both 
versions but uses RCFile for Hive 0.10 and ORCFile 
for Hive 0.13 (the “best of” for the given version).  
Although these results are on a 30TB, not 200GB 
data set, the “times factor” drops from 200x to 12x 
for query 82, and 190x to 101x for query 27 
compared to the previously slide.  These represent a 
more reasonable comparison between the two 
versions.

http://www.slideshare.net/hortonworks/apache-hive-013-performance-benchmarks


SQL-on-Hadoop:  
Full Circle Back to Shared-Nothing Database Architectures



SQL-on-Hadoop: Full Circle Back

❖ VLDB 2014

❖ Researchers from IBM Almaden

❖ No IBM product involved

❖ Impala 1.2.2

❖ Hive 0.13 + Tez 0.3.0

❖ TPC-H/TPC-DS inspired workloads

source: http://www.vldb.org/pvldb/vol7/p1295-floratou.pdf

http://www.vldb.org/pvldb/vol7/p1295-floratou.pdf


Figure 7 
removes explicit 
partition key 
filters resulting 
in more data to 
scan & join.  Due 
to Impala being 
more efficient, 
the Impala 
“times faster 
than Hive” 
number actually 
increases in Fig. 
7 compared to 
Fig. 6.

More details in 
section 3.7 in the 
paper.



Cloudera Benchmarks



Cloudera Benchmarks

❖ Based on TPC-DS (GitHub repo)

❖ Single fact table

❖ Queries add partition key pruning 
predicates

❖ Three perf blog posts this year [1, 2, 3]

❖ Multi-user workloads use the “interactive” 
group queries

❖ Will be interesting to see Impala 2.0 
benchmarks

source: http://blog.cloudera.com/blog/2014/09/new-benchmarks-for-sql-on-hadoop-impala-1-4-widens-the-performance-gap/

https://github.com/cloudera/impala-tpcds-kit
http://blog.cloudera.com/blog/2014/01/impala-performance-dbms-class-speed/
http://blog.cloudera.com/blog/2014/05/new-sql-choices-in-the-apache-hadoop-ecosystem-why-impala-continues-to-lead/
http://blog.cloudera.com/blog/2014/09/new-benchmarks-for-sql-on-hadoop-impala-1-4-widens-the-performance-gap/
http://blog.cloudera.com/blog/2014/09/new-benchmarks-for-sql-on-hadoop-impala-1-4-widens-the-performance-gap/


Thoughts on Benchmarks



What are we actually comparing?



Read the Fine Print
❖ Software versions

❖ Hardware configuration

❖ # of nodes

❖ RAM

❖ Storage

❖ Networking

❖ File format

❖ Partitioning



Benchmarking vs. Benchmarketing



Gregorio’s Benchmarketing Theorem

Given any benchmarketing claim c, there exists at least 
one workload w or at least one query q that will prove 
claim c correct. 



Closing Thoughts On Benchmarks
❖ Most benchmark[eting] reports are lossy

❖ No benchmark is perfect, so get over it

❖ Take what is given to you and learn from it, if possible

❖ Use simple experiments to prove simple things

❖ Be aware of unknown unknowns

❖ If you modify standard benchmarks (TPC-H / TPC-DS) 

❖ Very, very, very, clearly state so

❖ Share your modifications on GitHub

❖ Nothing bests your queries on your data



/* Thank You */ 
SELECT question 
FROM audience 
WHERE isAwesome(question);

@GregRahn

https://twitter.com/GregRahn
https://twitter.com/GregRahn
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