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This guide is designed to help you discover where your Bl Server performance bottlenecks are, along with instructions
and suggestions on how to address them.

There are many ways to improve the speed and efficiency of Pentaho software documented in this guide. Each applies
to a specific situation and should never be blindly applied. Some of the performance tweaks herein will remove
functionality and in some cases security from your Bl Server instance. Others will assign more system resources to the
Bl Server, which could in turn impact other services running on the same machine.

To put it more plainly: Performance always comes at the cost of one or more of: functionality, security, or
resources.

The tips and tricks listed in this guide are meant as an initial set of self-service tasks for improving Bl Suite
performance. There are much more advanced techniques that may improve performance, but require code changes
or major surgical changes to Pentaho software, none of which should ever be attempted without qualified assistance.
These techniques are not included in this guide for safety reasons. A Pentaho partner or consultant can assist you with
more advanced performance improvements, if required.
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Before continuing with this guide, you should already have a working and tested Pentaho Bl Suite 3.8.0 installation.

There are no operating system or hardware requirements beyond those implicit in specific performance-tuning tips.
Requirements are listed on an individual basis for each tip.

Note: It may be possible to use other versions of the Bl Suite, and other versions of the software mentioned

| in this guide, such as Tomcat and Apache, but those configurations are untested. If you stray from the tested
configuration, be prepared to dynamically modify the instructions in this guide to accommodate your situation,
and be warned that your Pentaho support representative may not be able to assist with your unsupported
configuration.

Pentaho BI Suite Official Documentation | System Requirements | 5



The Pentaho BI Server ships in a condition designed to work well for the majority of customers. However, deployments
that drift toward opposite extremes -- very large and very small -- will need to adjust certain settings, and possibly even
remove certain unused functionality, in order to achieve the desired performance goals without adding hardware.

Read through the subsections below and decide which ones apply to your scenario.

The Pentaho Bl Server and Pentaho Enterprise Console must be stopped before executing these instructions.

This procedure changes your default database solution repository into a strictly file-based repository. There will no
longer be a database mirroring the content in your pentaho-solutions directory, and there will be no way of isolating
or securing BI content within the Bl Server. However, removing the database overhead means that there will be a
substantial performance increase in many instances. This procedure does not, in itself, remove security from the Bl
Platform, but it does remove access control lists from all content.

1. Editthe/ pent aho- sol uti ons/ syst em pent ahoObj ects. spri ng. xn file.
2. Comment out the current ISolutionRepository line, and uncomment the similar line above it.

Alternatively, you can switch the value of ISolutionRepository from
org.pentaho.platform.repository.solution.dbbased.DbBasedSolutionRepository to
org.pentaho.platform.repository.solution.filebased.FileBasedSolutionRepository.

<l-- Uncoment the following line to use a fil esystem based repository. Note: does not
support ACLs. -->

<bean i d="1Sol uti onRepository"
cl ass="org. pentaho. pl atform repository.solution.filebased. Fil eBasedSol uti onRepository"
scope="sessi on" />

<l-- Uncomment the following line to use a fil esystenf db-based repository with neta
information stored in a db -->
<l-- <bean id="1Sol uti onRepository"

cl ass="org. pent aho. pl at f orm reposi tory. sol uti on. dbbased. DbBasedSol uti onReposi tory"
scope="session" /> -->

3. Comment out the IMetadataDomainRepository line, and uncomment the similar line below it.

Alternatively, you can switch the value of IMetadataDomainRepository from
org.pentaho.platform.plugin.services.metadata.SecurityAwareMetadataDomainRepository to
org.pentaho.platform.plugin.services.metadata.MetadataDomainRepository.

<l-- <bean id="IMet adat aDormai nRepository"
cl ass="org. pent aho. pl at f or m pl ugi n. servi ces. net adat a. Securi t yAwar eMet adat aDorai nReposi t ory
scope="singleton"/> -->
<I-- Use this schema factory to disable PMD security -->
<bean i d="1 Met adat aDonmai nReposi t ory"
cl ass="org. pent aho. pl at f orm pl ugi n. servi ces. net adat a. Met adat aDonmai nReposi t ory"
scope="si ngl eton"/ >

4. Save and close the file.

You've now switched over to a file-based solution repository. You can safely restart your Bl Server and Pentaho
Enterprise Console server.

Your Bl Server must be stopped before performing this procedure.

While audit logging can be useful for monitoring Bl Server activity and performance, the act of collecting the necessary
audit data can introduce significant memory overhead with the solution database. Follow the instructions below to
disable audit logging in the Bl Server.

Note: Performing this task will disable all audit functions in the Bl Server's administration interface.
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1. Openthe/ pent aho-sol uti ons/ syst enf pent ahoObj ect s- spri ng. xm file with a text editor.
2. Locate the following line:

<bean id="1AuditEntry"
cl ass="or g. pent aho. pl at f orm engi ne. servi ces. audi t. Audi t SQLEnt ry" scope="si ngl eton" />

3. Replace that line with this one:

<bean id="1AuditEntry" class="org. pentaho. pl atform engi ne. core. audit. Nul | Audi t Ent ry"
scope="si ngl eton" />

4. Save and close the file
5. Using a database management tool or command line interface, connect to the Pentaho hibernate database.
6. Truncate (but do not drop) the following tables:

« PRO_AUDIT
+ PRO_AUDIT_TRANSFORM_TRACKER
7. Exit your database utility and restart the Bl Server.

If you need to reverse this process later, you can replace the old configuration line shown above, and use the Initialize
From File audit function in the Services section of the Administration tab in the Pentaho Enterprise Console to
restore the audit log table structure.
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Pentaho Reporting's default configuration makes certain assumptions about system resources and the size, features,
and details of reports that may not meet your specific requirements. If you have large inline subreports, or many
parameters, you can run into performance bottlenecks. Fortunately, many performance problems can be mitigated
through specific engine and report options. Refer to the sections below that apply to your scenario.

You can cache the result sets of parameterized reports so that every time you change a parameter during your user
session (all caching is on a per-session basis) you don't have to retrieve a new result set. By default, Pentaho Reporting
has result set caching turned on, but you may find some advantage in turning it off or changing the cache thresholds
and settings.

Note: When you publish a report to the Bl Server, you switch cache and engine configurations from the local

| Report Designer versions of ehcache.xml and classic-engine.properties to the server's version inside the
Pentaho WAR. These configurations may not be the same, so if you have made changes to the result set cache
settings locally, you may want to port those changes over to the Bl Server as well.

When rendered, a parameterized report must account for every dataset required for every parameter. Every time a
parameter field changes, every dataset is recalculated, which can negatively impact performance.

You can avoid gratuitous dataset recalculations by caching parameter datasets. This is accomplished through the
EHcache framework built into the Bl Server. You can configure specific settings for published reports by editing the
ehcache.xml file in the / VEB- | NF/ cl asses/ directory inside of the pentaho.war. The relevant element is:

Anything containing complex objects is not cached (CLOB and BLOB data types); neither are results coming from a
scripting dataset, a Java method call, a table data source, an external data source (computed in an action sequence),
or a CDA data source. In all of these cases there is either no point in caching because it would be more expensive than
recalculating, or because there are not enough hints available in the involved parameters.

<I--
Defines a cache used by the reporting engine to hold small datasets.
Thi s cache can be configured to have a separate instance for each
| ogged in user via the
gl obal report configuration. This per-user cache is required if role
or other security and
filter information is used in ways invisible for the reporting
engi ne.
oS
<cache nane="report - dat aset - cache"
maxEl ement s| nMenor y="50"
eternal ="fal se"
over f| owToDi sk="f al se"
ti meTol dl eSeconds="300"
ti meToLi veSeconds="600"
di skPersi stent="fal se"
di skExpi ryThr eadl nt er val Seconds="120"
/>

The other side of the coin is that if a cache exists for too long, when the data source is updated it may not reflect in the
report output because it's still using old data. So there is a balance between performance and accuracy that you must
tune to your needs.

These classic-engine.properties options control result set caching in parameterized reports.

Option Purpose Possible Values
org.pentaho.reporting Number of rows in the dataset that will |Integer; default value is 10000.
.platform.plugin.cache. be cached; the higher the number, the
PentahoDataCache.CachableRowLimit
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Option Purpose Possible Values

larger the cache and the more disk
space is used while the cache is active.

Pentaho Reporting's overall performance is chiefly affected by the amount of printed content that it has to generate. The
more content you generate, the more time the Reporting engine will take to perform all layout computations.

Large inline subreports are notorious for poor performance. This is because the layouted output of an inline subreport is
always stored in memory. The master report's layouting pauses until the subreport is fully generated, then it's inserted
into the master report's layout model and subsequently printed. Memory consumption for this layouting model is high
because the full layout model is kept in memory until the report is finished. If there is a large amount of content in the
subreport, you will run into "out of memory" exceptions.

An inline subreport that consumes the full width of the root-level band should be converted into a banded subreport.
Banded subreports are layouted and all output is generated while the subreport is processed. The memory footprint for
that is small because only the active band or the active page has to be held in memory.

When images are embedded from remote servers (HTTP/FTP sources), you must ensure that the server produces a
LastModifiedDate header. The Reporting engine uses that header as part of its caching system, and if it is missing, the
remote images will not be cached, forcing the engine to retrieve them every time they're needed.

Caching must be configured properly via a valid ehcache configuration file, which is stored in the Pentaho Web app in
the / EB- | NF/ cl asses/ directory. If caching is disabled or misconfigured, then there will be performance problems
when loading reports and resources.

Within Pentaho Reporting there are three output types, each with its own memory and CPU consumption
characteristics. Each is listed below with an explanation of how it is optimized.

A pageable report generates a stream of pages. Each page has the same height, even if the page is not fully filled
with content. When a page is filled, the layouted page will be passed over to the output target to render it in either a
Graphics2D or a streaming output (PDF, Plaintext, HTML, etc.) context.

Page break methods

When the content contains a manual pagebreak, the page will be considered full. If the pagebreak is a before-print
break, then the break will be converted to an after-break, the internal report states will be rolled back, and the report
processing restarts to regenerate the layout with the new constraints. A similar rollback happens if the current band
does not fit on the page. Because of this, you would generally prefer break-before over break-after.

So for large reports, you might consider removing manual page breaks and limiting the width of bands.

Page states

When processing a pageable report, the reporting engine assumes that the report will be run in interactive mode,
which allows for parameterization control. To make browsing through the pages faster, a number of page states will be
stored to allow report end-users to restart output processing at the point in the report where they adjust the parameters.

Reports that are run to fully export all pages usually do not need to store those page states. A series of Report engine
settings controls the number and frequency of the page states stored:

» org.pentaho.reporting.engine.classic.core.performance.pagestates.PrimaryPoolSize=20

e org.pentaho.reporting.engine.classic.core.performance.pagestates.SecondaryPoolFrequency=4
« org.pentaho.reporting.engine.classic.core.performance.pagestates.SecondaryPoolSize=100

« org.pentaho.reporting.engine.classic.core.performance.pagestates.TertiaryPoolFrequency=10

The Reporting engine uses three lists to store page states. The default configuration looks as follows:

1. The first 20 states (Pages 1 to 20) are stored in the primary pool. All states are stored with strong references and
will not be garbage collected.

2. The next 400 states (pages 21 to 421) are stored into the secondary pool. Of those, every fourth state is stored
with a strong reference and cannot be garbage collected as long as the report processor is open.
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3. All subsequent states (pages > 421) are stored in the tertiary pool and every tenth state is stored as strong
reference.

So for a 2000-page report, a total of about 270 states will be stored with strong references.

In server mode, the settings could be cut down to:

or g. pent aho. reporting. engi ne. cl assi c. core. perfornmance. pagest at es. Pri mar yPool Si ze=1

or g. pent aho. reporti ng. engi ne. cl assi c. core. perfornmance. pagest at es. Secondar yPool Frequency=1
or g. pent aho. reporti ng. engi ne. cl assi c. cor e. perf or mance. pagest at es. Secondar yPool Si ze=1

or g. pent aho. reporti ng. engi ne. cl assi c. core. perfornmance. pagest at es. Terti ar yPool Frequency=100

This reduces the number of states stored for a 2000 page report to 22, thus cutting the memory consumption for the
page states to a 1/10th.

Note: In PRD 3.7 full exports no longer generate page states and thus these settings will have no effect on such
exports. They still affect the interactive mode.

A table export produces tabular output from a fully-layouted display model. A table export cannot handle overlapping
elements and therefore has to remove them.

To support layout debugging, the Reporting engine stores a lot of extra information in the layout model. This increases
memory consumption but makes it easier to develop Reporting solutions. These Reporting engine debug settings
should never be enabled in production environments:

» org.pentaho.reporting.engine.classic.core.modules.output.table.base.ReportCellConflicts
» org.pentaho.reporting.engine.classic.core.modules.output.table.base.VerboseCellMarkers

Note: As of Report Designer version 3.7, these settings are false by default. Report Designer comes with its
| own method to detect overlapping elements and does not rely on these settings.

In HTML exports, there are a few Reporting engine settings that can affect export performance. The first is
CopyExternallmages:

or g. pent aho. reporti ng. engi ne. cl assi c. core. nodul es. out put . tabl e. ht M . CopyExt er nal | mrages=tr ue

This controls whether images from HTTP/HTTPS or FTP sources are linked from their original source or copied (and
possibly re-encoded) into the output directory. The default is true; this ensures that reports always have the same
image. Set to false if the image is dynamically generated, in which case you'd want to display the most recent view.

The Style and ForceBufferedWriting settings control how stylesheets are produced and whether the generated HTML
output will be held in a buffer until the report processing is finished:

or g. pent aho. reporting. engi ne. cl assi c. core. nodul es. out put.tabl e. htm . For ceBufferedWiting=true

Style information can be stored inline, or in the <head> element of the generated HTML file:
or g. pent aho. reporting. engi ne. cl assi c. core. nodul es. out put.table. htm .InlineStyl es=true

Or in an external CSS file:

or g. pent aho. reporti ng. engi ne. cl assi c. core. nodul es. out put . tabl e. ht m . Ext ernal Styl e=true

ForceBufferedWriting should be set to true if a report uses an external CSS file. Browsers request all resources they
find in the HTML stream, so if a browser requests a stylesheet that has not yet been fully generated, the report cannot
display correctly. It is safe to disable buffering if the styles are inline because the browser will not need to fetch an
external stylesheet in that case. Buffered content will appear slower to the user than non-buffered content because
browsers render partial HTML pages while data is still being received from the server. Buffering will delay that rendering
until the report is fully processed on the server.
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The following files contain various configuration options for Pentaho Reporting. The options are not particularly self-
explanatory and their value limits are not obvious; therefore, you shouldn't change any options in these files unless you
are following guidelines from Pentaho documentation or are assisted by a Pentaho support or consulting representative.

File

Purpose

/pentaho/design-tools/report-designer/
resources/report-designer.properties

Contains options for the Report
Designer client tool. It does not change
any report options.

pentaho/design-tools/report-designer/
resources/classic-engine.properties

Contains global report rendering
options for reports generated locally
from Report Designer. Some of these
options can be overridden in individual
reports.

/tomcat/webapps/pentaho/WEB-INF/
classes/classic-engine.properties

Contains global report rendering
options for published reports that are
generated on the Bl Server. Some of
these options can be overridden in
individual reports.
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Below are some tips and tricks for improving PDI performance. Most of them involve streamlining jobs and

transformations.

If you are using PDI version 4.0.x or 4.1, you can see some substantial performance increases in enterprise repository
transactions by upgrading to version 4.1.1 or later. Pentaho put a great deal of effort into improving repository efficiency

for this release.

Refer to the upgrade documents that apply to your scenario. You can obtain all upgrade materials and instructions from

the Pentaho Knowledge Base.

The tips described here may help you to identify and correct performance-related issues associated with PDI

transformations.
Note: All tips described in this document are associated with PDI versions 3.0.0 and later unless otherwise
| specified.
Step Tip Description
JavaScript Turn off compatibility mode Rewriting JavaScript to use a format

that is not compatible with previous
versions is, in most instances, easy
to do and makes scripts easier to
work with and to read. By default,
old JavaScript programs run in
compatibility mode. That means that
the step will process like it did in a
previous version. You may see a
small performance drop because of
the overload associated with forcing
compatibility. If you want make use
of the new architecture, disable
compatibility mode and change the
code as shown below:

e intField.getlnteger() -->
intField

e nunber Fi el d. get Nunber () --
> nunberField

e dateField.getDate() -->
dateField

« bi gNunber Fi el d. get Bi gNunber
--> bi gNunberFi el d

e andsoon...

Instead of Java methods, use the built-
in library. Notice that the resulting
program code is more intuitive. For
example :

» checking for null is now:
field.isNull() -->
fiel d==null
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Step

Tip

Description

« Converting string to date:
field.Clone().str2dat() --
> str2date(field)

« andsoon...

If you convert your code as shown
above, you may get significant
performance benefits.

Note: Itis no longer possible
| to modify data in-place using
the value methods. This was
a design decision to ensure
that no data with the wrong
type would end up in the output
rows of the step. Instead of
modifying fields in-place, create
new fields using the table at
the bottom of the Modified
JavaScript transformation.

JavaScript

Combine steps

One large JavaScript step runs faster
than three consecutive smaller steps.
Combining processes in one larger
step helps to reduce overhead.

JavaScript

Avoid the JavaScript step or write a
custom plug in

Remember that while JavaScript is the
fastest scripting language for Java, it
is still a scripting language. If you do
the same amount of work in a native
step or plugin, you avoid the overhead
of the JS scripting engine. This has
been known to result in significant
performance gains. It is also the
primary reason why the Calculator
step was created — to avoid the use of
JavaScript for simple calculations.

JavaScript

Create a copy of a field

No JavaScript is required for this; a
"Select Values" step does the trick.
You can specify the same field twice.
Once without a rename, once (or
more) with a rename. Another trick is
to use B=NVL(A,A) in a Calculator step
where B is forced to be a copy of A.

In version 3.1, an explicit "create copy
of field A" function was added to the
Calculator.

JavaScript

Data conversion

Consider performing conversions
between data types (dates, numeric
data, and so on) in a "Select Values"
step (version 3.0.2 or higher). You can
do this in the Metadata tab of the step.

JavaScript

Variable creation

If you have variables that can be
declared once at the beginning of the
transformation, make sure you put
them in a separate script and mark that
script as a startup script (right click on
the script name in the tab). JavaScript
object creation is time consuming so

if you can avoid creating a new object
for every row you are transforming, this

Pentaho BI Suite Official Documentation | Pentaho Data Integration Performance-Tuning Tips | 13




Step

Tip

Description

will translate to a performance boost
for the step.

Not Applicable

Launch several copies of a step

There are two important reasons why
launching multiple copies of a step
may result in better performance:

1. The step uses a lot of CPU
resources and you have multiple
processor cores in your computer.
Example: a JavaScript step

2. Network latencies and launching
multiple copies of a step can reduce
average latency. If you have a
low network latency of say 5ms
and you need to do a round trip
to the database, the maximum
performance you get is 200 (x5)
rows per second, even if the
database is running smoothly. You
can try to reduce the round trips
with caching, but if not, you can try
to run multiple copies. Example: a
database lookup or table output

Not Applicable

Manage thread priorities

In versions 3.0.2 and higher,

this feature that is found in the
"Transformation Settings" dialog
box under the (Misc tab) improves
performance by reducing the locking
overhead in certain situations. This
feature is enabled by default for new
transformations that are created

in recent versions, but for older
transformations this can be different.

Select Value

If possible, don't remove fields in
Select Value

Don't remove fields in Select

Value unless you must. It's a CPU-
intensive task as the engine needs
to reconstruct the complete row. It is
almost always faster to add fields to
a row rather than delete fields from a
row.

Get Variables

Watch your use of Get Variables

May cause bottlenecks if you use it

in a high-volume stream (accepting
input). To solve the problem, take

the "Get Variables" step out of the
transformation (right click, detach)then
insert it in with a "Join Rows (cart
prod)" step. Make sure to specify the
main step from which to read in the
"Join Rows" step. Set it to the step that
originally provided the "Get Variables"
step with data.

Not Applicable

Use new text file input

The new "CSV Input” or "Fixed Input”
steps provide optimal performance.

If you have a fixed width (field/row)
input file, you can even read data

in parallel. (multiple copies) These
new steps have been rewritten using
Non-blocking I/0O (NIO) features.

Typically, the larger the NIO buffer you
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Step

Tip

Description

specify in the step, the better your read
performance will be.

Not applicable

When appropriate, use lazy conversion

In instances in which you are reading
data from a text file and you write

the data back to a text file, use Lazy
conversion to speed up the process.
The principle behind lazy conversion
that it delays data conversion in hopes
that it isn't necessary (reading from a
file and writing it back comes to mind).
Beyond helping with data conversion,
lazy conversion also helps to keep the
data in "binary" storage form. This, in
turn, helps the internal Kettle engine
to perform faster data serialization
(sort, clustering, and so on). The Lazy
Conversion option is available in the
"CSV Input" and "Fixed input" text file
reading steps.

Join Rows

Use Join Rows

You need to specify the main step
from which to read. This prevents the
step from performing any unnecessary
spooling to disk. If you are joining with
a set of data that can fit into memory,
make sure that the cache size (in rows
of data) is large enough. This prevents
(slow) spooling to disk.

Not Applicable

Review the big picture: database,
commit size, row set size and other
factors

Consider how the whole environment
influences performance. There can be
limiting factors in the transformation
itself and limiting factors that result
from other applications and PDI.
Performance depends on your
database, your tables, indexes,

the JDBC driver, your hardware,
speed of the LAN connection to

the database, the row size of data
and your transformation itself. Test
performance using different commit
sizes and changing the number of
rows in row sets in your transformation
settings. Change buffer sizes in your
JDBC drivers or database.

Not Applicable

Step Performance Monitoring

New in PDI version 3.1.0, is a

way to track the performance of
individual steps in a transformation.
Step Performance Monitoring is

an important tool that allows you
identify the slowest step in your
transformation.

PDI logs data about transformations and jobs according to default parameters that control how many lines are allowed
in the log and how long the oldest line should stay in memory before it is released. Obviously the more lines that are
recorded and the longer they are kept, the more heap space is consumed by them. If you are experiencing memory
shortages or slow performance in your PDI content, you can address the problem by modifying in-memaory logging.

In Spoon, the following parameters control logging:
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e KETTLE_MAX LOG_SIZE_IN_LINES, which sets the maximum number of log lines that are kept internally by
Kettle. Setting this to 0 (the default) forces PDI to keep all rows.

e KETTLE_MAX_ LOG_TIMEOUT_IN_MINUTES, which represents the maximum age (in minutes) that a log line
should be kept internally by PDI. Setting this to 0 (the default) keeps all rows indefinitely.

The equivalent parameters, which can be set on each KTR or KJB individually using Kitchen or Pan, are:

* maxloglines
« maxlogtimeout

Set these values to the lowest non-zero values that your operations can tolerate. If you are using logging for any
purpose, you must balance between tolerable performance and necessary functionality.
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Pentaho Analysis (Mondrian) Performance Testing and
Improvement

This section contains advice and procedures for testing and improving Mondrian performance.

ROLAP Performance-Tuning and Design Theory

Concept definition.

Partitioning High-Cardinality Dimensions
http://devdonkey.blogspot.com/2011/03/mondrian-high-cardinality-dimensions.html

Tuple Segment Caching

http://devdonkey.blogspot.com/2011/02/mondrian-spi-segmentcache.html
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If your hardware has reached the limits of its performance capabilities, there are a few different approaches to
expanding it without adding new machines. The cheapest solution is to switch from a 32-bit environment to a 64-bit one,
which can often be accomplished without buying any new hardware. If you've gone as far as you can go with software
and need to scale up, there are some key upgrade points to consider for business intelligence deployments.

Note: You may need to adjust your support entitlement contract to complete some of the upgrades described

| here. The Pentaho Bl Server is licensed per CPU, so increasing the number of CPUs in your deployment will
require a higher level of service. Contact your Pentaho sales representative for more details on support plan
pricing.

The topics listed below were originally planned for this guide, but weren't completed before publication. Customer
feedback enables Pentaho to give priority to the most important documentation, so if there are sections you would like
to see added or completed, let your Pentaho support representative know.

Understanding hardware upgrades

Perhaps your server hardware is not upgraded to its maximum potential.
More RAM

Faster CPUs and multiple cores

RAID and solid-state storage

Network infrastructure

While all modern computing hardware is 64-bit capable, most operating systems currently shipping with it is 32-bit. This
is primarily to maintain backwards compatibility with legacy software and proprietary hardware drivers. As time goes
on, 64-bit software is becoming more available, and within the next few years it's likely that many operating systems,
desktop software packages, and business software suites will be 64-bit only.

The first step in increasing performance on Pentaho servers and workstations is to ensure that all of the operating
systems they run on are 64-bit. You can check this in Windows by going to the System Properties dialogue, and in
Linux with the uname -a command.

18 | Pentaho BI Suite Official Documentation | Vertical Resource Scaling



If you've gone as far as you can (or care to) go with vertical scalability, then it's time to consider scaling horizontally.
The Pentaho Bl Server can scale out to a cluster, or further to a cloud environment. Clusters are excellent for
permanently expanding resources commensurate with increasing load; cloud computing is particularly useful if you only
need to scale out for specific periods of increased activity.

Note: You may need to adjust your support entitlement contract to complete some of the upgrades described
| here. Contact your Pentaho sales representative for more details on support plan pricing.

The Pentaho Bl Server is scalable out to the limits of its Java application server. Most application servers are easily
clustered and load balanced by using the Apache httpd Web server with the Tomcat Connector (mod_jk) plugin.

The Tomcat Connector module forwards requests from httpd to Tomcat via the AJP protocol. It can operate locally
through localhost or remotely through TCP. Because JBoss embeds Tomcat, the core methodology for clustering
between the two application servers is the same:

1. Establish a load balancer that runs Apache httpd with the Tomcat Connector (mod_jk) plugin
2. Copy the pentaho-solutions directory to a network drive; this will be shared among all nodes
3. Configure the application server nodes with identical configurations and Pentaho Bl Server deployments

Note: You may have to modify these instructions to accommodate your operating system's unique httpd,
| Apache module, and application server configuration. Many operating systems -- especially Linux distributions --
have non-standard ways of managing these services.

In order to successfully implement a Pentaho deployment on a Tomcat or JBoss cluster, you must meet the following
requirements:

» Each node and the load balancer must be time-synchronized via NTP. All machines that comprise the cluster
have to have the same system time. If they do not, it will be impossible to share sessions among nodes.

* You must run only one node per machine (or NIC). It is possible to run multiple application servers on each
node with a modified configuration, but this scenario does not offer any benefit for load balancing (performance) or
hardware failover (redundancy), and therefore not covered in this guide. Refer to your application server's clustering
documentation for more information.

e You must use either Tomcat version 6.0 or JBoss version 5.1. You may be able to use this guide as a basic
blueprint for configuring other application servers or versions of Tomcat and JBoss for a clustered environment, but
Pentaho support will not be able to assist you if you run into any problems.

e You must have permission to install software and modify service configurations. Or you must have access to
someone at your company who does have the correct permission levels (root access, typically).

« Only the Pentaho BI Server will be deployed to the cluster. It is possible to modify the configuration to deploy
other WARs or EARs. However, for ease of testing and support, Pentaho only supports deployment of the pentaho
and pentaho-style WARs to the cluster.

* You must use a single repository location. Most people use a database-based solution repository; remember
that you are not clustering the database server in this procedure -- only the application server. If you are using a file-
based repository, you will have to create one canonical location for the solution repository, preferably on a network
share so that the location can be the same for all nodes.

In order to keep all cluster nodes current with stored Pentaho content and settings, they must share the pentaho-
solutions directory. This directory is mirrored in the Pentaho solution database, which is also shared among all nodes.
Since the database configuration is partially stored in this same directory, this is a required step for sharing the BI
Server configuration among all nodes as well. Follow the directions below to set up a common pentaho-solutions
directory.

1. Select a secure location in your computing infrastructure for the pentaho-solutions directory, and configure it so that
it can securely share directories over your corporate network.
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2. If you have existing content and Bl Server settings that you want to move to the cluster, copy it over to the shared
drive now. You can also copy an extant pentaho-solutions directory from a standalone Bl Server that you are moving
to a clustered environment.

3. Configure each cluster node to automatically connect to the machine that will serve the pentaho-solutions directory.
This is best accomplished by setting up a network drive that connects to the remote machine.

4. Modify each Bl Server node configuration to point to the new location of the pentaho-solutions directory by editing
the / VEEB- | NF/ web. xml inside of the deployed pentaho.war or unpacked / webapps/ pent aho/ directory and
modifying the solution-path element:
<cont ext - par an>

<par am nane>sol uti on- pat h</ par am nane>
<par am val ue>/ mt / shar edhost / pent aho- sol uti ons/ </ par am val ue>
</ cont ext - par an»

5. If you have been using a local solution database (on the same machine with a standalone Bl Server that you are
migrating to a cluster), you must either move the database to a machine that can be reliably shared among all
nodes, or ensure that it is available to the other nodes. If you move the database, you must change the hibernate
and quartz locations in the following files within the shared pentaho-solutions directory:

» /system/applicationContext-spring-security-hibernate.properties
» /system/hibernate/hibernate-settings.xml
* One of these, depending on which database you are using:

» /system/hibernate/mysgl.hibernate.cfg.xml
» /system/hibernate/postgresql.hibernate.cfg.xml
» /system/hibernate/oracle.hibernate.cfg.xml

And /META-INF/context.xml inside the pentaho.war or unpacked pentaho directory on each Tomcat or JBoss node.

You now have a pentaho-solutions directory and solution database shared among all of your cluster nodes.

Clustering requires a load balancer to manage each application server node. This is most easily accomplished via the
Apache httpd Web server, which will connect to each application server node via the Tomcat Connector module.

1. Install Apache 2.2.x -- with SSL support -- through your operating system's preferred installation method. For
most people, this will be through a package manager. It's also perfectly valid to download and install the reference
implementation from http://www.apache.org.

It is possible to use Apache 1.3, but you will have to modify the instructions on your own from this point onward.
2. If it has started as a consequence of installing, stop the Apache server or service.
3. Retrieve or create your SSL keys.

If you do not know how to generate self-signed certificates, refer to the OpenSSL documentation. Most production
environments have SSL certificates issued by a certificate authority such as Thawte or Verisign.

4. Check to see if you already have the Tomcat Connector installed on your system. You can generally accomplish this
by searching your filesystem for mod_jk, though you can also search your http.conf file for mod_jk. If it is present,
then you only need to be concerned with the Apache httpd configuration details and can skip this step. If it is not
there, then the Tomcat Connector module needs to be installed. If you are using Linux or BSD, use your package
manager or the Ports system to install mod_jk. For all other platforms, visit the http://www.apache.org/dist/tomcat/
tomcat-connectors/jk/binaries/, then click on the directory for your operating system. The module will be either an
.s0 (for Linux, BSD, OS X, and Solaris) or .dll (for Windows) file. Save it to your Apache modules directory, which is
generally C: \ Program Fi | es\ Apache G oup\ Apache2\ nodul es\ on Windows, and / usr/ | i b/ apache2/
nodul es/ on Unix-like operating systems, though this can vary depending on your Apache configuration.

5. Edit your httpd.conf file with a text editor and add the following text to the end of the file, modifying the paths and
filenames as instructed in the comments:

Note: Some operating systems use modular httpd configuration files and have unique methods of including
| each separate piece into one canonical file. Ensure that you are not accidentally interfering with an auto-

generated mod_jk configuration before you continue. In many cases, some of the configuration example

below will have to be cut out (such as the LoadModule statement). In some cases (such as with Ubuntu
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Linux), httpd.conf may be completely empty, in which case you should still be able to add the below lines to it.
Replace example.com with your hosthname or domain name.

# Load nmod_j k nodul e

# Update this path to match your nod_j k | ocation; Wndows users should change the .so
to .dll

LoadModul e j k_nmodul e /usr/lib/apache/ nodul es/ nod_j k. so

# Where to find workers. properties

# Update this path to match your conf directory | ocation

JkWor kersFil e /etc/ httpd/ conf/workers. properties

# Should nod_jk send SSL information to Tontat (default is On)

JKkExtract SSL On

# What is the indicator for SSL (default is HITPS)

JKHTTPSI ndi cat or HTTPS

# What is the indicator for SSL session (default is SSL_SESSI ON_| D)

JKSESSI ONI ndi cat or SSL_SESSI ON_I D

# What is the indicator for client SSL cipher suit (default is SSL_Cl PHER)

JkCl PHERI ndi cat or SSL_Cl PHER

# What is the indicator for the client SSL certificated (default is SSL_CLI ENT_CERT)

JKCERTSI ndi cat or SSL_CLI ENT_CERT

# \Where to put jk shared nenory

# Update this path to match your local state directory or logs directory

JkShnFi | e /var/log/httpd/ nmod_j k. shm

# Where to put jk logs

# Update this path to match your logs directory location (put nod_jk.log next to
access_|l og)

JkLogFil e /var/ | og/ httpd/ nod_j k. | og
# Set the jk log |l evel [debug/error/info]
JkLogLevel i nfo

# Select the tinmestanp |og fornat
JkLogSt anpFormat "[ % Y% % 9% 9%Vt %5 %]
# Send everything for context /exanples to worker naned workerl (aj pl3)
# JkOptions indicates to send SSK KEY S| ZE
JkOpti ons +Forwar dKeySi ze +Forwar dURI Conpat - Forwar dDi rectori es
# JkRequest LogFor nmat
JkRequest LogFor mat " %w %/ %@
# Mount your applications on the |oad bal ancer node
JkMount /pent aho/* | oadbal ancer
# There should be no need to cluster the style WAR, but just in case..
#JkMount / pent aho-styl e/ * | oadbal ancer
# Add shared nenory.
# This directive is present with 1.2.10 and
# later versions of nod jk, and is needed for
# for | oad balancing to work properly
JkshnFile | ogs/jk.shm
# Add j kstatus for managi ng runtinme data
<Location /jkstatus/>
JkMount st at us
Order deny, al | ow
Deny fromall
Al'low from 127.0.0. 1
</ Locati on>
<Vi rt ual Host exanpl e. com
Server Name exanpl e. com
JkMount /pent aho defaul t
JkMount /pent aho/* defaul t
JkMount /swstyl e default
JkMount /swstyle/* default
JkMount [/ pent aho-styl e default
JkMount [/ pent aho-styl e/* default
</ Vi r t ual Host >

. In your Apache configuration, ensure that SSL is enabled by uncommenting or adding and modifying the following
lines:

LoadModul e ssl _nodul e nodul es/ nod_ssl . so
I ncl ude conf/extralhtt pd-ssl.conf
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7. Save and close the file, then edit/ conf/ extra/ ht t pd- ssl . conf and properly define the locations for your SSL
certificate and key:

SSLCertificateFile "conf/ssl/nycert.cert"
SSLCertificateKeyFile "conf/ssl/nycert.key"

8. Ensure that your SSL engine options contain these entries:
SSLOpti ons +StdEnvVars +Export Cert Dat a
9. Add these lines to the end of the VirtualHost section:

JkMount /pent aho default

JkMount [/ pent aho/* defaul t
JkMount /swstyl e default
JkMount /swstyle/* default
JkMount [/ pent aho-styl e defaul t
JkMount [/ pent aho-styl e/* default

10.Save and close the file, then create a workers.properties file in your Apache conf directory. If it already exists,
merge it with the example configuration in the next step.

11.Copy the following text into the new workers.properties file, changing the location of Tomcat and Java, and the port
numbers and IP addresses to match your configuration:

Note: Remove the workers.tomcat_home setting if you are using JBoss.

# Load- bal ancer settings

wor ker s. t ontat _hone=/ hone/ pent aho/ pent aho/ server/ bi server-ee/ t ontat/
wor ker s. j ava_hone=/ hone/ pent aho/ pent aho/ j ava/

# Define list of workers that will be used for nmapping requests
wor ker . |'i st =l oadbal ancer, st at us

# Define Nodel

# nodify the host as your host | P or DNS nane.
wor ker . nodel. port =8009

wor ker . nodel. host =192. 168. 3. 6

wor ker . nodel. t ype=aj p13

wor ker . nodel. | bf act or=1

wor ker . nodel. cachesi ze=50

# Define Node2

# nodi fy the host as your host |IP or DNS nane.
wor ker . node2. port =8009

wor ker . node2. host =192. 168. 3. 7

wor ker . node2. t ype=aj p13

wor ker . node2. | bf act or=1

wor ker . node2. cachesi ze=50

# Load- bal anci ng behavi our

wor ker . | oadbal ancer.type=Ilb

wor ker . | oadbal ancer. bal ance_wor ker s=nodel, node2
wor ker . | oadbal ancer. sti cky_sessi on=1

# Status worker for managi ng | oad bal ancer

wor ker . st at us. t ype=st at us

Apache httpd is how configured to act as a load balancer for two nodes. You can come back and adjust this for more
nodes later, but it is easier to test and adjust your configuration at this minimal level before you expand out further.

Proceed to the JBoss or Tomcat section below, depending on which application server you are using.

Before continuing, you should have a working Bl Server instance running in Tomcat 6. This should not be currently
in production. The safest way to proceed -- and the quickest way to recover from a failed deployment -- is to make a
backup archive of the tomcat directory before making any changes.

Follow the directions below to modify your Tomcat server to act as a member of a cluster.

1. Stop Tomcat on each cluster node.

2. Editthe/tontat/ conf/server.xm file on each node and add the jymRoute parameter (change the value to
match the node names you defined in workers.properties) to the Engine element:

<Engi ne name="Cat al i na" defaul t Host ="1 ocal host" j vmRout e="node01" >
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3. Further down in the file, ensure that the AJP connector line is uncommented, and that the port number matches the
node definition you defined in workers.properties (if it doesn't match, change the node entry in workers.properties,
not the AJP connector entry):

<Connect or URI Encodi ng="UTF-8" port="8009" enabl eLookups="fal se" redirectPort="8443"
prot ocol ="AJP/ 1. 3" />

4. Also ensure that the SSL version of the AJP connector line is uncommented, and add two properties at the end of
the line that define your SSL keystore password:

<Connect or URI Encodi ng="UTF-8" port="8443" naxHttpHeader Si ze="8192"
maxThr eads="150" m nSpar eThr eads="25" naxSpar eThr eads="75" enabl eLookups="fal se"
di sabl eUpl oadTi meout ="true" accept Count ="100" schene="https" secure="true"
client Auth="fal se" ssl Protocol ="TLS" keystorePass="password" />

5. Further down in server.xml, uncomment the Cluster node, but do not make any changes to it:

<C uster classNanme="org. apache. catalina.cluster.tcp.Si npl eTcpd uster"
manager Cl assName="or g. apache. cat al i na. cl ust er. sessi on. Del t aManager"
expi r eSessi onsOnShut down="f al se"
useDirtyFl ag="true"
noti fyLi stenersOnReplication="true">

<Memnber shi p
cl assNane="or g. apache. cat al i na. cl ust er. ncast . Mcast Servi ce"
ncast Addr =" 228. 0. 0. 4"
ncast Port =" 45564"
ncast Fr equency="500"
ncast Dr opTi me="3000"/ >

<Recei ver
cl assNane="or g. apache. catal i na. cl uster.tcp. ReplicationLi stener"
t cpLi st enAddr ess="aut 0"
t cpLi st enPort ="4001"
t cpSel ect or Ti neout =" 100"
t cpThr eadCount =" 6"/ >

<Sender
cl assNanme="or g. apache. catal i na.cl uster.tcp. ReplicationTransnitter"
repl i cati onMode="pool ed"
ackTi meout =" 15000"
wai t For Ack="true"/>

<Val ve cl assNane="or g. apache. catal i na. cl uster.tcp. ReplicationVal ve"
filter=".*\.gif;.*\.js;.*\.jpg;.*\.png;.*\.htm.*\.html;.*\.css;.*
\.txt;"/>

<Depl oyer cl assNane="org. apache. catal i na. cl ust er. depl oy. Far mAar Depl oyer "
tenpDir="/tnp/ war-tenp/"
depl oyDi r ="/t np/ war - depl oy/ "
wat chDi r="/t np/war-1isten/"
wat chEnabl ed="f al se"/ >

<Cd ust er Li st ener
cl assNane="or g. apache. cat al i na. cl ust er. sessi on. Cl ust er Sessi onLi st ener"/>
</ uster>

6. Editthe/tontat/ conf/context.xn and add a distributable parameter to the main Context element:
<Cont ext distributabl e="true">

Now that you have configured your application for clustering, you have to copy the Pentaho WARSs to each node. Follow
the instructions below.

1. If you have not already done so, install an identical version of Tomcat or JBoss (including the configuration files) to
each node in the cluster. Alternatively you can copy the Tomcat or JBoss directory you've been working with to each
node and configure the operating system to start and stop these services when the computer boots and shuts down.

2. If they were not copied over in the previous step, ensure that the Pentaho WARs have been copied to the / ser ver/
def aul t/ depl oy/ or/ webapps/ directory: pentaho.war, pentaho-style.war.
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You now have a populated cluster.

Follow the below instructions to start the cluster and verify that it is working properly.

Start the solution database.

Ensure that the machine hosting the shared pentaho-solutions directory is available to each node.
Start the application server on each node.

Start Apache and your application server on the load balancer.

Test the cluster by accessing the Bl Server through the load balancer's IP address, hostname, or domain name and
commence whatever test procedure you have designed for this scenario.

a s WD E
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If you are running out of memory even though your server has a lot of RAM, you probably need to increase the
resources allocated to the JRE instance that runs the Pentaho software you're trying to improve performance on.
Adjusting the memory limit is an easy configuration change to make, but the instructions differ depending on the client
tool or Web application server you're using. Refer only to the sections below that apply to your situation.

By default, JBoss has a relatively low memory allotment. This can cause out of memory errors in the Bl Server from
time to time. To increase the memory limit, follow the below process.

1. Stop the JBoss server or service.
2. Open a terminal or command prompt window.

3. If you are running Tomcat as a service in Windows, paste in this command, changing the path to the Bl Suite to
accommodate your situation: C: \ pent aho\ bi -sui te-2. 0. 1\ server\ bi -server\tontat\bin\tonctat5 //
US/ / pent ahobi server --Jvn=512 --Jvmk=1024, and in Linux, the command would be: / bi -
suite-2.0. 1/ server/ bi-server/tontat/bin/toncat5 //US//pent ahobi server --Jvmk=512 --
Jvmvk=1024

4. If you are starting Tomcat manually as a server with the Bl Platform's included scripts, edit the start-pentaho script
(.bat for Windows, and .sh for Linux), and modify the CATALINA_OPTS environment variable, modifying the values
of Xms and Xmx in the same manner as the previous step.

export CATALI NA_OPTS="- Xms512m - Xmx1024m - XX: MaxPer nSi ze=256m -
Dsun.rm . dgc. client.gclnterval =3600000 - Dsun. rm . dgc. server.gclnterval =3600000"

5. Start the Tomcat server or service.

Your Tomcat server now has increased minimum and maximum memory limits. You can adjust the JvymMx number
(this parameter specifies the maximum limit) to a higher number if you prefer. However, if the Java virtual machine
refuses to start with increased limits, then you will have to add more RAM to your system, stop some memory-intensive
services, or reduce the maximum memory limit to a lower number. This problem occurs when there is not enough
contiguous memory available to assign to the JVM, and appears to happen on Windows at lower thresholds than on
other operating systems.

By default, Tomcat has a relatively low memory allotment. This can cause out of memory errors in the Bl Server from
time to time. To increase the memory limit, follow the below process.

1. Stop the Tomcat server or service.

2. If you are modifying your own Tomcat instance and performed a manual deployment of the Bl Server WAR,
edit the ~/ . bashr ¢ for the user account that starts the Tomcat service, or whatever configuration file or dialogue
contains global system variables on your Bl Server machine. Set or modify the CATALINA_OPTS system variable
to include reasonable minimum and maximum memory settings via the -Xms and -Xmx options.

export CATALI NA OPTS="- Xns512m - Xmx1024nt

3. If you are using a Pentaho-supplied Tomcat instance provided via Bl Server archive packages or the Bl
Suite graphical installer, edit the start-pentaho script (.bat for Windows, and .sh for Linux), and modify the
CATALINA_OPTS environment variable, adjusting the values of Xms and Xmx in the same manner as the previous
step.

export CATALI NA OPTS="- Xms512m - Xnx1024m - XX: MaxPer nSi ze=256m -
Dsun. rm . dgc. client. gclnterval =3600000 -Dsun. rni. dgc. server. gcl nterval =3600000"

4. Start the Tomcat server or service.

Your Tomcat server now has increased minimum and maximum memory limits. You can adjust the JvmMx number
(this parameter specifies the maximum limit) to a higher number if you prefer. However, if the Java virtual machine
refuses to start with increased limits, then you will have to add more RAM to your system, stop some memory-intensive
services, or reduce the maximum memory limit to a lower number. This problem occurs when there is not enough
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contiguous memory available to assign to the JVM, and appears to happen on Windows at lower thresholds than on
other operating systems.
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Improper scalability testing can give you the wrong idea about changes you've made to your Bl Server instance.

Before testing, ensure that you're reusing sessions, instead of creating successive new sessions. Creating multiple
unnecessary sessions causes the Bl Server to run out of memory unless the session timeout in web.xml is set
extremely low (1 per minute, for instance); the default is 30 minutes.

Logging into the Bl Server is resource-intensive: you must authenticate the user; create a bunch of session data; and
run all startup action sequences, which usually store data in the user's session. So if, during testing, you simply string
together a bunch of URLs and ignore the established session, you'll create a series of 30-minute sessions and almost
certainly run out of memory. The correct way to test the server is to mimic a user's actions from a browser. The sections
below explain how to do this.

Sessions and URLSs

Most stress test tools (Loadrunner, JMeter, etc.) have session/cookie management options to ensure that they behave
like a human user. However, if you're creating your own test scripts, you should follow this process:

1. Log into the server

2. Execute a URL that contains the userid and password parameters (&userid=joe&password=password for
example)

3. Using the same session, submit other URLs that don't have the userid/password in them.

Use this process for as many users as you need to test with.

To log out of a session, you can use the http://localhost:8080/pentaho/Logout URL; this will invalidate the session if
you append the userid and password values of the logged-in user. Without passing those parameters (or, alternatively,
specifying the session ID or cookie) on the Logout URL, you will create another new session instead of closing an old
one.

This means that two back-to-back wget commands in Linux will create two different HTTP sessions on the server
unless one of the following conditions is met:

1. -cookies=on is specified for both wget commands
2. -save-cookies is used on the first wget command to save the cookies to a file, and -load-cookies is used on the
second wget command to load the session state

Memory and sessions

Out of memory errors in the Bl Platform can happen because of what your test script is doing, not necessarily because
of any weakness in the platform. You can see just how robust the Bl Platform is by taking a look at a production server's
natural (human user) load. The following URL will show you what each day's maximum and present number of HTTP
sessions are: http://testserver.example.com/pentaho/public/UserService.

You can see the Java virtual machine memory settings by examining the the options passed to the Tomcat or JBoss
start scripts, or by looking at the CATALINA_OPTS system variable, if there is one. The Xms and Xmx options
define the minimum and maximum amount of memory assigned to the application server. The default settings are not
particularly high, and even if you've adjusted them, take note of the number of sessions it takes to use up all of the
memory. Also take note of the fact that closing sessions after an out of memory error will return the memory to the
available pool, proving that there are no memory leaks or zombie sessions inherent in the Bl Platform.
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