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This work is in partial fulfillment of my master's thesis here at CMU, supervised by Jeremy



You can see the formalization for yourself at the Github repo listed here


What is Dynamic Epistemic Logic?
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"I'll assume that some of you are familiar with modal logic..."



"...logical framework for reasoning about agent knowledge and how that knowledge changes as agents communicate with each other"


What is Dynamic Epistemic Logic?

Dynamic Epistemic Logic is a logical framework for reasoning about how
knowledge changes for systems of agents as communication events occur.
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"I'll assume that some of you are familiar with modal logic..."



"...logical framework for reasoning about agent knowledge and how that knowledge changes as agents communicate with each other"


What is Dynamic Epistemic Logic?

Dynamic Epistemic Logic is a logical framework for reasoning about how
knowledge changes for systems of agents as communication events occur.

It is useful within a wide variety of disciplines, such as:
@ economics
game theory

artificial intelligence

cryptography

We will focus on a fragment of Dynamic Epistemic Logic called Public
Announcement Logic without common knowledge (PAL).
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"I'll assume that some of you are familiar with modal logic..."



"...logical framework for reasoning about agent knowledge and how that knowledge changes as agents communicate with each other"


What is Dynamic Epistemic Logic?

Hans van Ditmarsch
Wiebe van der Hoek
Barteld Kooi

Dynamic
Epistemic Logic
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The theory I've formalized comes from several chapters out of this book


Roadmap

@ Theory of Public Announcement Logic
@ Motivating Example: The Muddy Children Puzzle
@ Dynamic Operators and Frame Restrictions
@ Soundness and Completeness Results

© Conclusions and Future Work
@ Frame Definability and Undefinability
@ Topological Semantics
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Including an example, because it will help you get a feel for the logic and for the kind of problems it is useful in solving


The Muddy Children Puzzle
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The Muddy Children Puzzle

Three children go to the park to play. When their father comes to find
them, he sees that two of them have mud on their foreheads.
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Don't worry if it isn't immediately apparent why the muddy children know, I'll guide us through it together


The Muddy Children Puzzle

Three children go to the park to play. When their father comes to find
them, he sees that two of them have mud on their foreheads.

The father announces, “At least one of you has mud on your forehead”,
and then asks them, “Do you know if you have mud on your forehead?”
The children simultaneously respond, “I don't know.”
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Don't worry if it isn't immediately apparent why the muddy children know, I'll guide us through it together


The Muddy Children Puzzle

Three children go to the park to play. When their father comes to find
them, he sees that two of them have mud on their foreheads.

The father announces, “At least one of you has mud on your forehead”,
and then asks them, “Do you know if you have mud on your forehead?”
The children simultaneously respond, “I don't know.”

The father then repeats his question, “Do you know if you have mud on
your forehead?” This time the two children with muddy foreheads
simultaneously answer, “Yes, | do!" while the remaining child again
answers, “| don't know."”
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Don't worry if it isn't immediately apparent why the muddy children know, I'll guide us through it together


The Muddy Children Puzzle

Theorem: If there are n children, k < n of whom are muddy, then the k

children can know that they are muddy after the father repeats his
question k times.

Proof: By induction on k.
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Rather than do the proof, we'll work through the example where 2 out of 3 children are muddy



Because it will help convey the intuition and it will actually be more helpful for understanding the formalization



This theorem is a little weird. It seems like nothing is happening, father just keeps asking "Do you know if you're muddy?" and the children keep answering "No" over and over again and strictly by virtue of this happening enough times the knowledge state of some children can change and all of a sudden they know?


The Muddy Children Puzzle

Initial states of uncertainty:
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Here's the setup



I'll explain this directed graph in more detail



I'll use the word: node/world/state interchangeably in the discussion that follows



Remember, no child can see his or her own forehead, so for example...


The Muddy Children Puzzle

Initial states of uncertainty:

@ Nodes represent 23
possible worlds
(3 children, each of

mem whom are either
muddy or not)
1
ccm
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Here's the setup



I'll explain this directed graph in more detail



I'll use the word: node/world/state interchangeably in the discussion that follows



Remember, no child can see his or her own forehead, so for example...


The Muddy Children Puzzle

States of uncertainty after the father announces, “At least one of you has
mud on your forehead":
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If one of them is muddy then they can't all be clean



The children know that ccc is no longer a possibility



As a result, the uncertainty involving that state must also disappear


The Muddy Children Puzzle

States of uncertainty after the father announces, “At least one of you has
mud on your forehead":
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If one of them is muddy then they can't all be clean



The children know that ccc is no longer a possibility



As a result, the uncertainty involving that state must also disappear


The Muddy Children Puzzle

States of uncertainty after the father announces, “At least one of you has
mud on your forehead":

@ At mcc, child 1 is
certain mcc is
the correct state,
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If one of them is muddy then they can't all be clean



The children know that ccc is no longer a possibility



As a result, the uncertainty involving that state must also disappear


The Muddy Children Puzzle

States of uncertainty after the father announces, “At least one of you has
mud on your forehead":

@ At mcc, child 1 is
certain mcc is
the correct state,

@ At cmc, child 2 is
certain cmc is
the correct state,
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If one of them is muddy then they can't all be clean



The children know that ccc is no longer a possibility



As a result, the uncertainty involving that state must also disappear


The Muddy Children Puzzle

States of uncertainty after the father announces, “At least one of you has
mud on your forehead":

@ At mcc, child 1 is
certain mcc is
the correct state,

@ At cmc, child 2 is
certain cmc is
the correct state,

@ At ccm, child 3 is
certain ccm is
the correct state.
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If one of them is muddy then they can't all be clean



The children know that ccc is no longer a possibility



As a result, the uncertainty involving that state must also disappear


The Muddy Children Puzzle

States of uncertainty after the children simultaneously announce, “I don't
know" :

3
cmm cmc
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It's not obvious, but I claim that there's enough information for the children to know that mcc, cmc, and ccm are no longer possibilities: or basically, the worlds where only one child is muddy



If it were the case that only one child was muddy, that child wouldn't have said "I don't know". They would have been seeing two other clean foreheads so they would have known that they were the muddy one. Because that didn't happen, we can't be at one of these states, so the uncertainty involving those states must also disappear



It seemed like nothing was happening, but here we can see exactly what's happening: after announcements children are ruling out possibilities and if they do this enough they can come to know which world they're in


The Muddy Children Puzzle

States of uncertainty after the children simultaneously announce, “I don't
know™ :
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The Muddy Children Puzzle

States of uncertainty after the children simultaneously announce, “I don't
know" :

cmm
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If it were the case that only one child was muddy, that child wouldn't have said "I don't know". They would have been seeing two other clean foreheads so they would have known that they were the muddy one. Because that didn't happen, we can't be at one of these states, so the uncertainty involving those states must also disappear



It seemed like nothing was happening, but here we can see exactly what's happening: after announcements children are ruling out possibilities and if they do this enough they can come to know which world they're in


The Muddy Children Puzzle

States of uncertainty after the children simultaneously announce, “I don't
know™ :

@ At mmc, children
1 and 2 are
certain mmc is
the correct state,
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know" :
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the correct state,

At mcm, children
1 and 3 are
certain mcm is
the correct state,
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It's not obvious, but I claim that there's enough information for the children to know that mcc, cmc, and ccm are no longer possibilities: or basically, the worlds where only one child is muddy



If it were the case that only one child was muddy, that child wouldn't have said "I don't know". They would have been seeing two other clean foreheads so they would have known that they were the muddy one. Because that didn't happen, we can't be at one of these states, so the uncertainty involving those states must also disappear



It seemed like nothing was happening, but here we can see exactly what's happening: after announcements children are ruling out possibilities and if they do this enough they can come to know which world they're in


The Muddy Children Puzzle

States of uncertainty after the father repeats his question, “Do you know
if you have mud on your forehead?”

3
mmm
2
1
cmm
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Whichever of these worlds obtains, only the clean child remains uncertain


The Muddy Children Puzzle

States of uncertainty after the father repeats his question, “Do you know
if you have mud on your forehead?”

This time the two

children with muddy
foreheads

simultaneously

1 answer, “Yes, | do!”
while the remaining
child answers,

“l don't know."”
cmm
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Whichever of these worlds obtains, only the clean child remains uncertain


Theory of Public Announcement Logic

Dynamic Operators and Frame Restrictions
Soundness and Completeness Results
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Hopefully that provided motivation for this logic and we can dive into the theory


Public Announcement Logic

Definition (The Language of Epistemic Logic)

Given a finite set of agents A and a countable set of primitive propositions
PROP, the language L is defined inductively as follows:

¢=Llpnl¢—=9]| Ko

where a € A and p, € PROP.

The necessity operator K ¢ is read as “agent a knows that ¢."

(This is just the basic modal language indexed over agents.)
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The way I'll do this is actually by introducing two languages, and two corresponding proof systems, and two definitions for validity in parallel, one more basic than the other



The reasons for this will become apparent shortly



Let's start with the language of epistemic logic



Formulas can either be the constant false, they can be propositional variables, they can be an implication between two existing formulas, or they involve the necessity operator applied to an existing formula


Public Announcement Logic

Definition (The Language of Public Announcement Logic)

Given a finite set of agents A and a countable set of primitive propositions
PROP, the language Ly is defined inductively as follows:

p:=Llpnld—=v|Kag|[o]Y

where a € A and p, € PROP.

The update operator [¢]¢ is read as, “after every truthful announcement
of ¢, holds.”
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The language of public announcement logic builds on this



new operator "bracket phi psi"



If you think back to the puzzle, public announcements were made and we wanted to reason about which propositions were true after each announcement



This is how we represent that in the formal language


Public Announcement Logic

Definition (Kripke Frame)

A Kripke frame is a tuple F = (W, RA) where W denotes a non-empty set
of possible worlds and R is a function, yielding for each a € A a binary
relation R, C W x W (called the accessibility relation) between worlds.

wR,y means that world y is accessible from world w for agent a.
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Next we can start to define the semantics



You've already seen what this looks like from the example at the beginning



We can talk about things like "world y is accessible from world w for agent a"


Public Announcement Logic

Definition (Kripke Model)

A Kripke model M = ((W, RA),v) is a tuple where (W, RA) denotes a
Kripke frame and v : PROP — 2" is a valuation function over the
primitive propositions.

w € v(pp) means that “p, is true at world w,”

[pn]m denotes the set of all worlds in M where pj, is true.

9
Or
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This is a frame together with a valuation function



This enables us to say things like "proposition p sub n is true at world w", or "semantic bracket" notation



Big picture is: there are worlds, different propositions are true or false at each world, and the accessibility relation describes what worlds each individual agent considers possible



These two definitions (kripke frame, model) are used with both languages


Public Announcement Logic

Definition (Validity for Epistemic Logic)

Let w be a world in a model M = ((W, RA), v). We say that ¢ is valid for
agent a at world w in M whenever

JE L iff false

) = Pn iff  w € v(pn)

YEO = iff (M,w)E¢  implies (M,w) =
) E Ki¢ iff  Vy € W, wR,y implies (M,y) = ¢
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We can extend truth for primitive propositions to all formulas



Hopefully the first three clauses for the basic connectives are familiar to you



Agent a knows phi at w if phi is true at every world y accessible from w


Public Announcement Logic

Definition (Validity for Public Announcement Logic)

Let w be a world in a model M = ((W, RA), v). We say that ¢ is valid for
agent a at world w in M whenever

false

w € v(p)

(M,w) =¢  implies (M, w) =
Vy € W, wR,y implies (M,y) = ¢
(M,w) =g implies (M]g, w) =

W' =

[¢1nm

(M,w) = L iff
(M, w) & pn iff
(M.w) =¢ = iff
(M, w) = Ka¢ iff
(M,w) = [¢ly iff
Where M|¢ = (W', RA), V') is such that,
RA/ _

RAN ([¢lm * [#1m)

V,(pn) = V(pn) N [[¢HM
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Public announcement logic needs an extra clause for the update operator bracket phi psi



The effect of the public announcement of phi is that it restricts the model to all and only those states where phi holds



Cartesian product



This is what we saw with the example at the beginning. The father announcing "at least one of you has a muddy forehead" removed the state ccc, restricted the model to only those states where at least one child had a muddy forehead. As a result, the relation and valuation were restricted as well


Public Announcement Logic

Definition (Proof System S5 for Epistemic Logic)

Given a set of agents A and primitive propositions PROP, the axiomatic system S5 is
comprised of:

e all instances of propositional tautologies,

e all instances of the schemes:

Ki(p — ¥) = (Kap — Katp), (DISTRIBUTION OF K, OVER —)
Kip — ¢, (TRUTH)
Kip — KaK, 0, (POSITIVE INTROSPECTION)
-Kip — Ki—K o, (NEGATIVE INTROSPECTION)

e from ¢ and ¢ — v, we infer 1), (MODUS PONENS)

e from ¢, we infer K,¢. (NECESSITATION)
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Switching to syntax...



These axioms schemas should accord with our intuitions: talk about the schemas



ONLY if they ask about necessitation: say we're just talking about provability here. Its a plausible rule to have in the system, it formally echoes the idea that if something is demonstrable by logical reflection alone one can necessarily know it is true.


Public Announcement Logic
Definition (Proof System PA for Public Announcement Logic)

Given a set of agents A and primitive propositions PROP, the axiomatic system PA is
comprised of:

e all instances of propositional tautologies,

e all instances of the schemes:

Ki(¢p — ¢) = (Kap — Katp), (DISTRIBUTION OF K, OVER —)
Kap — &, (TRUTH)
Kip — KK, 9, (POSITIVE INTROSPECTION)
K, — Ki=Ka o, (NEGATIVE INTROSPECTION)
[P]L < (¢ — 1), (ATOMIC FALSEHOOD)
[?]pn < (¢ — pn), (ATOMIC PERMANENCE)
[6](¥ — x) « ([¢]¥ — [¢]x), (ANNOUNCEMENT AND IMPLICATION)
[A]Kat < (6 — Ka[o]¥), (ANNOUNCEMENT AND KNOWLEDGE)
[][¥]x < [¢ A [9]¥]x, (ANNOUNCEMENT COMPOSITION)
e from ¢ and ¢ — 1), we infer 9, (MODUS PONENS)
e from ¢, we infer K,¢. (NECESSITATION)

v
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The same, with some additional rules for the update operator



Basically: they govern how the update operator interacts with other connectives



For example, the last one is important because it reduces a composition of two announcements into a conjunction of announcements, so it's helpful when deriving theorems involving multiple announcements



ONLY if they ask about necessitation: say we're just talking about provability here. Its a plausible rule to have in the system, it formally echoes the idea that if something is demonstrable by logical reflection alone one can necessarily know it is true.


Public Announcement Logic

Definition (Provability)
Given a proof system AX (S5 or PA), a formula ¢ is provable from AX if
either:
@ ¢ is an axiom,
@ ¢ follows from provable formulas ¢ and x by modus ponens,
@ ¢ follows from provable formula v by necessitation.
We denote the fact that ¢ is provable by Fax ¢.
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The two proof systems S5 and PA are defined inductively in Lean



The notion of provability is also defined inductively as follows


Public Announcement Logic

Completeness for Epistemic Logic

Theorem (Completeness)

The proof system S5 is sound and complete with respect to the class of
frames Feq whose relation is an equivalence relation (reflexive, symmetric,
transitive). That is,

Fss ¢ <= Feq = 0.

Proof.

(=) By induction on the provability relation.
(<) By contraposition using a canonical model construction. O
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With these definitions in hand, we can start to think about soundness and completeness



As a reminder - soundness: if you can prove it, then it's true



Completeness: all true statements are provable


Public Announcement Logic

Completeness for Public Announcement Logic

Theorem (Completeness)

The proof system PA is sound and complete with respect to the class of

frames Feq whose relation is an equivalence relation (reflexive, symmetric,
transitive). That is,

}_PA¢ —— Feq |:¢

Proof.
(=) By induction on the provability relation. O
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It turns out that the proof system PA is sound and complete with respect to the same class



This is a little weird because PA has all those extra axiom schemas about announcements



Public announcement logic (as I said before, this version without common knowledge) is of special interest to modal logicians for theoretical reasons related to expressive power


Public Announcement Logic

Completeness for Public Announcement Logic

The language Lk has the same expressive power as the language L.

Proof. (Cont.)

(«<=) To prove completeness, it suffices to define a translation

t: Lk — Lk and show that every formula is provably equivalent to its
translation. That is,

F o« t(o).
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"Theoretically, the language of public announcement logic has the same expressive power as the language of epistemic logic"



By expressive power, I mean that there's no formula that can be expressed in the language of public announcement logic that can't also be expressed in the language of epistemic logic



From a practical standpoint, having announcement operators is quite useful. Without them, formulas could become quite lengthy



There's a reason we don't all use Sheffer Strokes all the time


Public Announcement Logic

Completeness for Public Announcement Logic

Definition (Translation Function)
The translation t : Li) — Lk is defined recursively as follows:

t(L)=1
t(pn) = pn
t(p — ) = t(d)) — t(¢)
t(Ka9) = Kat(o)
t([¢]lL) = t(¢ — L)
([¢]Pn) = t(¢ — Pn)
t([o](v — x)) = t([¢]¢ — [¢]X)
t([p]Kat)) = t(¢ — Ka[]Y)
)=

t(lollv]x) = t([o A [o]¢]x)
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Skip to next slide


Public Announcement Logic

Completeness for Public Announcement Logic

Definition (Translation Function)
The translation t : Li) — Lk is defined recursively as follows:

t(L)

= ( ) = t(4)
Kat(¢)

t(pn)

t(¢ — )

t(Ka9) =
t([¢]L) = t(¢ — 1)
t([#lpn) = t(¢ — pn)
t([1(v = x)) = t([8ly — [4]x)
t([¢]Kay) = t(¢ — Kalo]y)
t([2llv]x) = t([o A [81¥]x)
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First 4 are not really doing anything


Public Announcement Logic

Completeness for Public Announcement Logic

Definition (Translation Function)
The translation t : Li) — Lk is defined recursively as follows:

t(L)=1
t(pn) = pn
t(p — ) = t(d)) — t(¢)
t(Ka9) = Kat(o)
t([¢]L) = t(¢ — L)
([QZ)]Pn) = t(QZ) — Pn)
t([o](v — x)) = t([¢]¢ — [¢]x)
t([p]Kat)) = t(¢ — Ka[d]Y)
) =

t(lollv]x) = t([o A [o]¢]x)
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Last 5 are either pushing the public announcement inside or letting us rewrite announcements in terms of simpler formulas



With last axiom: formula on the right is not a subformula of formula on the left, so it's not clear that it's actually simpler



To show it's simpler, we'll need to define a complexity measure, so that's part of the work


Public Announcement Logic

Completeness for Public Announcement Logic

Lemma (Equivalence Under Translation)
For all formulas ¢ € L it is the case that

o < t(o).

Since, for example, [¢ A [¢]1]x is not a subformula of [¢][¢)]x, we must
define a complexity measure to prove equivalence of formulas.

Proof.
By induction on the complexity of ¢. Ol

Corollary

PA completeness follows from S5 completeness.
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As I said before, we want to show every formula is provably equivalent to its translation



We can't do induction on formulas


Conclusions and Future Work
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That's the big picture view of the public announcement logic that I formalized in Lean



I'd like to mention that this represented only a portion of my overall project



I also formalized some more general model-theoretic results in definability and undefinability



I'll touch on these ideas very briefly, but since there's not time to go in detail, please see the Github repo or talk to me afterward if you're interested


Conclusions
Frame Definability and Undefinability

Definition (Definability)

We say ¢ defines a class of frames F if, for all frames F,

FeF < FE¢.
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In modal logic, we often think of classes of frames and their associated acessibility relations as capturing properties of directed graphs



One question of interest to modal logicians concerns the connection between an accessibility relation and the truth of specific formulas in frames that admit that relation



I'm using the box here because these results are more general


Conclusions
Frame Definability and Undefinability

Definition (Definability)

We say ¢ defines a class of frames F if, for all frames F,

FeF < FE¢.

Examples:
@ [Ip — p defines the class of reflexive frames,

e O(Op — p) — Op (aka Lob's formula) defines the class of frames
that are transitive and admit no infinite R-paths.
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In modal logic, we often think of classes of frames and their associated acessibility relations as capturing properties of directed graphs



One question of interest to modal logicians concerns the connection between an accessibility relation and the truth of specific formulas in frames that admit that relation



I'm using the box here because these results are more general


Conclusions
Frame Definability and Undefinability

Definition (Undefinability)

We say a class of frames F is undefinable if there is no formula ¢ that
defines F.
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So is every graph property definable by a modal formula? As it turns out, no. There are countably many formulas in the modal language, but an uncountable number of relational properties for graphs



We say that a class of frames is undefinable if there does not exist a modal formula that defines it



So that's the other half of what I've worked on


Conclusions
Frame Definability and Undefinability

Definition (Undefinability)

We say a class of frames F is undefinable if there is no formula ¢ that
defines F.

To prove undefinability, we rely on invariance under:
@ Disjoint unions
@ Generated subframes
@ Bisimulations

@ Surjective bounded morphisms
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So is every graph property definable by a modal formula? As it turns out, no. There are countably many formulas in the modal language, but an uncountable number of relational properties for graphs



We say that a class of frames is undefinable if there does not exist a modal formula that defines it



So that's the other half of what I've worked on


Conclusions
Frame Definability and Undefinability

Definition (Undefinability)

We say a class of frames F is undefinable if there is no formula ¢ that
defines F.

To prove undefinability, we rely on invariance under:
@ Disjoint unions
@ Generated subframes
@ Bisimulations

@ Surjective bounded morphisms

These results are included in my Lean formalization.
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So is every graph property definable by a modal formula? As it turns out, no. There are countably many formulas in the modal language, but an uncountable number of relational properties for graphs



We say that a class of frames is undefinable if there does not exist a modal formula that defines it



So that's the other half of what I've worked on


Future Work

Completeness for PAL with Common Knowledge

Definition (The Language of PAL with Common Knowledge)

Given a finite set of agents A and a countable set of primitive propositions
PROP, the language Ly is defined inductively as follows:

v=Llpnl¥D9| Ko | Cpo|[]Y

where a € A, p, € PROP, and B C A.

Since PAL with common knowledge is more expressive than the basic
modal language, the completeness proof is a bit more involved...
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In terms of future work, the next obvious step would be to formalize PAL with common knowledge



This language has an extra operator "C B phi", read as "everyone in some group B knows that phi, and everyone knows that everyone knows that phi, and so on"



For the logicians in the room, one can show that the logic is not compact


Future Work

Topological Semantics

A topological model is a topological space (X, 7T) together with a
valuation v : PROP — 2%,

Definition (Topological Validity)
Truth in a model M = ((X,T), v) is defined as

[palm = v(pn)
[=¢Im = X\ [¢]m

[¢ — ¥lm = [lm C [¥]m
[B¢]m = int([¢]m)

where int([¢]m) denotes the topological interior of the set [¢].

Paula Neeley (Carnegie Mellon University) Dynamic Epistemic Logic in Lean Jan 6th, 2021 31/32




Another area I'd like to formalize is the completeness of S4 modal logic with respect to the class of all topological spaces



Topological models provide a framework naturally suited to the representation of evidence and its relationship to knowledge and belief



This connection dates back to Tarski in the 1940s, but (to the best of my knowledge) it still hasn't been formalized in any theorem prover?



Mathlib has a great topology library, and topological semantics is a modern area of research, theres lots of interesting work going on in it


Thanks for listening!
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Thanks for listening!

Questions?
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