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Making Rails More

(Artificially) Intelligent
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Artificial Intelligence

® "The science and
engineering of
making intelligent
machines", John
McCarthy

® Algorithms that
solve “intelligent”
problems

-
ARTIFICIAL INTELLIGENCE



" J
What are we going to see?

B Bayesian Networks

Predicts if attendants will fall asleep
® Naive Bayes Classifier

Email classification for customer services.
B Genetic Algorithms

Optimize web page revenue from
advertisements



" JEEE——
Bayesian Networks

B Causal networks
ICause —» Effect

B 2 components:
~IAcyclic graph

~IProbability
distributions set

® |nference




Ruby and Bayesian Networks

® sbn, Simple Bayesian Networks
http://sbn.rubyforge.org/
Carl Youngblood, 2007

® bn4r, Bayesian Networks for Ruby
http://bn4r.rubyforge.org/
Sergio Espeja, 2006

B |nstall the library

gem install bn4r


http://sbn.rubyforge.org/
http://bn4r.rubyforge.org/
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Bayes predictor: Are you going to
fall asleep?

Photo by Jarkko Laine
http://www.flickr.com/people/jarkko/
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Bayes predictor: Are you going to
fall asleep?
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Bayes Net creation Speater

had
ots of beer

Delayed FI|ghk-°tS of beer The topicis Monoton€ yegterday
last night  interesting  Speech

N pe

Attendant is Attendant is
tired bored
# Create BayesNet ‘\\\\\\ x//////
bn = BayesNet.new Attendant
falls asleep

# Create nodes for the Bayes Net (BayesNetNodes)
bn.add vertex( delayed = BayesNetNode.new ("DelayedFlight") )
bn.add vertex( att hangover = BayesNetNode.new (“LotsOfBeerLastNight") )

bn.add vertex( asleep = BayesNetNode.new (“AttendantFallsAsleep") )



Bayes Net creation (edges) sue

had
ots of beer
Delayed Flightots of beer  The topic is Monoton€  yesterday
|? night  interesting ;peech
Attendant is Attendant is
tired bored

Attendant
falls asleep

# Add relations ( edges ) between nodes in the BayesNet
bn.add edge( delayed, tired )
bn.add edge(att hangover, tired )

bn.add edge( tired, asleep )
bn.add edge( bored, asleep )
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Probability Distribution Tables

P(delay=true) 0.3 P(att_hangover=true) 0.2 Delayed Flighl'OtS of _beer
last night
P(delay=false) 0.7 P(att_hangover=false) | 0.8 \ /
delay & delay & ldelay & ldelay &
att_hangover | latt_hangover att_hangover latt_hangover Attendant is
tired
P(tired=true) 0.95 0.7 0.8 0.05
P(tired=false) | 0.05 0.3 0.2 0.95
# Assign probabilities to each node Attendant
delayed.set probability table( [], [0.3, 0.7] ) falls asleep

att hangover.set probability table( [], [0.2, 0.8] )

tired.set probability table( [delay, att hangover], [0.95,
0.05, 0.7, 0.3, 0.8, 0.2, 0.05,0.957] )



Speaker
S O I Ve had
lots of beer

/ yesterday
Delayed Flight Lots of beer The topicis Monotone

last night  interesting ~ Speech

- p 4

Attendant is Attendant is
tired bored

delayed.set value( true )

Attendant
falls asleep

interesting topic.set value( true )
speaker hangover.set value( false )

1s attendant sleeping = bn.enumeration ask ( asleep, [delayed, interesting topic,
speaker hangover] )

P(is_attendant_sleeping=true| delayed, interesting_topic, speaker_hangover) = 0.1
P(is_attendant_sleeping=false| delayed, interesting_topic, speaker_hangover) = 0.9



"
Hey! You are breaking the
probabllities!

Photo by Jarkko Laine
http://www.flickr.com/people/jarkko/



require "rubygems™“
require "bn4r"“

# Create BayesNet
bn = BayesNet.new

# Create nodes for the Bayes Net (BayesNetNodes)

bn.add vertex( delayed = BayesNetNode.new ("DelayedFlight") )

bn.add vertex( att hangover = BayesNetNode.new ("LotsOfBeerLastNight") )

bn.add vertex( tired = BayesNetNode.new ("AttendantIsTired") )

bn.add vertex( speaker hangover = BayesNetNode.new ("SpeakerHadLotsOfBeerYesterday") )
bn.add vertex( monotone speech = BayesNetNode.new ("MonotoneSpeech") )

bn.add vertex( interesting topic = BayesNetNode.new ("TheTopicIsInteresting") )
bn.add vertex( bored = BayesNetNode.new ("AttendantIsBored") )

bn.add vertex( asleep = BayesNetNode.new ("AttendantFallsAsleep") )

# Add relations ( edges ) between nodes in the BayesNet
bn.add edge( delayed, tired )

bn.add edge (att hangover, tired )

bn.add edge( tired, asleep )

bn.add edge( speaker hangover, monotone speech )

bn.add edge( monotone speech , bored )

bn.add edge( interesting topic, bored )

bn.add edge( bored, asleep )

o~ o~ o~ o~~~

# Assign probabilities to each node

delayed.set probability table( [], [0.3, 0.7] )

att hangover.set probability table( [], [0.2, 0.8] )

tired.set probability table( [delayed, att hangover], [0.95, 0.05, 0.7, 0.3, 0.8, 0.2, 0.05,0.95] )
speaker hangover.set probability table( [], [0.5, 0.5] )

monotone speech.set probability table( [speaker hangover], [0.9, 0.1, 0.1, 0.9] )
interesting topic.set probability table( [], [0.95, 0.05] )

bored.set probability table( [monotone speech, interesting topic], [0.6, 0.4, 0.95, 0.05, 0.05,
0.95, 0.8, 0.21 )
asleep.set probability table( [tired, bored], [0.9, 0.1, 0.3, 0.7, 0.4, 0.6, 0.05,0.95] )
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# Assign observed values
delayed.set value( true )
interesting topic.set value( true )
speaker hangover.set value( false )

# Ask the network
is attendant sleeping = bn.enumeration ask ( monotone speech, [ delayed, interesting topic,
speaker hangover] )

# Print probabilities
p is attendant sleeping

puts "true --> " +
(is_attendant sleeping[0]/(is attendant sleeping[0]+is attendant sleeping([l])).to s
puts "false --> " +

(is_attendant sleeping[l]/(is_attendant sleeping[0]+is_attendant sleeping([l])).to_ s
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Nalve Bayes Classifier

® Applies the Bayes Rule
with naive
independence
assumptions

B Classes must be
known

® Requires training

Prior + Likelihood

FErvidence Photo by Aya Walraven Otake
http://www.flickr.com/people/ayalan/

Fosterior =



Ruby and Bayesian classifiers

® Ruby Classifier - Bayesian and LSI
classification library

http://classifier.rubyforge.org/
Lucas Carlson, David Fayram IlI.

B |nstall the library

gem install classifier


http://classifier.rubyforge.org/
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Nalve Bayes example:

® Hosting provider customer services

® Depending on mail subject, send the email:
To Technical Department
To Commercial Department

® \We need a training set with mail subjects

already classified as “Technical” or
“Commercial”
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Working on our classifier ()

B Create the classifier

require 'rubygems'
require 'stemmer’
require 'classifier’

# Create the classifier
classifier = Classifier::Bayes.new('Technical', 'Commercial')



Training Sets ()

B Commercial training set

commercial =

["l already payed this invoice.",

"Do you have any discount for 1 year contract?",

"Do you have discounts?",

"Do you have any affiliate schema?",

"This is my new VISA no",

"l cannot see my invoices",

"When is finishing my free period?",

"l have a friend that is interested in your services, will you make us any offer?",
"l didn't use your services last mont. | shouldn't be charged"”,

"Do you have any kind of warranty?",

"Is it possible to freeze my account and continue after holidays?",
"l don't want to continue with your services.",

"Great service! Can | upgrade my account?",

"Where are the differences between shared and private hosting?"]



Training Sets (ll)

® Technician training set

technician =

["l have limit of quoata exceeded and | cannot see my mail.",
"Is your ftp server working correctly?",

"My mails get delayed too much when my php application sends them.",
"l cannot read my mail",

"l cannot connect to the ftp server.",

"l cannot upload to the ftp server”,

"My rails application is not working in your server.",

"Can | use background processes in the shared hosting?",
"Can | install this gem?",

"My php app is not working",

"Can you setup a ssl cert for me please?",

"l cannot connect to my server.",

"How can | connect to subversion?"]
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Working on our classifier (ll)

B Train the classifier

# Train the classifier
technician.each { |[technician| classifier.train_Technical technician }
commercial.each { |commercial| classifier.train_Commercial commercial }
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Working on our classifier (llI)

B Use It

puts classifier.classify "How can | connect to my ftp account?”

-> Technical

puts classifier.classify "Is a private account better?”

-> Commercial

puts classifier.classify "Do you have available rails framework?”

-> Technical

puts classifier.classify "How much is your shared hosting for a whole year?"
-> Commercial

puts classifier.classify "l didn't get my discount in the last invoice. Is there something
wrong?"

-> Commercial

puts classifier.classify "Connection Timeout in my ftp connections”

-> Technical

puts classifier.classify "Which is my email outgoing server?”

-> Technical



Genetic Algorithms

...1% A_ e o.q

S

)

B Based on Darwin
evolution theory.
B Fvolve to find exact

or aproximate

optimal solutions to

problems

Photo by John Mu

http://www.flickr.com/people/jm123467890/



Useful GA example

Ehe £l Herald

Heraldcom

s | aemars | fprrl

O i i of G Bo Ran, wihveng &0 pou think s cregl stien i)

vaunnii
L1 Ll B id Ll ik LTl LW

Indgrtgaurged | Leng | (e fudy

Eoaech Laat ? Daye gk 1o Home @ ALE L Hhapping &
Hieriad
(=] Basketball :
« Segrod hmhdees Fired a 1ok
MIAMI HEAT Bt
N . Find a Mo
Rilay sees valua in second e
T round LREST T
— . “Theere 476 & hal-facen gEiys [ e’ 4 i e
s
. Hegt cousch Pat Ry R spent the peak ben dsys Ahap R
TR L oy bha permpker af ke Magdy B Orbhtels hap i
] T T indeerEy wabs brg o group of 28 plapers = |
el Faslan Anytime
Skl Rl P e 3
R S w
Bkl 111 bhadrmemity
Exiw Uy HEAT Sk
- Earsteim Card. &1 iyt
Canl. Etansdingt
oL

Lt
Eosihsl
=

High a b
Hihay
[TIES
s e Lgrirds

Fatimey

Bt
Harm

Sardatn

Tty

NEA Finals
Tickets

wve Bckistrquest com

N.B.A Playoff
Tickets

1=80

A00-5
o Buy Onling

v, prmilickets. coim

Ras S Pl =
e NEA Finals
i Tk
e Rl | Tickets Hare
MEA - ~
HORE HEAT NEWS O
Sweetney's versatility might fit Heat pLe it
A of T g L pRGpRcts Rad skped T Caage prie [
AR Eav, ALY CADgEIe S Mie Switiray . B0 0k L
aliege (0300 Craig Eskanch &, and Mo Beloves Smeatacy wii —jeL y
b 3 Torod im bha league snd 3 gooed B2 far tha Hast st ks, £
ol i = grbene ey com, DT 7 WO, L T, SO
BEAECEN
Trciorta Hory
HEA FINALS po e T
fame 1; st o Spurs I Al San .'“\I'I‘l-DI'IID

Duncan ignites Spurs to

Game 1 victory
afiar hearing he gl coraking guEsToa on b
prawons af Tim [uncan, aw Jorceys Earyon

dartn turad i achzdy b partcus and shaol ==
- Hit haad HEA Flarlik [k
- 10+ i 1t o el e
- o Pt il
BELAFEL LINES: R
+ Vichapl Bunt | Epwipsing ba Vidd
=1 e K ks

Spurs Tickels
San Anbor
MBS Flay

4 TINAES

. N COETRS P

B Optimize
advertisement revenue
In your website

B |t's done automatically
and without human
supervision

® Find optimal ad
combinations
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Darwin’'s Evolution Theory...

® There is a population (set of
individuals)

B Only best-fit individuals
survive

® |ndividuals combine
between them to produce
new generations

® Natural mutations introduce
new peculiarities in the
population
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GA Requirements

® |ndividual Data Representation

How do we manage the real data for each
individual?

B Fithess function: -

When is an individual better than another

one? %
® Recombine method &
How to create new ‘child” individuals? *
® Mutate method %
How to introduce new peculiarities into the * @ &

population?

INITIAL
POPULATION
W

Evaluate
fitness

|}
Select
best fit
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Ruby and Genetic Algorithms

B Ggadr, General Genetic Algorithms for
Ruby

http://gga4dr.rubyforge.org/
Sergio Espeja, 2007

B |nstall the library

gem install ggadr


http://gga4r.rubyforge.org/

" B
Individual representation

® Every ad position is represented in a vector
B Each position can have different ad versions

1

1 2 3 4 5
3 X ad9 |ad3 | X ad7

5

B Objective:
Get the best ad combination -> the best vector
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Individual Data Representation

B AdsVector Class.

class AdsVector < Array

attr accessor :clicks, :prints

def initialize (value)

® Array that stores the ad

super (value) . .

clear Comb|nat|0n
end .

B |t keeps control of prints and

def clear .

@clicks = 0 clicks

@prints = 0
end

end
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Fithess function

B |n this case an ad combination is better when
reaches more CTR (Click Through Ratio).

class AdsVector < Array
attr accessor :clicks, :prints

def fitness
@clicks.to f/@prints.to f
end
end



Recombine method

® A random position In
the VeCtor IS deCIded deirziziggiii(izirand * cZ2.size).to i
Then, the 2 combined &) & - 2 iiices e
[AdsVector.new(cl a + c2 Db),

VeCtorS are mixed into AdsVector.new(c2 a + cl Db)]

end
2 new “child” vectors.
Parents Children
1 2 3 4 5 1 2 3 4 5
X ad9 gad3 | X ad’/ X ad9 (ad3 |ad4 | ad5
q
1 2 3 4 5 1 2 3 4 5
ad1 |ad2 fad3 |ad4 | ad5 ad1 |ad2 |ad3 | X ad7
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Mutate method

® A random ad is placed in a random position
sometimes getting new individual

1 2 3 4 5 ADS = %w{ NONE AD1 AD2 AD3 AD4 AD5 AD6 AD7 AD8 AD9 }
X |ad9 |ad3 |ad2 |ad7 def mutate
mutate point = (rand * self.size).to i
l self[mutate point] = ADS[(rand * ADS.size).to 1]
end

X ad9 |ad3 | ad1 | ad7
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GA Initialization and running

® Create initial population (mainly randomly)

B GA Object creation with the initial
population.

® Running: Evolve and check for the best
individuals.
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Let it play: Create the initial
population

NUM POSITIONS = 5
ADS = Sw{ NONE AD1 AD2 AD3 AD4 AD5 AD6 AD7 AD8 AD9 }

MAX POPULATION = 20

def create initial population
num initial pop = MAX POPULATION

initial population = []

num initial pop.times do
individual = AdsVector.new NUM POSITIONS

individual.each {|pos, 1| individual[i] = ADS[ (rand * ADS.size).to i]}
initial population << individual
end

return initial population
end



Let it play: Create the GA Object

Gads ga = GeneticAlgorithm.new( create initial population,
:max population => MAX POPULATION )

Let it play: Evolve and check for
the best individual

@ads ga.evolve
one best fit = (@ads ga.best fit.first
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What's missing?

B |n order to evaluate the fithess function it is
required to count ad’s prints and clicks.

@total prints = 0

def on print (individual id)
@ads ga.generations[-1] [individual id].prints += 1
@total prints += 1

end

def on click(individual 1id)
@ads ga.generations[-1] [individual id].clicks +=1
end



Simulation

# Simulates a search for the best ad,
# In this simulations an ad combination has more probabilities
# of being clicked when has more coincidences v[i] = Ad 1
# [Adl, Ad2, NONE, NONE, NONE] is better than [Ad2, Adl, NONE, NONE, NONE]
def search best ads simulation
1000.times do |t|
(Gads _ga.generations[-1].size).times do |individual id|
50.times do
on print (individual id)

prob = 0.0
@ads ga.generations[-1][individual id].each with index do |ad, pos|
prob += 1.0/NUM POSITIONS.to f if "AD#{pos+1l}" == ad
end
on click(individual id) if rand < prob
end
end

puts "Evolution " + (@ads ga.generations.size.to s

one best fit = (@ads ga.best fit.first

puts "Best fitness = #{one best fit.fitness}"

p one best fit

puts "-"*50

@ads ga.evolve

@ads ga.generations[-1].each { |individual| individual.clear }
end
end



»
Conclusions...

B Al in web applications is more than spam
detection.

® Don't be afraid of Al (at least by now...)
B |t's very easy to use.

® Think about it. Al can improve your web
applications.



Questions?



Thanks!

Code and more info at bee.com.es


http://bee.com.es/

