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IT IS RED HAT ENTERPRISE LINUX OPTIMIZED FOR CONTAINERS

Minimized host environment 

tuned for running Linux 

containers while maintaining 

compatibility with Red Hat 

Enterprise Linux.

Inherits the complete hardware ecosystem,

military-grade security, stability and reliability for which 

Red Hat Enterprise Linux is known.

MINIMIZED 

FOOTPRINT

SIMPLIFIED 

MAINTENANCE

ORCHESTRATION 

AT SCALE

Atomic updating and 

rollback means it’s easy to 

deploy, update, and rollback 

using imaged-based 

technology.

Build composite applications 

by orchestrating multiple 

containers as micro-

services across multiple 

hosts.

RED HAT ENTERPRISE LINUX ATOMIC HOST



Persistent storage: a key challenge for containers

Stateful Database applications 

such as Redis, MySQL, 

MongoDB among most pulled 

images on Docker Hub

Container Journal

Stateful container apps 

represent the next big IT 

challenge

Gartner

Persistent storage among top 

issues for container enterprise-

readiness in production

NewStack research.

http://containerjournal.com/2016/08/01/stateful-container-apps-represent-next-big-challenge/
https://www.gartner.com/doc/3326117/achieving-storage-persistence-docker-containers
http://thenewstack.io/tns-research-present-state-container-orchestration/
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Docker Volume Plugin



Kubernetes Persistent Volumes

 Similar to Docker volume plugins 

 Types of persistent volumes –
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Docker Volume Plugin Storage Vendors 
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Backup Slides



Simplified Management & API Driven



Data Protection and Resiliency



Predictable Performance via Policies




