
Red Hat Gluster Storage Roadmap - 
Past, Present & Future

Red Hat Gluster Storage Roadmap

Sayan Saha
Director, Product Management, Storage Business

Vijay Bellur
Senior Principal Software Engineer

02-May-2017



Why?
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THE RED HAT STORAGE ECOSYSTEM

Standard interfaces and full APIs ease 
integration with applications and systems

Self-managing and self-healing software 
provides durability and adapts to changes

Industry-standard hardware provides choice 
and can be tailored for specific workloads
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Gluster management

Ceph data service Gluster data service

Ceph management



PHYSICAL

RED HAT STORAGE IS DEEPLY INTEGRATED

VIRTUAL PRIVATE CLOUD CONTAINERS PUBLIC CLOUD







PAST











RED HAT RECOGNIZED AS A STORAGE VISIONARY

Red Hat Storage recognized as a Visionary 
by Gartner in their first Magic Quadrant for 
Distributed File Systems and Object Storage.
This graphic was published by Gartner, Inc. as part of a larger research document and should be evaluated in the 
context of the entire document. The Gartner document is available upon request at 
https://engage.redhat.com/gartnermagic-quadrant-storage-s-201610121525

Gartner does not endorse any vendor, product or service depicted in its research publications, and does not advise 
technology users to select only those vendors with the highest ratings or other designation. Gartner research 
publications consist of the opinions of Gartner's research organization and should not be construed as statements of 
fact. Gartner disclaims all warranties, expressed or implied, with respect to this research, including any warranties of 
merchantability or fitness for a particular purpose.

https://engage.redhat.com/gartnermagic-quadrant-storage-s-201610121525
https://engage.redhat.com/gartnermagic-quadrant-storage-s-201610121525
https://engage.redhat.com/gartnermagic-quadrant-storage-s-201610121525


“Red Hat Gluster Storage met our 
requirements in terms of being a scalable, 
standard-based and future-secure 
solution based on proven technology from 
a trusted vendor, and adhering to our high 
demands on accessibility and security.” 
~ Anders Hellquist, Infrastructure Architect

“Our costs, including various procurement
costs and operating fees, fell to less than 
half of what we had been before 
implementing Red Hat Gluster Storage. The 
solution’s flexibility enabled us to build a 
storage environment using commodity 
servers and its ease of operational control 
was also a major advantage.”
~ Kazuyasu Yamazaki, Group Mgr, IT 
Infrastructure Group





PRESENT & FUTURE



● Software-defined alternative for File/NAS
● Container Storage across hybrid cloud
● Hyper-converged storage
● POSIX compatible Storage in Public Cloud

Strong interest and sales in



Software-defined alternative for File/NAS
Container Storage across Hybrid Cloud
Hyper-converged storage
POSIX compatible Storage in Public Cloud

Focus Area



Why Red Hat Gluster Storage?

Software-defined alternative for File/NAS

Superior price-performance
80% features, 30% cost
Migrate away from dead-end NAS appliances
Comprehensive public cloud support!



MEDIA REPOSITORY
like photos and videos, at 
enormously large scale

BACKUP
where elasticity and 
recovery time is critical

SURVEILLANCE
storage for customers 
with 1000+ cameras



Roadmap - RHGS offering for File/NAS
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RHGS 3.2 (Mar 2017)

• Arbiter Volumes
• Metadata & Small files perf
• New capabilities in container
• Faster self-heal for EC & sharded 

volumes



Roadmap - RHGS offering for File/NAS
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RHGS 3.3 (Summer 2017)

• SMB performance enhancements 
(reduce lookups - negative lookup 
cache)

• Expanded EC configurations (8+2, 
16+4 in addition to 4+2, 8+3 and 
8+4)

RHGS 3.2 (Mar 2017)

• Arbiter Volumes
• Metadata & Small files perf
• New capabilities in container
• Faster self-heal for EC & sharded 

volumes



Roadmap - RHGS offering for File/NAS

22

RHGS 3.2 (Mar 2017)

• Arbiter Volumes
• Metadata & Small files perf
• New capabilities in container
• Faster self-heal for EC & sharded 

volumes

RHGS 3.4 (Late  2017, Early 2018)

• Active-Active geo-replication 
(courtesy HALO replication from 
Facebook)

• Backup to public cloud

Red Hat Summit (May 2017)

All-new Perf & Sizing Guide, featuring:
● 3.1.3 vs. 3.2 performance
● HDD vs. all-flash performance
● CCTV surveillance performance
● Detailed CPU/RAM/NIC consumption

RHGS 3.3 (Summer 2017)

• SMB performance enhancements 
(reduce lookups - negative lookup 
cache)

• Expanded EC configurations (8+2, 
16+4 in addition to 4+2, 8+3 and 
8+4)
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S3/Glacier 
API



Software-defined alternative for File/NAS
Container Storage across hybrid Cloud

Hyper-converged storage
POSIX compatible Storage in Public Cloud

Focus Area



Why Red Hat Gluster Storage?

Container Storage across Hybrid Cloud

● RHGS provides consistent data management 
across the hybrid cloud for OpenShift - runs 
everywhere!

● Tight integration with RHGS running containerized 
inside OpenShift as kubernetes pods

● No need to throw away your existing SAN/NAS



Persistent Storage for containerized apps

OpenShift Infra (Registry)

Container Storage – Use Cases





● Storage provided by a 
dedicated Red Hat Gluster 
Storage Cluster over the 
network outside OpenShift

● Red Hat Gluster Storage can 
run bare metal or VMs

● Storage and compute can 
scale independently

Deployment Option-1: Container Ready Storage (CRS) 



● Fully featured scale-out storage 
platform (RHGS) runs inside 
OpenShift in containers 
(kubernetes pods)

● Application and storage 
containers can be co-located

● Storage services managed, 
scaled and upgraded like app 
containers



● Container Ready Storage (CRS) serving out storage to OpenShift 
with:
○ RHGS in stand-alone bare-metal storage clusters
○ RHGS inside VMs fronting Enterprise Storage Arrays
○ RHGS in AWS, Azure and Google Cloud 

● Container-Native Storage (CNS)
○ RHGS runs containerized inside OpenShift Container Platform (always 

with Heketi)
○ CNS runs anywhere OCP runs!

Zooming In on Deployment Options
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CNS 3.4 (Jan 2017)

• Dynamic provisioning
• Storage Classes
• Usability (cns-deploy)
• Upstream project launch 

gluster-kubernetes
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CNS 3.4 (Jan 2017)

• Dynamic provisioning
• Storage Classes
• Usability (cns-deploy)
• Upstream project launch 

gluster-kubernetes

CNS 3.5 (April 2017)

• Registry back-end for OCP in CNS
• Expand Day-2 ops
• Basic Support for  replication, 

snapshots etc.

Red Hat Summit (May 2017)

Integrated OpenShift on AWS Ref Arch:
● Existing OCP on AWS stepwise guide, plus
● Configuring storage via Gluster CNS
● Configuring storage via Gluster CRS
● Configuring Registry via Gluster
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CNS 3.4 (Jan 2017)

• Dynamic provisioning
• Storage Classes
• Usability (cns-deploy)
• Upstream project launch 

gluster-kubernetes

CNS 3.5 (April 2017)

• Registry back-end for OCP in CNS
• Expand Day-2 ops
• Basic Support for  replication, 

snapshots etc.

CNS 3.6 (Summer 2017) + CNS 3.7 (Fall 2017)

• OCP Main Registry back-end
• High Volume density per cluster - PVs
• Proper support for block (RWO workloads) 

via iSCSI
• Light-weight s3 object store for OpenShift

Summer 2017

● Integrated OCP/CNS Test Drive
● OCP/CNS Perf & Sizing Guide

(Bare Metal reference platform)

Red Hat Summit (May 2017)

Integrated OpenShift on AWS Ref Arch:
● Existing OCP on AWS stepwise guide, plus
● Configuring storage via Gluster CNS
● Configuring storage via Gluster CRS
● Configuring Registry via Gluster
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● Storage can run as a set of micro-services inside 
OpenShift - no external appliance needed

● Consistent storage platform across the hybrid 
cloud

● Multi purpose (RWO, RWX, object), flexible & 
versatile

RHGS based Container Storage – Differentiators
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Software-defined alternative for File/NAS
Container Storage across Hybrid Cloud
Hyper-converged storage with RHV
POSIX compatible Storage in Public Cloud

Focus Area



Why?

Hyper-converged storage with RHV

● Customers are looking for true open source 
alternatives to proprietary HCI solutions

● Price-performance
● Pricing & hardware selection flexibility
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Hyperconverged VM store with RHV + RHGS



6 steps to nirvana
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Roadmap
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 Summer  2017

● Libgfapi integration - high 
performance

● UI enhancements
● OVS support

Limited Availability (GA soon)

● ROBO use-case
● DR support 
● Up to 9-node HCI clusters
● Ansible based wizard driven 

install

Winter 2017

● Expand Scale
● Ultra-small: Start with 1-node, 

expand to 2 or 3
● Validated partner appliance 

(tentative)
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Software-defined alternative for File/NAS
Container Storage across Hybrid Cloud
Hyper-converged storage with RHV
POSIX compatible Storage in Public Cloud

Focus Area



Why?

POSIX compatible Storage in Public Cloud

● Public clouds seen as alternative to data center!
● Customers want to run the same apps, up there!
● Spotty support for POSIX compatible storage in 

public cloud



“Lift & Shift” to Public Cloud
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Summer 2016

• Published  “Admin Guide” for AWS, Azure, Goog Cloud
• Azure Ready images (VHDs)
• Goog Ready image (qcow2)

Spring/Summer 2017

● Highly Available  NFS and SMB support



Container-Native Storage for Modern Applications 
with OpenShift and Red Hat Gluster Storage

Thursday, May 4th,  11:30 PM - 12:15 PM, Room # 157A 

Sayan Saha
Director, Product Management, Storage Business, Red Hat

Michael Adam
Engineering Manager, Container-Native Storage, Red Hat

Annette Clewett
Senior Storage Architect, Storage Business, Red Hat

Daniel Messer
Technical Marketing, Storage Business, Red Hat



MODERNIZING STORAGE INFRASTRUCTURE WITH 
OPEN SCALE-OUT STORAGE

Wolfgang Schulze, Storage Practice Lead

Wednesday, May 3, 12:30 PM - 1:15 PM

Located at the Consulting Discovery Zone at the Services Showcase in the Partner Pavilion

To learn more, visit red.ht/discoveryzone



THANK YOU
plus.google.com/+RedHat

linkedin.com/company/red-hat

youtube.com/user/RedHatVideos

facebook.com/redhatinc

twitter.com/RedHatNews




