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Introduction: Why Red Hat Storage? 
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STORAGE IS EVOLVING       RED HAT IS LEADING 
OPEN, SOFTWARE-DEFINED STORAGE 

Standardized, unified, open platforms 
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TRADITIONAL STORAGE 
Complex proprietary silos 
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A RISING TIDE 

“By 2020, between 70%-80% of unstructured 
data will be held on lower-cost storage managed 

by SDS.” 
Innovation Insight: Separating Hype From Hope for Software-Defined Storage 

 
“By 2019, 70% of existing storage array products 

will also be available as software-only versions.” 
Innovation Insight: Separating Hype From Hope for Software-Defined Storage 

 

Software-Defined Storage is leading  
a shift in the global storage industry,  
with far-reaching effects. 

SDS-P MARKET SIZE BY SEGMENT 

Block Storage 

File Storage 

Object Storage 

Hyperconverged 

2013             2014             2015             2016             2017             2018            2019 

Source: IDC 

$475M 

$1,395M 

$1,195M 

$1,029M 

$859M 

$705M 

$592M 
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GARTNER MAGIC QUADRANT 

Gartner does not endorse any vendor, product or service depicted in its research publications, and does not 
advise technology users to select only those vendors with the highest ratings or other designation. Gartner 
research publications consist of the opinions of Gartner's research organization and should not be construed 
as statements of fact. Gartner disclaims all warranties, expressed or implied, with respect to this research, 
including any warranties of merchantability or fitness for a particular purpose. 
 

This graphic was published by Gartner, Inc. as part of a larger research document and should 
be evaluated in the context of the entire document. The Gartner document is available upon 
request at https://engage.redhat.com/gartnermagic-quadrant-storage-s-201610121525 

Red Hat Storage recognized as a 
Visionary by Gartner in their first Magic 
Quadrant for Distributed File Systems 
and Object Storage. 
 
Red Hat Storage positioned furthest 
and highest in both Completeness of 
Vision and Ability to Execute in the 
Visionaries quadrant. 



Storage Console 3 



Red Hat Storage Console: What is it? 

•  Unified graphical manager for Red Hat Ceph and Gluster storage. 

•  Based on the PatternFly UI framework for enterprise web applications. 

•  Focuses on: 

Monitoring Dashboard 
 

Fault Alerts 

Task management  
and reporting 

Host details, graphs, and network 

Storage Provisioning Cluster Creation / Import 



What’s New In RH Storage Console 3? 

 

 

Gluster 3.2 
Support! 

 

HA, Stateless, 
Distributed 

Architecture 

 

 New upstream 
Tendrl project 
and code base! 

 

Fall 2017 



Architectural Overview 



Architecture 

RHS-C 3 is completely redesigned and based on the                                       
upstream Tendrl project 

http://www.tendrl.org   

http://github.com/Tendrl 



Architecture 

The design consists of a core which is a trio of 

•  Node agent (generic service, runs on all nodes) 

•  Central Store (etcd, HA, connected to all nodes) 

•  And a stateless, HA, documented API service  



 

 



Architecture 

The design also consists of the Performance                                                    
Monitoring module: 

•  Graphite:  Store and graph metrics 

•  Carbon cache:     Makes receiving & storing data efficient  

•  CollectD   to feed generic host data to Graphite 

•  Custom Tendrl modules to feed Ceph and Gluster                                                    
specific data to Graphite 



Business Value 

Makes distributed SDS storage easier! 

Operational consistency and efficiency                                                              
(streamlined provisioning, enhanced discovery, and management                                                            
via the integrated service dashboard). 

Easily install or import Ceph 2.x or Gluster 3.2 storage “on demand”  

Get important information about storage utilization to help troubleshoot and 
diagnose issues (noisy neighbor, flaky disks, network bottlenecks) 

 



Business Value 

Achieve comprehensive visibility with a unified view of Ceph and Gluster 
storage infrastructure in a single console. 

Proactively monitor and manage health, performance, and capacity utilization 
and gain operational intelligence at scale. 

Receive alerts for operational issues requiring intervention. 

 

 



Red Hat Storage Console 3: Features 



Feature Overview 

Install, manage and monitor any SDS Storage (Future proofed by design) 

Graph real-time data from the Ceph Calamari API and Gluster-D services to 
manage & monitor health, performance and capacity   

Provisioning: (RADOS pools, RBDs, Gluster Bricks and Volumes, etc.)  

Alert on operational issues: (OSD state, Cluster state, Failed Drive..) 

Cluster and per node utilization, IOPs,  performance, statistics 

 

 



Features:  

Integrated Ceph Dashboard (utilization, IOPs, trends, issues) 

Graphical installation of Ceph (via Ceph-Ansible) 

Import existing Ceph 2.x clusters 

Discover and add hosts, create cluster 

Expand cluster (add mon’s/osd’s) 

OSD add/remove/set state 

Create / resize storage pools and RADOS Block Devices 

 

 

 

 



Features:  

Integrated Gluster Dashboard (utilization, IOPs, trends, issues) 

Graphical installation of Gluster (via gDeploy / Ansible) 

Import existing Gluster 3.2+ clusters 

Discover and add hosts, create trusted pool 

Expand cluster  

Add/Remove bricks  

Supports Distributed replicated and EC volumes 

 

 

 

 

 



Console UI 



Dashboards.. 



Ceph Clusters  
(Multi-Cluster View) 



Gluster Trusted Pools 
(Multi-Cluster View) 
 



Click on <cluster name> to see the cluster object details 
 

MyGluster	

MyCeph2	



Ceph 
Dashboard 



Hosts										File	Shares										Bricks										Configura;on											Events	 Gluster 
Dashboard 



Task history 









Now Let’s Create a Ceph Storage Pool... 













Now Let’s Create a Ceph RADOS Block Device... 

 















Road Map 
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RHS-C ROADMAP SUMMARY 
RED HAT STORAGE CONSOLE  (past) 

RHS-C 2.0 (Aug 2016) 
•  Ceph 2.0 Support 
•  Provisioning 
•  Monitoring, Dashboard 
•  2 Async releases 
•  EoL Feb 2018 

RED HAT STORAGE CONSOLE (2017 & beyond) 
•  - 

                 
RHS-C 4 (Spring 2018) 
•  Gluster add Vol types, Tiering, 

Data Management, CIFS/ NFS                
•  Snapshots, Geo-replication 
•  Ceph RGW, CRUSH map 

visualization 
•  RH Insights & Analytics 

RHS-C 3 (early Fall 2017) 
•  Gluster 3.2 Support (MVP) 
•  Ceph 2.x Support  
•  RHS Console  2 Equivalency 

for Gluster 
•  Improved Dashboard 

RHS-C 5 (Fall 2018)  
•  Gluster: Emerging features* 
•  CephFS enablement 
•  Ceph advanced troubleshooting, 

RBD Top, analytics 
•  RH Portfolio Enablement 

UPSTREAM ACTIVITY (Past & Future) 

Tendrl  1.0 (Nov 14) 
•  Framework creation 
Tendrl  2.0 (May 18) 
•  Ceph + Gluster MVP 
Tendrl 3.0 (Aug 2017) 
•  Gluster EC, Gluster provisioning 
 

RHSC 1.0 (2013) 
•  Gluster Support 
•  Provisioning 
•  Monitoring, Dashboard 
•  EoL (support extended) 



Red Hat Storage Console 4 
Targeted for Spring 2018 

Snapshot Functionality for Gluster Volumes and Ceph RBD  

Gluster: Volume types (Sharded, Striped, Tiering), Data Management, Geo-
replication, CIFS/ NFS enablement                

Snapshots, Ceph: Add RADOS Gate 

Ceph CRUSH Map visualization 

Auto re-weight? under investigation. 

Export to EFK (Elastic Search, FluentD, Kibana)? under investigation 

 

 



Red Hat Storage Console 4 
With Red Hat Insights & Analytics 

Predictive analytics 

This helps you save time and money addressing problems after the fact. Red Hat Insights lets you 
know about problems before they affect your environment. 

Reduce human error, resolve quickly: Our Storage experts prepare the solution articles. 

See potential problems and issues in real-time, without the need to wait for reactive error reports 
and logs, then fix with ease. 

Better, faster, and stronger through experience 

 

 



Red Hat Storage Console 5 
Targeted for Fall 2018 

Gluster: Emerging features - Compression, QoS 

Ceph advanced troubleshooting, “RBD Top”, analytics 

Ceph CRUSH editor 

CephFS Enablement 

Red Hat CloudForms: Basic storage reporting, show back /
chargeback, cross linking 

 



If you have product ideas or requests 
Contact me!   japplewh@redhat.com 



THANK YOU 
plus.google.com/+RedHat 

linkedin.com/company/red-hat 

youtube.com/user/RedHatVideos 

facebook.com/redhatinc 

twitter.com/RedHatNews 




