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Chapter 1. Introduction

This document looks at System Management Integration tools and their use within Talend ESB.

Welook at Hyperic HQ integration support in Chapter 2, Hyperic HQ Integration, IM X configurationin Chapter 3,
JMX configuration and Chapter 4, Nagios Integration deals with Nagios integration support.
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Chapter 2. Hyperic HQ Integration

2.1. Hyperic HQ Integration

These sections describe the Hyperic HQ integration support in Talend ESB. This consists of two pluginsfiles, one
for Camel support and one for CXF support, which ship with the release and corresponding examples.

This consists of a number of stages:

1.

Configure Tomcat and Karaf for IMX configuration, in Section 2.3.1, “Pre-requisites for deploying the
plugins’ . This enables the gathering of the basic metrics information.

Deploy the Hyperic HQ plugins and use them to autodiscover resources, in Section 2.3.2, “How to deploy
Hyperic plugins’. This also shows how to display the metrics, and this output is updated as the examplesrun.

Build and run the examples to generate metrics, in README files for examples
Look at the updated metrics
To see the complete list of available CXF and Camel metrics, we also look at using jconsole - (which is

additional information to that of the Hyperic HQ plugins), in Section 3.2, “Camel route and CXF service
metrics’.
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Hyperic HQ Integration

2.2. Introduction to Hyperic HQ

2.2.1. Hyperic HQ overview

The smooth running of the computer infrastructureisacritical part of any business. This requires constant system
monitoring of network resources, to be aware of what ishappening and of any problemsthat may arise, for example,
in services being unavailable, or generating faults. In the event of emergencies, the system can be configured to
notify key personnel about the problem and can help resolveit.

Hyperic is a cross platform monitoring system which is designed to monitor and control server resources. The
system implements four general functions:

» Discovery: HQ Agents that run on the machines in your environment automatically detect, or auto-discover,
the software resources running on the machine. When HQ discovers a software resource, it collects key facts
about it, including its type, vendor, version, and location

* Monitoring: HQ agents track the current state of services and servers in real time, and automatic detect
abnormalities

» Alerts: this subsystem will notify you about problems at the resources that are monitored. Alerts can be sent
to administrator using e-mail, a mobile phone or pager

» Control: You can use HQ for remote control and administration of your software resources. Available control
actions vary by resource type

You can find further information about Hyperic at the "Hyperic" site http://www.hyperic.com/. For
more information about installing Hyperic, please see : http://support.hyperic.com/display/DOC/QuickStart
+Installation.

2.2.2. System Requirements

Camed and CXF management demo examples can beinstalled, built, and run on Windows or Linux for which Java
6 isavailable. The following software is required for installing, building, and running the samples:

» JDK 1.6.0from Oracle should beinstalled, and the environment variable JAVA HOME should be set to the IDK
installation directory. Later JDKsfrom Oracle or JDKsfrom other providers may work but have not been tested.

» Maven 3.0.3 or later from Apache should be installed, and the mvn executable should be in your PATH. When
running mvn, HTTP access to the internet is required. The local Maven repository is expected to be created in
its default location, i.e. the Maven configuration should not have been modified.

e Tomcat 6.0 or later from Apache should beinstalled, and the environment variable CATALI NA HOVE should
be set to the Tomcat installation directory.

e The Talend OSGi container is included in the release installation in sub-directory cont ai ner . The current
version of Karaf is2.2.5.

» Hyperic HQ 4.5.1 (CE or EE) Server and Agent from SpringSource should be installed. Later versions may
work but have not been tested.
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2.2.3. Release directory structure

First, you need to download and extract the Talend ESB software (please see Talend ESB Getting Started
User Guide for more details). After you unpack the Talend ESB release, the plugin files are in a subdirectory
adapt er s, which is structured as follows:

adapt ers/
pl ugi ns/
canel - pl ugi n. xm
cxf-plugi n. xm
LI CENSE. t xt
READVE

2.3. Deploying the Hyperic HQ plugins

2.3.1. Pre-requisites for deploying the plugins

In order to provide metrics for monitoring, the Talend OSGi container or Tomcat web application container must
be configured for remote IMX access.

@ Note

The Karaf container of the Talend ESB installation is already configured.

For a Tomcat web application server, you must set an environment variable when starting it:

CATALI NA _OPTS="-Dcom sun. nanagenent . j nxrenote \

- Dcom sun. managenent . j nxr enot e. port =6969 \

- Dcom sun. managenent . j nxrenot e. ssl =fal se \

- Dcom sun. managenent . j nxr enot e. aut hent i cat e=f al se"

export CATALI NA _OPTS

This can be defined in afile:
set CATALI NA OPTS=. ..
OnLinux, thisis set at the beginning of cat al i na. sh

On Windows, itissetincat al i na. bat .

O Warning

To create MBeans that collect statistics about CXF services you first need to make an invocation
on the CXF service, which registers the MBeans. Without that step Hyperic HQ won't find metrics
as MBeans don't exist.
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2.3.2. How to deploy Hyperic plugins

Copy the Hyperic plugins to these folders:
e <Hyperi cServer >/ hg- engi ne/ hg- server/webapps/ ROOT/ VEB- | NF/ hg- pl ugi ns
e <Hyperi cAgent >/ bundl es/ agent - <ver si on>/ pdk/ pl ugi ns

The complete information about deploying Hyperic pluginsis at http://support.hyperic.com/display/EV O/Deploy
+Plugin

Tomcat and Karaf must be running to enable Hyperic to discover the servers.
1. Start the Hyperic server, if it wasn't running.
2. Start the Hyperic agent, if it wasn't running. Otherwise, restart it.

Information how to start/stop/restart Hyperic agent and Hyperic server is in the Hyperic documentation http://
support.hyperic.com

Open your browser and login to Hyperic server (default http://localhost:7080/ ). You will see new discovered
serversin the Autodiscovery.

@ Note

Sometimes servers are not detected correctly. In this case you need to restart Hyperic HQ Agent.
From the <Hyper i cAgent >/ bi n directory restart agent:

hg- agent . bat restart (onWindows)

sh hg-agent.sh restart (onLinux)

Resource Hame Status Changes
i@ sop-tdlE - Microzoft YWindows 7 modified server set changed
[# Apache Camel [Karaf] 2.x Camel Karaf ey T,
] Apsche Camel [Tomcat] 2 Camel Tomeat riEy i,
E_] Apache CHRF [Tomcat] 2.x CHF Tomcat My i,
E Apache CHF [Karaf] 2.x CXF Karaf MEwy i,

Skip Checked Resources

|

1. Clickon Add to Inventory.
2. Choose Resources Tab

3. Find and choose Apache Camel(CXF) [Tomcat]([Karaf]) 2.x from thelist of servers, depending on which
combination you wish to monitor. For example, you may wish to monitor Camel/Tomcat and CXF/Tomcat.
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4.

5.

Platforms (1) | Servers (2} | Services (212) | Compatible Groups/Ciusters (0) | Mized Groups (0) | Applications (0)

mme
mme
mme
M|
mme
mme
M)A
Mme
M)Al

OOEOEOEIED@

Server &

sop-tdls ActiveMO Embedded 5.4
sop-tdi6 Apache Camel [Karaf] 2.x
sop-tdd6 Apache Camel [Tomcat] 2.x
sop-tdi6 Apache CXF [Karaf] 2.x
sop-idi6 Apache CXF [Tomcat] 2.x
sop-tdi6 HQ ActiveMO Embedded 5.3
sop-tdiG HQ Agent 4.5.1

sop-tdi6 HO PostgreSal &.2
sop-tddé HO Tomcat 6.0

Choose a service group.

Server Type

Activehd) Embedded 5.4
Apache Camel [Haraf] 2.x
Apache Camel [Tamcat] 2.x
Apache CHF [Karaf] 2.x
Apache CxF [Tomeat] 2.x
Activehdia Embedded 3.3
HG Agent

Postagre=al 5.2

Apache Tomeat 6.0

For Camel you should see the group of the routes specified by context and name.

RESOURCES ™

[7] Group Members Auail

D Camel zop-tdd&icamel "routel™ @ e

D Camel sop-tdibicamelTomcat & =3
"routei™

|:| Camel sop-tdiéicamelTomcat 8
"route2™

[7] Host Server Avail

[[] sop-tdo6 Apache Camel [Tomeat]2x & O

For CXF you should see the group of the services specified by port and operation.

RESOURCES

[[] Group Members Auvail

D CXF "CRMServiceProvider™ @
"getCRMInformation™

|:| CXZF "ReservationServiceProvider™ =]
"getAvailableCars™

D CXF "RezervationServiceProvider™ ]
“getConfirmationOfReservation™

|:| CXF "ReservationServiceProvider" (=]
"submitCarReservation"

[[] HostServer Auvail

|:| sop-tddEs Apache CXF [Karaf] 2.x &

W]
A

v
(5
=

Hyperic will collect the metrics for these groups, and the initial results will be displayed.

Talend ESB System Management Integration User Guide 6



Hyperic HQ Integration

Note

These will subsequently updated as the examples are run.
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Chapter 3. IMX configuration

3.1. Configuration

Y ou can take the default IMX configuration, which facilitates monitoring and management of Java applications.
This section discusses how you can override these defaults, and perform more advanced configuration.

3.1.1. How to make advanced JMX configuration for
Camel routes and CXF services

3.1.1.1. IMX configuration

Plugin section, incanel - pl ugi n. xm and cxf - pl ugi n. xm :

For the Karaf server, by default, in the plugin, there is the following IMX configuration properties:

Property Name Description Default

jmx.url the IMX Service URL service:;jmx:rmi://localhost:44444/ndi/rmi://
local host: 1099/karaf-trun

jmx.username Username authentication |tadmin

jmx.password Password authentication  |tadmin

For the Tomcat server, by default, in the plugin, thereisthe following JIMX configuration properties:
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JMX configuration

Property Name

Description

Default

jmx.url

the IMX Service URL

service:;jmx:rmi:///jndi/rmi://local host:6969/jmxrmi

jmx.username

Username authentication

jmx.password

Password authentication

3.1.1.2. JMX configuration for Camel routes

Apache Camel has support for IMX and allows you to monitor a Camel managed object (for example, routes).
By default, a JMX agent is enabled in Camel which means that the Camel runtime creates and registers MBean
management objects with a MBeanServer instance in the VM. But if you would like to configure a IMX agent
(for example to use a custom port in IMX URL) the best way to do it isadding aj nxAgent eement inside the
camel Context element in Spring configuration:

<canel Context id="camel" xm ns="http://canel.apache. org/schema/spring">
<j mkAgent id="agent" nbeanOhj ect Dormai nNane="your. donai n. nane" >

<camel Cont ext >

The default IMX configuration is used in both examples, but you can also configure it:

<j mkAgent id="agent" registryPort="port nunber" createConnector="true">

cr eat eConnect or means that we should create a IMX connector (to allow remote management) for the
MBeanServer.r egi st ryPort isthe port for IMX.

You can set host Nanme and donmai nNane for Def aul t Managenent Nam ngSt r at egy. As a defaullt,
host Nane isthe computer name and dormai nNane isor g. apache. canel

<bean i d="namni ng"
cl ass="org. apache. canel . managenent . Def aul t Managerent Nam ngStr at egy" >
<property nane="host Nane" val ue="I| ocal host"/>
<property nane="domai nNane" val ue="org. apache. canel ">
</ bean>

To configure specific definitions for the Camel route object use the properties:

Property Name Description
org.apache.camel domain name

routes Camel routes type
context Camel context name
name route name

Y ou can find further information about configuring Camel IM X agent at the "Camel" site http://camel .apache.org/
camel-jmx.html.

3.1.1.3. JMX configuration for CXF services

Each server type defines several servicetypes such as EJBs, Connection Pools, IM S Queues, and so on. Theplugin
defines additional service typesto provide management of CXF via custom MBeans. The service element defines
aservice type, for example:
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Plugin object section:

<servi ce name="CXF all services nmonitoring">
<property nanme="O0BJECT_NAME"
val ue=' or g. apache. cxf: bus. i d=*, t ype=Per f or mance. Count er. Server, servi ce=*,
port=*, operation=*"'/>
<metrics include="cxf"/>
<pl ugi n type="autoi nventory" />
</ service>

In order to access custom MBeans, the plugin must define its IMX ObjectName to be used with various
MBeanServer interface methods. Only one ObjectName is defined per service type using the property tag within
the servicetag.

To configure specific definitions for the CXF service object use properties:

Property Name Description
org.apache.cxf:bus.id id of specific CXF bus
service service endpoint name
port service port name
operation service operation name

To enable IMX integration for CXF you need to declare the following bean in service Spring configuration:

<bean i d="org. apache. cxf. nanagenent. | nstrunent ati onManager"
cl ass="or g. apache. cxf. managenent . j nx. | nstrunent at i onManager | npl " >
<property nane="bus" ref="cxf" />
<property nane="usePl at f or mivBeanServer" val ue="true" />
<property nane="creat eMBSer ver Connect or Fact ory" val ue="fal se" />
<property nane="enabl ed" val ue="true" />

</ bean>

To avoid any unnecessary runtime overhead, the performance counters measuring response time are disabled by
default. To collect statistics for running sevices define the following bean:

<bean i d="Count er Reposi tory"
cl ass="or g. apache. cxf. managenent . count er s. Count er Repository">
<property nane="bus" ref="cxf" />
</ bean>

For further information about configuring IMX in CXF you can find at Apache CXF.

3.1.2. Advanced configuration for CXF and Camel
plugins

@ Note

We usetheterm <Tal end. runt i ne. di r > for the directory where Talend Runtime isinstalled.
Thisis typicaly the full path of either Runt i me_ ESBSE or Tal end- ESB- V5. 1. x, depending
on the version of the software that is being used. Please substitute appropriately.

If you wish to make advanced configuration of the plugin, you need to modify the plugin files that are shipped
with the release (all these configurations are optional):
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4.

5.

Remove all the metrics you don't need to observe.

If you have several instances of Karaf or Tomcat, Hyperic will try to assign discovered Camel routes or CXF
services to each Tomcat or Karaf instance. So you can set INSTALLPATH where the instance with Camel
routes (CXF services) is actually situated. This will prevent assigning Camel routes (CXF services) to each
Tomcat or Karaf running instance.

For Tomcat, add to Apache Camel Tomcat 2.x server inthecan®l - pl ugi n. xmi

<property nane="TOMCAT_HOVE" val ue="C:\tontat"/>
<property name="| NSTALLPATH MATCH' val ue="${ TOMCAT_HOVE}"/ >

Set INSTALLPATH to Tomcat instead of C: \ t ontat
For Tomcat, add to Apache CXF [Tomcat] 2.x server inthecxf - pl ugi n. xmi

<property nane="TOMCAT_HOVE" val ue="C:\tontat"/>
<property name="| NSTALLPATH MATCH' val ue="${ TOMCAT_HOVE}"/ >

Set INSTALLPATH to Tomcat instead of C: \ t ontat
For Karaf, add to Apache Camel [Karaf] 2.x server inthe canel - pl ugi n. xni

<property nane="KARAF_HOVE' val ue="<Tal end. runti ne. di r >\ cont ai ner\ bi n"/ >
<property nanme="| NSTALLPATH MATCH' val ue="${ KARAF_HOVE}"/ >

Set INSTALLPATH to bin directory of [Karaf] container instead of <Tal end. runtine. dir>
\container\bin

For Karaf, add to Apache CXF [Karaf] 2.x server inthe cxf - pl ugi n. xmni

<property nane="KARAF_HOVE' val ue="<Tal end. runti ne. di r >\ cont ai ner\ bi n"/ >
<property nanme="| NSTALLPATH MATCH' val ue="${ KARAF_HOVE}"/ >

Set INSTALLPATH to hin directory of Karaf container instead of <Tal end. runtine. dir>

\ cont ai ner\ bi n

Another variant, even easier, to solve this problem is to override | NSTALLPATH property. As an example
for Karaf and Tomcat:

<property nanme="| NSTALLPATH' val ue="Canel Karaf" />
<property nanme="| NSTALLPATH' val ue="Canel Tontat" />
<property nane="| NSTALLPATH' val ue="CXF Karaf" />
<property nanme="| NSTALLPATH' val ue="CXF Tontat" />

Set jnx.url value, which is defined for Tomcat and Karaf. As a default, Tomcat uses:
service:jmk:rm:///jndi/rm://|ocal host: 6969/]nxrmn/

and Karaf uses:
service:jnx:rm://1ocal host: 44444/ jndi/rm://|ocal host: 1099/ kar af -trun
Change the property AUTO NVENTORY _NAME for the defined servicesin the plugin.

For Camel you can set domai n option, (the default isor g. apache. canel ).

That'sall you need. The plugin isready to be used. Additional information about developing Hyperic IMX plugins
can be found at http://support.hyperic.com/display/EV O/IMX+Plugin+Tutorial
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3.2. Camel route and CXF service metrics

3.2.1. Hyperic metrics

In the case of IMX plugins, Hyperic monitors attributes of MBeans. The main metric attributeisnane. Thenamne
or al i as of the metric should be the same as MBean attribute name. To see the complete list of available CXF
and Camel metrics, in addition to the Hyperic information, let's see how we can find Camel routes MBean attribute
names using j console tool

Y ou can find information about metrics at http://support.hyperic.com/display/EV O/Metric+Parameters

3.2.2. Defining metrics

1. Typej consol e from Command Line.

JConsole: New Connection

New Connection

) Local Process:

Marme PIC
sun.tools, jconsole, I onsole 2260
| arg,eclipse, equinoe.launcher _1.2.0,v201 10502, jar -0s win. .. 1260

{*) Remote Process:

Usage: =zhostnames=:=port= O service:jmx: zprotocal=: 2sap=

Username: ikaraf i Password: Euu-

[ Zonneck H Cancel

2. Set remote IMX URL by selecting remote process and click on Connect. This opens the Java Monitoring
& Management console.

3. After connection, choose M Beans tab.

For Camel you should see:
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[

|i'.*| lawa Monitaring & M'anagement Console - karaf@servicejmrmiy/localhaost..,

| £ Connection Window Help

l.Overview | Memory I Threads | Classes I | Summaryi MBeans |

ke

- L IMImplernentation
IE | COm,sUnN. management
- | conmector

F- L javalang

& java.util.logging

IE | org.apache, activeng

[+~ | org,apache, aries,blueprink

—|- ., org.apache, camel

[ | components
EP | consumers
EP | context

& . endpaints
& . errorhandlers
& | eventnotifiers
& | processors
= routes

=@ "routel”
B Lribukes

2.8

@ "routes”
[ "route3”

b L services

. threadpools

b+ ) kracer

| org.apache, cxf

| org.apache. karaf

| osgi.compendium

| osgi,core

FH-FH-FH

Attribute values

Marme Walue
Camelld carmel-K.araf
Descripkion EventDrivenCansumerRouke[E. ..
EndpaintUri kimet: [ finbox ?periad=5000

ExchangesCompleted

17255

ExchangesFailed 0
ExchangesTatal 17255
FirstExchangeCampleted. .. |Tue May 31 17:24:38 CEST 2011

FirstExchangeFailureTime. ..

InflightExchanges

0

LastExchangeCompletedT. ..

Wed Jun 01 17:24:35 CEST 2011

LastExchangeFailureTime. ..

= | sop-td06/160-camel-Karaf

';_I--Operatil:nns

[#-Motifications

LastProcessingTirme 2
MaxProcessingTirme 4706
MeanProcessingTirme 17
MinProcessingTime 1

Fouteld routel
RoutePalicyList IInavailable
Skake Started
SkatisticsEnabled krue
TokalProcessingTime 302422
Tracing False

The attributes provided by Camel routes include:

» Exchanges Completed
» Exchanges Failed

» Exchanges Total

e Last Processing Time
* Max Processing Time
* Mean Processing Time
e Min Processing Time
e Tota Processing Time

For CXF you should see:

-
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@Jau’a Manitoring &Manage'meni:'lfunsule - servicejreermisddndifimizlocal.. | = || B |[eEE

[£| Connection Window Help |_ !“___5'_ 1 . x
| CIErYiEn I Memary I Threads | Classes | W Summaryl MEeans | Efi=
- | Catalina Attribuke values
B~ | IMImplernent ation
|-I'-_| - Users Marne Yalue
|:FJ | com,sun.management AvgResponseTime 1487
- | java.lang MaxResponseTime E02g
|:FJ | java.utillogging MinR esponseTimne ELT
- org.apache, activerng MumCheckedapplicationFaulks 0
|:FJ || org.apache.camel MurnIrseocations 5
- |, org.apache.cxf MurnLogicalRuntimeFaulks 0

& | Bus MurnRuntirneFaults 0

FE;',L-- ] | Bus.Service Endpoint mumlJnCheckedApplicationFaulks 0

= . Performance. Counter. Server TotalHandlingTime 7436

B-- cxfF1526376454

= L. "{http:{fexamples. esh talen

= (3 "SimpleServiceImplPort”
[)-Attributes

- "doublelt”

=R ribtes

-8 "sayH"

4| 1F [ ]

The attributes provided by CXF services include:

Availability

Number of Invocations

Total Handling Time

Num Checked Application Faults
e Num Logica Runtime Faults
e Num Runtime Faults

* Num Unchecked Application Faults
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Chapter 4. Nagios Integration

Nagios is an Open Source monitoring application which alows users to identify infrastructure problems before
they impact on important business processes. Nagios monitors the entire IT infrastructure to ensure servises,
applications and business processes are working as expected.

In the case of critical changesin the infrastructure Nagios, can alert the I T department of the problem. That allows
them to start fixing any issues as early as possible, before they affect the business processes.

In this chapter we describe how to monitor Talend ESB infrastructure using Nagios.
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4.1. Architecture overview of Nagios and
Talend ESB

4 )
(monitored)
JEE Server or
0O S5Gi container
4 MNagios )
server
jmxdperl plugin | TP »|| Jolokia
agent
- J/

Jmx4Perl provides an alternative way of accessing IMX (Java Management Extensions) on JEE Servers or OSGi
containers. It uses an agent-based approach where a small Java Web application (Jolokia), is deployed on the
application server, and provides HTTP/JSON-based access to IMX MBeans registered within the application
server. Jolokiais based on a set of Perl modules, and does not need aloca Javainstallation.

Component Description

jmx4perl Thisinstalled on the same machine as Nagios; it has a plugin which is integrated with the
Talend ESB plugins. It also has a Perl library, IMX::Jmx4Perl, for programmatic IMX
access.

check_jmx4perl A command utility on the Nagios server that can be used to get the monitored data - it is
part of the jmx4perl distribution.

Jolokia Jolokiais an HTTP/JSON bridge for efficent remote IMX access. It is a separate agent
that resides on the monitored server, and works with the jmx4perl plugin.

For convenience, Jolokia has been integrated into the Talend Runtime container as an OSGi agent and also
integrated into ActiveMQ asaWAR agent.

More Information

K

For more information, see:
* Nagios: htt p: // www. nagi os. com docunent ati on
o Jolokia: ht t p: // wwv. j ol oki a. org

o Jmxdperl: htt p: / /| abs. consol . de/ j nx4per |
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4.2. Installing jmx4perl plugin to Nagios

In this section we describe how to download and install the jmx4perl plugin to a Nagios server.

4.2.1. Prerequisites

Nagios Open Source version or Nagios XI 2011 version should be installed into Linux platform (or VM). To
download Nagios, pleasegotoht t p: / / www. nagi os. or g/ downl oad.

Note: Nagios Open Source 3.3.1 and Nagios XI 2011 version have been tested, but previous versions of Nagios
may also work with Talend Runtime.

4.2.2. Downloading the jmx4perl plugin

Download thejmx4perl pluginfromht t p: / / sear ch. cpan. or g/ CPAN aut hor s/ i d/ R RO ROLAND/
j mxdperl-1.04.tar.gz.

4.2.3. Building the jmx4perl plugin

We use the Perl CPAN (Comprehensive Perl Archive Network) shell here to download missing dependencies.
1. Extract the jmx4perl distribution:
$ cd /usr/local/src
$ tar zxvf /tnp/jnxdperl-1.04.tar.gz
$1In-s -f jnxdperl-1.04 jnmx4perl
2. Instal the build module:
$ cpan
cpan[1] > install Mdule::Build
cpan[1] > exit
3. Therearetwo ways of doing this step:
run './Build installdeps' (make sure you have ROOT rights)
aternatively, you can explicitly install missing dependencies:
$ cpan
cpan[1] > install Config:: General
cpan[2]> install Crypt::Blowish PP
cpan[3]> install File::SearchPath
cpan[4]> install JSON

cpan[5]> install Mdule::Find
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cpan[6] > install Nagios::Plugin
cpan[7]> install Term:d ui
cpan[8]> install Term : ReadKey
cpan[9] > install Term : ReadLi ne:: Perl
cpan[10] > install Term: Shell Ul
cpan[11] > install Term: Size
cpan[12] > exit

4. Start the Build.PL script:
# cd /usr/local/src/jm4dperl
# perl Build.PL
Running this script includes accepting the following defaults:

Install 'jnxdperl' ? (y/n) [y ]y

Install 'check_jmxdperl' ? (y/n) [y ]y
Install 'cacti_jmxdperl' ? (y/n) [y ]y
Install 'j4psh' ? (y/n) [y ]y

Install Term:ReadLine::Gwu ? (y/n) [n ]n
Install "jolokia" ? (y/n) [y ]n

5. Run Build comand:
# ./Build install

When all these steps finished successfully, the jmx4perl plugin should be installed onto Nagios. Please check this
by running:

$ check_jnmxdperl -u http://jol okia_host:8040/jol okia --alias MEMORY_HEAP_USED --base ME

Inthisexamplej ol oki a_host meansthe host where the Talend Runtime container was started and which has
the Jolokia agent enabled and running.

4.3. Installing the Jolokia agent to a container

JolokiaisaHTTP/JSON bridge for efficent remote IMX access, and is a separate agent which was created as part
of the evolution of jmx4perl.

For more information about Jolokia, seeht t p: / / waw. Jol oki a. org/.

For convenience, Jolokia has been integrated into the Talend Runtime container as an OSGi agent and also
integrated into ActiveMQ using aJAR file (see Section 4.1, “ Architecture overview of Nagiosand Talend ESB ).

4.3.1. Installing the Jolokia OSGi agent to a Talend
Runtime container

To install a Jolokia agent to a Talend Runtime container is simple; execute this command after starting the
container:
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features:install tesb-jnx-http-agent

Then, Jolokia agent bundle will be installed to the container. Run the | i st command, and the output should
look like this:

[ 191] [Active] | 1 1 1 1 60] Jol okia Agent (1.0.2)

In addition, if you accessthe URL htt p: / /| ocal host : 8040/ Jol oki a/ ver si on, you will see a JSON
output line about version info, which indicates the Jolokia agent is running correctly.

4.3.2. The Jolokia agent and ActiveMQ

The Jolokiaagent (JAR file) has been aready integrated into the ActiveM Q distribution (included in Talend ESB).
It's ready to use out of the box.

Go to <Talend.runtime.dir>/activemg/bin, and start ActiveMQ.

Then, if you accesstheURL htt p: / /| ocal host : 8161/ Jol oki a/ ver si on, you will see aJSON output
line about version info, which indicates the Jolokia agent is running correctly.

4.4. Nagios configuration templates

Now we look at configuring Nagios to select the metrics you wish to monitor.

4.4.1. Adding metrics for monitoring

Add the metrics for monitoring in three steps:

1.  You should determine "check definitions' for jmx4perl plugin - these are the metrics that need to be
monitored.

2. Define one or more commands for Nagios, that make use of the check_j mx4per | command from the
plugin.

3. Describe a host and service definition for Nagios; the service definition needs to use the command defined
in the previous step.

Here, we will see an example of using these steps - here we will define a metric for monitoring Active MQ:
1. First we describe a"check definition” for ActiveMQ in the configuration fileact i veny. cf g:

# Define server connection paraneters
<Server tesb_activeng>

Ul = http://jol okia_host:8161/j ol okia
</ Server >

# checks for ActiveM) netrics

<Check Broker_Tot al Consuner Count >
MBean = org. apache. acti venq: Br oker Nane=$0, Type=Br oker
Attribute = Total Consuner Count
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Name = Tot al Consuner Count
War ni ng 1000000
</ Check>

In this sample, j ol oki a_host isthe host that has the Jolokia agent installed, and is being monitored by
the jmx4perl plugin.

2. Hereisan example of acommand definition, which is saved, for example, in jmx_commands.cfg:

# Define a command to nonitor ActiveMQ using Nagi os
# SUSERS$ - user macros defining folder with check_jnx4perl
# SUSER6$ - user nmacros defining folder with command configuration file
# $ARGL$ - MBean property name to be nonitored
# $ARR$ - set broker nanme for activenmg to be nonitored
# $ARG3$ - set destination for queue to be nonitored
# $ARGA$ - set destination for topic to be nonitored
define conmand {
command_nanme check j nx4perl _activeny
conmand_| i ne $USER5%/ check_j mx4perl \
--config $USER6$/ activeny. cfg \
--server $HOSTNAMES \
--check $ARGL$ $ARR$ $ARG3$ $ARAS

}

Note that the command definition uses the configuration fileact i veny. cf g which contains al the check
definitions you created earlier.

Severa arguments are used in this command; their values are set later.
3. Infollowing configuration example you can see how to describe the host and service definition for Nagios:

# Define a host
define host{
use acti veng- host ; Name of host tenplate to use.
; This host definition will inherit
; all the variables that are defined
; in (or inherited by) the Iinux-server
; host tenplate definition.

host _nane tesb_activeny
alias tesb_activeny
}
define service {
use generi c-service
service_description Br oker _Tot al Consuner Count
di spl ay_name Br oker _Tot al Consurmer Count :
check_interval 1
host nane tesb_acti veny
check_command check_j mx4per| _activenqg! Broker _Tot al Consuner Count !
| ocal host ! exanpl e. Al Acti veMQ Advi sory. Consumer . Queue. exanpl e. A
}

Finally, note that you need to specify the values of the check _comand propertiesin a strict order:
1. the name of command to check the metric
2. the name of check you use from jmx4perl configuration

3. the arguments for the command
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4.4.2. List of configuration template files

There are four pre-defined configuration template files which ship with Talend ESB. These can be used for
monitoring metrics of CXF, Camel and Activemq resources.

File Description
jmx_commands.cfg defines three commands for Nagios monitoring,
including check_jmxd4per|_cxf, check_jmxd4per|_camel and

check_jmxd4per|_activemg commands. Each command has several macros
which need to be defined inthe et ¢/ r esour ces. cf g of Nagios.

cxf.cfg check definition for cxf metrics to be monitored.
camel .cfg check definition for camel metricsto be monitored.
activemq.cfg check definition for activemq metrics to be monitored.

Also, there are three samplexxx_host.cfg configuration fileswhich provided most of the useful metrics monitoring
for CXF, Camel and Activemg. Y ou can define your own xxx_host.cfg for monitoring specific metrics and specific
resources(CXF services, Camel routes, etc.):

File Description

cxf_host.cfg sample configuration of host and service definition for CXF monitoring.
camel _host.cfg sample configuration of host and service definition for Camel monitoring.
activemq_host.cfg sample configuration of host and service definition for Activemg monitoring.

4.4.3. Using the configuration template files

@ Note

In these exampl e, the Nagiosinstallion directory isassumedto be/ usr /| ocal / nagi os - please
updateif it isinstaled elsewhere.

You can use commands defined in j mx_conmands. cf g file to monitor CXF services, Camel Context and
Routes, ActiveMQ Broker, Topics and Queues.

In order to do it, you do not need to change template files j nx_comands. cf g, cxf. cf g, canel . cf g,
acti veng. cf g which aready contain all check definitions and commands for these entities. We suggest you

add your ownnew_host . cf g to monitor your own cxf service, camel route, and so on, usingcxf host . cf g,
canel host. cfg,activenqg_host. cf g assamples.

1. Definej ol oki a_host in/ et c/ host s - thisnameis used in subsequent files, rather than hard-coding
intheip address.

For configuration templatesj ol oki a_host meansthe host that has the Jolokia agent installed and would
be monitored by the jmx4perl plugin. For example:

192. 168. 1. 101 j ol oki a_host
2. Puttheconfiguration filesinto the folder / usr/ | ocal / nagi os/ et c/ obj ect s/

In Talend Enterprise ESB Studio or Taend Enterprise ESB, the configuration files are in
<Tal end. runti me. di r >/ add- ons/ adapt er s/ nagi os.
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Copy template and sample configuration files from this directory into / usr/ | ocal / nagi os/ et c/
obj ect s/ .

cp -f <Talend.runtine.dir>/add-ons/adapters/nagi os/tenplate/*.cfg /usr/
| ocal / nagi os/ et c/ obj ect s/

cp -f <Talend.runtine.dir>/add-ons/adapters/nagi os/sanple/*.cfg /usr/
| ocal / nagi os/ et c/ obj ect s/

Add the command configuration file to the / usr /| ocal / nagi os/ et c/ nagi os. cf g file by adding
thislineinit:

cfg_file=/usr/local/nagi os/etc/objects/jnx_commands. cfg

Create host definitions file, for example new_host . cf g. Add it tothe/ usr/ | ocal / nagi os/ et c/

nagi os. cf g file, fileby adding thislinein it:

cfg file=/usr/local/nagi os/etc/objects/new host.cfg

5. Define macros which will be used by j mx_commands. cfg in the / usr/ | ocal / nagi os/ et c/
resour ce. cf g fileby adding thislineinit:

# set the path which jnmx4perl plugin installed
$USER5$=/ usr/| ocal / src/j nkdperl/scripts

# set the path to where to find configuration files
$USER6$=/ usr/ | ocal / nagi os/ et c/ obj ects

6. Then, restart Nagios for the changes to take effect.

service nagi os restart

4.5. Examples: monitoring cxf-jmx and camel-
jmx sample applications

There are two sample applications that ship with the TESB release: cxf - j nx and camel - j nx.

These can be built and installed on Windows or Linux.

4.5.1. Build and install the cxf-jmx sample applications

This sample consists of four parts:

Directory Description

service/ the CXF web service provider packaged as an OSGi bundle

client/ a sample client application that uses the CXF JAX-WS API to create a SOAP client and
make several callswith it.
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Directory Description

common/ code that is common for both the client and the server.

war/ A WAR archive containing code from common and service modules. Thisisfor Servlet
container use only, not used in OSGi deployment.

From the example parent directory (<Talend.runtime.dir>/exampl es'talend/tesb), run thefollowing command
toinstall the example parent pom xm file into the local maven repo

nmvn install --non-recursive

From the base directory of the sample, the maven pom xmi file can be used to build and run the demo
nvn install

Start Talend Runtime container:

trun. sh (onLinux)

trun. bat (onWindows)

Add cxf-jmx example features URL. Type this command in Talend Runtime container:
features:addurl nvn:org.tal end. esb. exanpl es/ cxf-j nx-feature/5. 1. 0/ xm
Install cxf-jmx example feature into the Talend Runtime contai ner

features:install cxf-jnx-service

Youcanfindwsdl athttp://1 ocal host: 8040/ servi ces/ si npl eSer vi ce?wsd|

Now run the client; from cxf-jmx folder run:

m/n exec:java -pl client

After SOAP calls on the web service have been done, you'll seethe Per f or mance. Count er . Ser ver folder,
where CXF MBeans with their attributes will be listed (see Section 3.2.2, “Defining metrics’ for more details).

4.5.2. Build and install the camel-jmx sample
applications

This sample consists of two parts:

1. servicel - Thisisthe CXF service packaged as an OSGi bundle.

2. war/ - This module creates a WAR archive containing the service module. This is for Servlet container use

only, not used in OSGi deployment.

From the base directory of this sample, the Maven pom.xml file can be used to build and run the demo

1

nmvn cl ean install

Running this command will build the demo and create a WAR archive and an OSGi bundle for deploying
the service either to servlet or OSGi containers

Start Talend Runtime container
trun. sh (onLinux)

trun. bat (onWindows)
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3.

4.

Add camel-jmx example features URL. Type this command in Talend Runtime container:
features:addurl nvn:org.tal end. esb. exanpl es/ canel -j nk-feature/5. 1. 0/ xn
To install example ferture type command in Talend Runtime container:

features:install canel-jnx-service

After deploying the samples you can see the Camel MBeans and their attributes which can be monitored using
the JDK's JConsole. Attributes are also included in the metrics that we will monitor with help of Nagios. (See
Section 3.2.2, “Defining metrics’)

4.5.3. Configure the plugin to monitor the sample
applications

Note: in Taend Enterprise ESB Studio or Taend Enterprise ESB, the configuration files are in
<Tal end. runti ne. di r >/ add- ons/ adapt er s/ nagi os.

1.

Definejolokia hostin/ et ¢/ host s - thisnameis used in subsequent files, rather than hard-coding in the
ip address. For example, add the line:

192. 168. 1. 101 j ol oki a_host
Copy template and sample configuration files into Nagios etc folder

cp -f <Talend.runtine.dir>/add-ons/adapters/nagi os/tenplate/*.cfg /usr/
| ocal / nagi os/ et c/ obj ect s/

cp -f <Talend.runtine.dir>/add-ons/adapters/nagi os/sanple/*.cfg /usr/
| ocal / nagi os/ et c/ obj ect s/

Add template configuration file to the Nagios configuration file /usr/local/nagiog/etc/nagios.cfg

cfg file=/usr/local/nagi os/etc/objects/jm _comuands. cfg.cfg

Add sample configuration files to the Nagios configuration file /usr/local/nagios/etc/nagios.cfg

cfg_file=/usr/local/nagi os/etc/objects/cxf_host.cfg
cfg_file=/usr/local/nagi os/etc/objects/activeny_host.cfg
cfg_file=/usr/local/nagi os/etc/objects/canel _host.cfg

Define macros which will be used by j mx_commands. cf g in the /usr/1 ocal / nagi os/ et c/
resource. cf g. Edit/ usr/ 1 ocal / nagi os/ et c/ resource. cfg

# set the path which jnmx4perl plugin installed
$USER5$=/ usr /| ocal / src/jmx4perl/scripts

# set the path to where to find configuration files
$USER6$=/ usr /| ocal / nagi os/ et c/ obj ect s

Restart Nagios

service nagi os restart
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4.5.4. Monitoring with Nagios

Login to the Nagios Web Interfaceht t p: / / <nagi os_host >/ nagi os/

There, you will find the status of metrics for cxf-jmx and camel-jmx examples.

4.6. Resources and metrics that are being
monitored

Hereisacompletelist of thedefault metricsfor CXF, Camel and Activemqthat are being monitoredin Talend ESB.
More detailed definitions can befound int enpl at e/ cxf. cfg,t enpl at e/ canel . cfgandt enpl at e/
activeng. cfg.

4.6.1. CXF services metrics

Name MBean Attribute

Numlnvocations org.apache.cxf:bus.id= Numlnvocations
* type=Performance.Counter.Server,
service="$1",port="$0"

TotalHandlingTime org.apache.cxf:bus.id= TotalHandlingTime
* type=Performance.Counter.Server,
service="$1",port="%$0"

NumCheckedApplicationFaults | org.apache.cxf:bus.id=* type= NumCheckedA pplicationFaults
Performance.Counter.Server,
service="$1" port="$0"

NumL ogical RuntimeFaults org.apache.cxf:bus.id=* ,type= NumL ogical RuntimeFaults
Performance.Counter.Server,
service="$1",port="$0"

NumRuntimeFaults org.apache.cxf:bus.id=* type= NumRuntimeFaults
Performance.Counter.Server,
service="$1",port="$0"

NumUnCheckedA pplicationFaults | org.apache.cxf:bus.id=* type= NumUnCheckedA pplicationFaults
Performance.Counter.Server,
service="$1",port="%$0"

4.6.2. Camel routes/contexts metrics

Name MBean Attribute
Context_InflightExchanges org.apache.camel:context=* ,type=context,name="$0" |InflightExchanges
Context_Uptime org.apache.camel:context=* ,type=context,name="$0" |Uptime

Route ExchangesCompleted org.apache.camel:context=* ,type=routes,name="$1" |ExchangesCompleted

Route_ExchangesFailed org.apache.camel:context=* type=routes,name="$1" |ExchangesFailed

Route_ExchangesTotal org.apache.camel:context=* ,type=routes,name="$1" |ExchangesTotal

Talend ESB System Management Integration User Guide 25



Nagios Integration

Name

MBean

Attribute

Route L astProcessingTime

org.apache.camel:context=* ,type=routes,name="$1" |LastProcessingTime

Route_MaxProcessingTime

org.apache.camel:context=* type=routes,name="%$1" |MaxProcessingTime

Route_MinProcessingTime

org.apache.camel:context=* ,type=routes,name="$1" |MinProcessingTime

Route_MeanProcessingTime

org.apache.camel:context=* ,type=routes,name="$1" |MeanProcessingTime

Route_Total ProcessingTime

org.apache.camel:context=* ,type=routes,name="$1" | TotalProcessingTime

4.6.3. ActiveMQ queues/topics metrics

Name MBean Attribute

Broker TotalConsumerCount | org.apache.activemg:BrokerName= Total ConsumerCount
$0, Type=Broker

Broker_Total DequeueCount org.apache.activemq:BrokerName= Total DequeueCount
$0, Type=Broker

Broker_Total EnqueueCount org.apache.activemq:BrokerName= Total EnqueueCount
$0, Type=Broker

Broker Uptime org.apache.activemq:BrokerName= Uptime
$0, Type=Broker

Broker_TotalMessageCount org.apache.activemq:BrokerName= Total M essageCount
$0, Type=Broker

Broker_MemoryPercentUsage | org.apache.activemq:BrokerName= MemoryPercentUsage
$0, Type=Broker

Broker_StorePercentUsage org.apache.activemq:BrokerName= StorePercentUsage
$0, Type=Broker

Broker TempPercentUsage org.apache.activemq:BrokerName= TempPercentUsage
$0, Type=Broker

Queue_ConsumerCount org.apache.activemq:BrokerName= ConsumerCount
$0, Type=Queue,Destination=$1

Queue_DequeueCount org.apache.activemq:BrokerName= DegueueCount
$0, Type=Queue,Destination=$1

Queue_DispatchCount org.apache.activemq:BrokerName= DispatchCount
$0, Type=Queue,Destination=$1

Queue_EnqueueCount org.apache.activemq:BrokerName= EnqueueCount
$0, Type=Queue, Destination=$1

Queue_ExpiredCount org.apache.activemq:BrokerName= ExpiredCount
$0, Type=Queue,Destination=$1

Queue_InFlightCount org.apache.activemq:BrokerName= InFlightCount
$0, Type=Queue,Destination=$1

Queue_MaxEnqueueTime org.apache.activemq:BrokerName= MaxEnqueueTime
$0, Type=Queue,Destination=$1

Queue MemoryPercentUsage | org.apache.activemq:BrokerName= MemoryPercentUsage
$0, Type=Queue, Destination=$1

Queue QueueSize org.apache.activemq:BrokerName= QueueSize
$0, Type=Queue,Destination=$1

Queue_ProducerCount org.apache.activemq:BrokerName= ProducerCount
$0, Type=Queue,Destination=$1
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Name

MBean

Attribute

Topic_AverageEnqueueTime

org.apache.activemq:BrokerName=
$0, Type=Topic,Destination=%$2

AverageEnqueueTime

$0, Type=Topic,Destination=%$2

Topic_ConsumerCount org.apache.activemq:BrokerName= ConsumerCount
$0, Type=Topic,Destination=%$2

Topic_DequeueCount org.apache.activemq:BrokerName= DegueueCount
$0, Type=Topic,Destination=$2

Topic_DispatchCount org.apache.activemq:BrokerName= DispatchCount
$0, Type=Topic,Destination=%$2

Topic_EnqueueCount org.apache.activemq:BrokerName= EnqueueCount
$0, Type=Topic,Destination=%$2

Topic_ExpiredCount org.apache.activemq:BrokerName= ExpiredCount

Topic_InFlightCount

org.apache.activemq:BrokerName=
$0, Type=Topic,Destination=$2

InFlightCount

Topic_MaxEnqueueTime

org.apache.activemq:BrokerName=
$0, Type=Topic,Destination=%$2

MaxEnqueueTime

Topic_MemoryPercentUsage

org.apache.activemq:BrokerName=
$0, Type=Topic,Destination=%$2

MemoryPercentUsage

Topic_MinEngueueTime

org.apache.activemq:BrokerName=
$0, Type=Topic,Destination=%$2

MinEngueueTime

$0, Type=Topic,Destination=%$2

Topic_ProducerCount org.apache.activemq:BrokerName= ProducerCount
$0, Type=Topic,Destination=$2
Topic_QueueSize org.apache.activemq:BrokerName= QueueSize

4.7. Metric criteria

Thistopic explain ametric criteriafor CXF, Camel and ActiveMQ in Talend ESB. All statesfor Nagios checksare
divided on OK, WARNING, CRITICAL and UNKNOWN.For additional information about Nagios states read
the State types in Nagios documentation.

All Fault metrics throwing state WARNING if 1 fault occured and CRITICAL state if 100 faults
occured.Multicheck AnyFaultsis used for fault status indication.

All countable metrics have informational nature and throwing warning if 1000000 reached. It can be tuned for

specific needs.

All memory usage metrics throwing Warning when 80 percents of memory used and Critical if 90 percents.

Here is a complete metric criteriatable:

4.7.1. CXF services metrics criteria

Name

Criterias

Numlnvocations

Critical 6000, Warning 5000

TotalHandlingTime

Critical 6000000, Warning 5000000
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Name

Criterias

NumCheckedA pplicationFaults

Critical 100, Warning 1

NumL ogical RuntimeFaults

Critical 100, Warning 1

NumRuntimeFaults

Critical 100, Warning 1

NumUnCheckedA pplicationFaul

i€ritical 100, Warning 1

4.7.2. Camel routes/contexts metrics criteria

Name

Criterias

Context_InflightExchanges

Critical 20, Warning 10

Context_Uptime

Critical 6000000, Warning 5000000

Route ExchangesCompleted

Critical 6000000, Warning 5000000

Route_ExchangeskFailed

Critical 100, Warning 1

Route_ExchangesTotal

Critical 6000000, Warning 5000000

Route LastProcessingTime

Critical 100, Warning 20

Route_MaxProcessingTime

Critical 100, Warning 20

Route_MinProcessingTime

Critical 20, Warning 10

Route_MeanProcessingTime

Critical 100, Warning 20

Route Total ProcessingTime

Critical 6000000, Warning 5000000

4.7.3. ActiveMQ queues/topics metrics criteria

Name Criterias

Broker_TotalConsumerCount | Warning 1000000
Broker_Total DequeueCount Warning 1000000
Broker_Total EnqueueCount Warning 1000000
Broker Uptime Warning 1000000
Broker_Total M essageCount Warning 1000000

Broker_MemoryPercentUsage

Critical 90, Warning 80

Broker_StorePercentUsage

Critical 90, Warning 80

Broker TempPercentUsage

Critical 90, Warning 80

Queue_ConsumerCount Warning 1000000
Queue_DequeueCount Warning 1000000
Queue_DispatchCount Warning 1000000
Queue_EngueueCount Warning 1000000

Queue_ExpiredCount

Critical 20, Warning 10

Queue_InFlightCount

Critical 20, Warning 10

Queue_MaxEnqueueTime

Critical 400, Warning 200

Queue_MemoryPercentUsage

Critical 100, Warning 80

Queue_QueueSize

Warning 80000
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Name

Criterias

Queue_ProducerCount

Warning 1000000

Topic_AverageEnqueueTime | Warning 180, Critical 400

Topic_ConsumerCount

Warning 1000000

Topic_DequeueCount Warning 1000000
Topic_DispatchCount Warning 1000000
Topic_EnqueueCount Warning 1000000
Topic_ExpiredCount Critical 40, Warning 10
Topic_InFlightCount Warning 1000

Topic_MaxEnqueueTime

Critical 100,Warning 40

Topic_MemoryPercentUsage | Critical 90, Warning 80

Topic_MinEnqueueTime Warning 200
Topic_ProducerCount Warning 1000000
Topic_QueueSize Warning 1000
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