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Chapter 1. Introduction

This document looks at System Management Integration tools and their use within Talend ESB.

The smooth running of the computer infrastructure isacritical part of any business. Thisrequires constant system
monitoring of network resources, to be aware of what i s happening and of any problemsthat may arise, for example,
in services being unavailable, or generating faults.

In the event of emergencies, the system can be configured to notify key personnel about the problem and can
help resolve it.

Thesetools (such as Hyperic and Nagios) are generally based on the model of agents gathering information locally
and sending it to monitoring server. This can then raise alarms, and a so facilitates intervention by administrators.

* Hyperic is across platform monitoring system which is designed to monitor and control server resources. We
look at Hyperic HQ integration support in Chapter 2, Hyperic HQ Integration

» Using JMX, a given application is instrumented by one or more Java objects known as Managed Beans, or
MBeans, and this technology facilitates the monitoring process. IMX configuration is described in Chapter 3,
JMX configuration and using JConsole, and this includes the monitoring JConsole tool.

» Nagios is an Open Source monitoring application, and Chapter 4, Nagios Integration deals with Nagios
integration support.
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Chapter 2. Hyperic HQ Integration

These sections describe the Hyperic HQ integration support in Talend ESB. This consists of two pluginsfiles, one
for Camel support and one for CXF support, which ship with the release and corresponding examples.

This consists of a number of stages:

1

Configure Tomcat and Karaf for IMX configuration, in Section 2.2.1, “Pre-requisites for deploying the
plugins’ . This enables the gathering of the basic metrics information.

Deploy the Hyperic HQ plugins and use them to autodiscover resources, in Section 2.2.2, “How to deploy
Hyperic plugins’. This also shows how to display the metrics, and this output is updated as the examplesrun.

Build and run the examples to generate metrics, in README files for examples
Look at the updated metrics

To see the complete list of available CXF and Camel metrics, we also look at using JConsole - (which is
additional information to that of the Hyperic HQ plugins), in Section 3.2, “Viewing Camel route and CXF
service metrics using jconsole”.

2.1. Introduction to Hyperic HQ

2.1.1. Hyperic HQ overview

The smooth running of the computer infrastructureisacritical part of any business. This requires constant system
monitoring of network resources, to be aware of what ishappening and of any problemsthat may arise, for example,
in services being unavailable, or generating faults. In the event of emergencies, the system can be configured to
notify key personnel about the problem and can help resolveit.
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System Requirements

Hyperic is a cross platform monitoring system which is designed to monitor and control server resources. The
system implements four general functions:

» Discovery: HQ Agents that run on the machines in your environment automatically detect, or auto-discover,
the software resources running on the machine. When HQ discovers a software resource, it collects key facts
about it, including its type, vendor, version, and location

* Monitoring: HQ agents track the current state of services and servers in real time, and automatic detect
abnormalities

» Alerts: this subsystem will notify you about problems at the resources that are monitored. Alerts can be sent
to administrator using e-mail, a mobile phone or pager

» Control: You can use HQ for remote control and administration of your software resources. Available control
actions vary by resource type

You can find further information about Hyperic at the "Hyperic" site http://www.hyperic.com/. For
more information about installing Hyperic, please see : http://support.hyperic.com/display/DOC/QuickStart
+Installation.

2.1.2. System Requirements

Camed and CXF management demo examples can be installed, built, and run on Windows or Linux.

Thereare anumber of software and hardware prerequisites you should be aware of, prior to starting theinstallation
of Talend ESB software.

For a complete list of compatible software and software versions:

 If youareusing Taend ESB Studio, Talend Data Services Studio or Talend ESB, see the corresponding Talend
Installation Guide.

« If you are using Talend Open Studio for ESB or Talend ESB Standard Edition, see the link to the Installation
procedure on the Talend ESB download page (http://www.talend.com/downl oad/esb).

» Some of the ESB components use Apache software components (for example, Apache CXF, Apache Camel).
For details on the exact software versions involved, see the section on Apache software in the product release
notes.

In addition, the following software is required for installing, building, and running the samples:

* Maven 3.0.3 or later from Apache should be installed, and the mvn executable should be in your PATH. When
running mvn, HTTP access to the internet is required. The local Maven repository is expected to be created in
its default location, i.e. the Maven configuration should not have been modified.

» TheTalend OSGi container isincluded in the release installation in sub-directory cont ai ner .

» Hyperic HQ 4.5.1 (CE or EE) Server and Agent from SpringSource should be installed. Later versions may
work but have not been tested.

2.1.3. Release directory structure

First, you need to download and extract the Talend ESB software (see Talend ESB Getting Sarted Guide for more
details). After you unpack the Talend ESB release, the plugin files are in a subdirectory adapt er s, which is
structured as follows:
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Deploying the Hyperic HQ plugins

adapters/
pl ugi ns/
canel - pl ugi n. xm
cxf-plugi n. xn
LI CENSE. t xt
READVE

2.2. Deploying the Hyperic HQ plugins

2.2.1. Pre-requisites for deploying the plugins

In order to provide metrics for monitoring, the Talend OSGi container or Tomcat web application container must
be configured for remote IM X access.

The Karaf container of the Talend ESB installation is already configured.
2

For a Tomcat web application server, you must set an environment variable when starting it:

CATALI NA _OPTS="-Dcom sun. nanagenent . j nxrenote \

- Dcom sun. managenent . j nxr enot e. port =6969 \

- Dcom sun. managenent . j nxrenot e. ssl =fal se \

- Dcom sun. managenent . j nxr enot e. aut hent i cat e=f al se"

export CATALI NA _OPTS

This can be defined in afile:

set CATALI NA OPTS=...

OnLinux, thisis set at the beginning of cat al i na. sh
On Windows, itissetincat al i na. bat .

To create MBeans that collect statistics about CXF services you first need to make an invocation on the
CXF service, which registers the MBeans. Without that step Hyperic HQ won't find metrics as MBeans
don't exist.

&%

2.2.2. How to deploy Hyperic plugins

Copy the Hyperic plugins to these folders:
» <Hyperi cServer >/ hg- engi ne/ hg- server/webapps/ ROOT/ VEB- | NF/ hg- pl ugi ns
» <Hyperi cAgent >/ bundl es/ agent - <ver si on>/ pdk/ pl ugi ns

The complete information about deploying Hyperic pluginsisat http://support.hyperic.com/display/EV O/Deploy
+Plugin

Tomcat and Karaf must be running to enable Hyperic to discover the servers.
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How to deploy Hyperic plugins

1. Start the Hyperic server, if it wasn't running.
2. Start the Hyperic agent, if it wasn't running. Otherwise, restart it.

Information how to start/stop/restart Hyperic agent and Hyperic server is in the Hyperic documentation http://
support.hyperic.com

Open your browser and login to Hyperic server (default http://localhost:7080/ ). You will see new discovered
serversin the Autodiscovery.

Sometimes servers are not detected correctly. In this case you need to restart Hyperic HQ Agent. From
¥ the <Hyper i cAgent >/ bi n directory restart agent:

hg- agent . bat restart (onWindows)

sh hg-agent.sh restart (onLinux)

1. Click on Add to Inventory.
2. Choose Resources Tab

3. Find and choose Apache Camel(CXF) [Tomcat]([Karaf]) 2.x from thelist of servers, depending on which
combination you wish to monitor. For example, you may wish to monitor Camel/Tomcat and CXF/Tomcat.

4. Choose a service group.

For Camel you should see the group of the routes specified by context and name.

For CXF you should see the group of the services specified by port and operation.

5. Hyperic will collect the metrics for these groups, and theinitia results will be displayed.

These will subsequently updated as the examples are run.
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Chapter 3. JMX configuration and using
JConsole

JMX configuration facilitates monitoring and management of Java applications. This chapter looks at:

« overriding the standard defaults to perform more advanced configuration for Camel routes and CXF services.
» advanced configuration of the CXF and Camel plugins themselves

* it aso shows how to use the jconsole tool to view Camel route and CXF service metrics

3.1. Configuration

Y ou can take the default IMX configuration, which facilitates monitoring and management of Java applications.
This section discusses how you can override these defaults, and perform more advanced configuration.

3.1.1. How to make advanced JMX configuration for
Camel routes and CXF services

3.1.1.1. IMX configuration

Plugin section, incanel - pl ugi n. xm and cxf - pl ugi n. xm :

For the Karaf server, by default, in the plugin, there is the following IMX configuration properties:
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How to make advanced IMX configuration for Camel routes and CXF services

Property Name Description Default

jmx.url the IMX Service URL service:;jmx:rmi://localhost:44444/jndi/rmi://
localhost:1099/karaf-trun

jmx.username Username authentication  |tadmin

jmx.password Password authentication  |tadmin

For the Tomcat server, by default, in the plugin, thereis the following IMX configuration properties:

Property Name Description Default

jmx.url the IMX Service URL service:;jmx:rmi:///jndi/rmi://local host:6969/jmxrmi
jmx.username Username authentication |

jmx.password Password authentication  |""

3.1.1.2. IMX configuration for Camel routes

Apache Camel has support for IMX and alows you to monitor a Camel managed object (for example, routes).
By default, a IMX agent is enabled in Camel which means that the Camel runtime creates and registers MBean
management objects with a MBeanServer instance in the VM. But if you would like to configure a IMX agent
(for example to use a custom port in IMX URL) the best way to do it isadding aj nkAgent element inside the
camel Context element in Spring configuration:

<canel Context id="canel" xm ns="http://canel.apache. org/schema/spring">
<j mkAgent id="agent" mbeanOhject Dormai nNane="your. donmai n. nane" >

<canel Cont ext >

The default IMX configuration is used in both examples, but you can also configure it:

<j mkAgent id="agent" registryPort="port nunber" createConnector="true">

cr eat eConnect or means that we should create a IMX connector (to allow remote management) for the
MBeanServer.r egi st ryPort isthe port for IMX.

You can set host Nane and dormai nNane for Def aul t Managenent Nam ngSt r at egy. As a default,
host Narme isthe computer name and dormai nNane isor g. apache. canel

<bean i d="nam ng"
cl ass="or g. apache. canel . managenent . Def aul t Managenment Nam ngStr at egy" >
<property nane="host Nane" val ue="I| ocal host"/>
<property nane="domai nNane" val ue="or g. apache. canel ">
</ bean>

To configure specific definitions for the Camel route object use the properties:

Property Name Description
org.apache.camel domain name

routes Camel routes type
context Camel context name
name route name

Y ou can find further information about configuring Camel IM X agent at the "Camel" site http://camel .apache.org/
camel-jmx.html.
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Advanced configuration for CXF and Camel plugins

3.1.1.3. JMX configuration for CXF services

Each server type defines several servicetypes such as EJBs, Connection Pools, IM S Queues, and so on. Theplugin
defines additional service typesto provide management of CXF via custom MBeans. The service element defines
aservice type, for example:

Plugin object section:

<servi ce name="CXF all services nmonitoring">
<property nanme="0OBJECT_NAME"
val ue=' or g. apache. cxf: bus. i d=*, t ype=Per f or nance. Count er. Server, servi ce=*,
port=*, operation=*'/>
<metrics include="cxf"/>
<pl ugi n type="autoi nventory" />
</ service>

In order to access custom MBeans, the plugin must define its IMX ObjectName to be used with various
MBeanServer interface methods. Only one ObjectName is defined per service type using the property tag within
the servicetag.

To configure specific definitions for the CXF service object use properties:

Property Name Description
org.apache.cxf:bus.id id of specific CXF bus
service service endpoint name
port service port name
operation service operation name

To enable IMX integration for CXF you need to declare the following bean in service Spring configuration:

<bean i d="org. apache. cxf. nanagenent. | nstrunent ati onManager"
cl ass="org. apache. cxf. managenent . j nx. | nstrunent at i onManager | npl " >
<property nane="bus" ref="cxf" />
<property nane="usePl at f or mMvBeanServer" val ue="true" />
<property nane="creat eMBSer ver Connect or Fact ory" val ue="fal se" />
<property nane="enabl ed" val ue="true" />

</ bean>

To avoid any unnecessary runtime overhead, the performance counters measuring response time are disabled by
default. To collect statistics for running sevices define the following bean:

<bean i d="Count er Reposi tory"
cl ass="or g. apache. cxf. managenent. count er s. Count er Reposi tory" >
<property nane="hbus" ref="cxf" />
</ bean>

For further information about configuring IMX in CXF you can find at Apache CXF.

3.1.2. Advanced configuration for CXF and Camel
plugins
Weusetheterm <Tal endRunt i mePat h> for the directory where Talend Runtimeisinstalled. Thisis

¥ typically thefull path of either Runt i me_ ESBSE or Tal end- ESB- V5. 2. X, depending ontheversion
of the software that is being used. Please substitute appropriately.
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Advanced configuration for CXF and Camel plugins

If you wish to make advanced configuration of the plugin, you need to modify the plugin files that are shipped
with the release (all these configurations are optional):

1

2.

4,

5.

Remove al the metrics you don't need to observe.

If you have several instances of Karaf or Tomcat, Hyperic will try to assign discovered Camel routes or CXF
services to each Tomcat or Karaf instance. So you can set INSTALLPATH where the instance with Camel
routes (CXF services) is actually situated. This will prevent assigning Camel routes (CXF services) to each
Tomcat or Karaf running instance.

For Tomcat, add to Apache Camel Tomcat 2.x server in the camel - pl ugi n. xm

<property nane="TOMCAT_HOVE" val ue="C:.\tontat"/>
<property nanme="| NSTALLPATH MATCH' val ue="${ TOMCAT HOVE}"/ >

Set INSTALLPATH to Tomcat instead of C: \ t ontat
For Tomcat, add to Apache CXF [Tomcat] 2.x server in the cxf - pl ugi n. xm

<property nane="TOMCAT_HOVE" val ue="C:.\tontat"/>
<property name="| NSTALLPATH MATCH' val ue="${ TOMCAT _HOVE}"/ >

Set INSTALLPATH to Tomcat instead of C: \ t ontat
For Karaf, add to Apache Camel [Karaf] 2.x server inthe canel - pl ugi n. xni

<property nanme="KARAF_HOVE' val ue="<Tal endRunti nePat h>\ cont ai ner\ bin"/ >
<property nanme="| NSTALLPATH MATCH' val ue="${ KARAF_HOVE}"/ >

Set INSTALLPATH to bin directory of [Karaf] container instead of <Tal endRunti nmePat h>
\ contai ner\bin

For Karaf, add to Apache CXF [Karaf] 2.x server inthe cxf - pl ugi n. xm

<property nane="KARAF_HOVE' val ue="<Tal endRunti nePat h>\ cont ai ner\ bin"/>
<property nanme="| NSTALLPATH MATCH"' val ue="${ KARAF_HOVE}"/ >

Set INSTALLPATH to hin directory of Karaf container instead of <Tal endRunti nePat h>
\container\bin

Another variant, even easier, to solve this problem isto override | NSTALLPATH property. As an example
for Karaf and Tomcat:

<property nane="| NSTALLPATH' val ue="Canel Karaf" />
<property nane="| NSTALLPATH"' val ue="Canel Tontat" />
<property nane="| NSTALLPATH' val ue="CXF Karaf" />
<property nanme="I| NSTALLPATH' val ue="CXF Tontat" />

Set jnx.url value, which is defined for Tomcat and Karaf. As a default, Tomcat uses:
service:jm:rmi:///jndi/rm://|ocal host: 6969/j nxrm/

and Karaf uses:
service:jnx:rm://1ocal host: 44444/ jndi/rm://|ocal host: 1099/ kar af -trun
Change the property AUTO NVENTORY_NANME for the defined servicesin the plugin.

For Camel you can set domai n option, (the default isor g. apache. canel ).

That'sall you need. The pluginisready to be used. Additional information about devel oping Hyperic IMX plugins
can be found at http://support.hyperic.com/display/EV O/IM X+Plugin+Tutorial

10
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Viewing Camel route and CXF service metrics using jconsole

3.2. Viewing Camel route and CXF service
metrics using jconsole

3.2.1. Hyperic metrics

In the case of IMX plugins, Hyperic monitors attributes of MBeans. The main metric attribute is nane, and the
nane or al i as of the metric should be the same as M Bean attribute name.

In addition to the Hyperic information, to see the complete list of available CXF and Camel metrics, let's see how
we can find Camel routes MBean attribute names using j consol e tool

Y ou can find more information about metrics at http://support.hyperic.com/display/EV O/Metric+Parameters

3.2.2. Running JConsole

1. Typej consol e from Command Line.

2. Set remote IMX URL by selecting remote process and click on Connect. This opens the Java Monitoring
& Management console.

3. After connection, choose M Beans tab.

For Camel you should see:

The attributes provided by Camel routes include:
» Exchanges Completed

» Exchanges Failed

» Exchanges Total

e Last Processing Time

* Max Processing Time

e Mean Processing Time

e Min Processing Time

e Tota Processing Time

For CXF you should see:

The attributes provided by CXF servicesinclude:
* Availability
* Number of Invocations

e Total Handling Time

Talend ESB System Management Integration User Guide 11


http://support.hyperic.com/display/EVO/Metric+Parameters

Running JConsole

Num Checked Application Faults
e Num Logica Runtime Faults
¢ Num Runtime Faults

* Num Unchecked Application Faults
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Chapter 4. Nagios Integration

Nagios is an Open Source monitoring application which allows users to identify infrastructure problems before
they impact on important business processes. Nagios monitors the entire IT infrastructure to ensure services,
applications and business processes are working as expected.

In the case of critical problemsin the infrastructure, Nagios can alert the I T department. That allows them to start
fixing any issues as early as possible, before they affect the business processes.

In this chapter we describe how to monitor the Talend ESB infrastructure using Nagios.

4.1. Architecture overview of Nagios and
Talend ESB

Thisis adiagram of how the Nagios functionality isintegrated into Talend ESB - typically, the Nagios server is
monitoring the OSGi container on the right, which may be a Talend Runtime container:
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Installing jmx4perl plugin to Nagios

4 N

(monitored)
JEE Server or
0SGi container
4 MNagios A
server
Jmxdperiplugin |4 HTTP »|| Jolokia
agent
o J

Jmx4Perl provides an alternative way of accessing IMX (Java Management Extensions) on JEE Servers or OSGi
containers. It uses an agent-based approach where a small Java Web application (Jolokia), is deployed on the
application server, and provides HTTP/JSON-based access to JMX MBeans registered within the application
server.

In Talend ESB, for convenience, Jolokia has been integrated into the Talend Runtime container as an OSGi agent
and also integrated into ActiveMQ using a JAR file.

Thistable is an overview of componentsin the jmx4perl distribution:

Component Description

jmx4perl plugin Thisinstalled on the same machine as Nagios; it communi cates with a Jolokiaagent which
isintegrated with the Talend ESB containers.

Jolokia Jolokiais an HTTP/JSON bridge for efficent remote IMX access. It is a separate agent

that resides on the monitored server, and works with the jmx4per! plugin. Jolokiais based
on aset of Perl modules, and does not need alocal Javainstallation.

Itispre-installed into Talend ESB containers and ActiveM Q.

check_jmx4perl A command utility on the Nagios server that can be used to get the monitored data - it is
part of the jmx4perl distribution.
IMX::Jmx4Perl aPerl library, for programmatic IMX access.

For more information, see:
* Nagios: http://www.nagios.com
 Jolokia: http://www.jolokia.org

o Imxd4perl: http://labs.consol .de/jmx4perl

4.2. Installing yjmx4perl plugin to Nagios

In this section we describe how to download and install the jmx4perl plugin to a Nagios server.
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Prerequisites

4.2.1. Prerequisites

Nagios Open Source version or Nagios XI 2011 version should be installed into Linux platform (or VM). To
download Nagios, go to http://www.nagios.org/download, and follow the installation instructions.

Note: Nagios Open Source 3.3.1 and Nagios XI 2011 version have been tested, but previous versions of Nagios
may also work with Talend Runtime.

You aso need an installation of the Talend Runtime, which may be on different host (for example, a Windows
machine) to the Nagiosinstallation.

4.2.2. Downloading the jmx4perl plugin

Download the jmx4perl plugin to the Nagios server machine, from http://search.cpan.org/ CPAN/authors/id/R/RO/
ROLAND/jmx4perl-1.05.tar.gz to, for example, / t np.

4.2.3. Building the jmx4perl plugin

The main commands and scriptsin this section (cpan, Build.PL, the Build perl script) need to be run with
root permissions, for example, asroot or using sudo.

25
We use the Perl CPAN (Comprehensive Perl Archive Network) shell here to download missing dependencies.
1. Extract the jmx4perl distribution:

$ cd /usr/local/src

# tar zxvf /tnp/jnmxdperl-1.05.tar.gz

#1n -s -f jnmxdperl-1.05 jnxdperl
2. Ingtal the build module:

# cpan

cpan[1] > install Mdule::Build

cpan[1] > exit
3. Thisstep installs missing dependencies for jmx4perl. There are two ways of doing this:

« A Build perl script is created later in this section; if you have a Build script that was previously created
(for example, during an similar installation on another machine), then it's quicker to use it here:

# cd /usr/local/src/jnxdperl
# ./Build install deps

« If you don't have a previously-created Build script, then explicitly install jmx4perl dependencies (and
accept the default values to any questions):

# cpan
cpan[ 1] > install Config:: General

cpan[ 2] > install Crypt::Blowfish_PP
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Building the jmx4perl plugin

cpan[3]> install File::SearchPath
cpan[4] > install JSON

cpan[5]> install Mbdule::Find
cpan[ 6] > install Nagios::Plugin
cpan[7]> install Term:d ui

cpan[ 8] > install Term : ReadKey

cpan[ 9] > install Term : ReadLine:: Perl
cpan[ 10]> install Term: Shell Ul
cpan[11]> install Term: Size
cpan[ 12] > exit
Run the newly-created Build.PL script, which generates the ./Build perl script:
# cd /usr/local/src/jnxdperl
# perl Build.PL
Choose 'n" in response to "Install ‘jolokia™ in the following script. Jolokia is not required directly
2 on the Nagios server host, and only needs to be installed within the monitored containers (Talend
containers haveit pre-installed). Adding Jolokiawould requireinstalling additional modules and has
not been tested.
When running this script give the following answers:;
Install 'jnmxdperl' ? (y/n) [y ]y
Install 'check jnxdperl' ? (y/n) [y ]y
Install 'cacti_jnxdperl' ? (y/n) [y ]y
Install 'j4psh' ? (y/n) [y ]y
Install Term:ReadLine::Gwu ? (y/n) [n ]n
Install 'jolokia" ? (y/n) [y ]n *seenoteabove
Run the ./Build script to recheck all dependencies areinstalled:
# ./Build installdeps

Run the Build comand:

# ./Build install

When all these steps finished successfully, the jmx4perl plugin should be installed onto Nagios.

Check everything has been correctly installed by communicating with a Talend Runtime container (this
already has an active Jolokia agent) (please replace <j ol oki a_host > with the host where the Talend
Runtime container isrunning) :

$ check_j mx4perl -u http://<jol okia_host>:8040/jol okia --alias
MEMORY_HEAP_USED - - base MEMORY_HEAP_MAX --warning 80 --critical 90

If you have problems getting thisrunning, try disabling thefirewall onthe Jolokia(Talend Runtime container)
host.

16
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4.3. The Jolokia agent and Talend software

Jolokiais a HTTP/JSON bridge for efficient remote IMX access, and is a separate agent which was created as
part of the evolution of jmx4perl.

For more information about Jolokia, see http://www.jolokia.org/.

For convenience, Jolokia has been integrated into the Talend Runtime container as an OSGi agent and also
integrated into ActiveMQ using aJAR file (see Section 4.1, “ Architecture overview of Nagiosand Talend ESB ).

4.3.1. Manually installing the Jolokia OSGi agent to a
Talend Runtime container

The Jolokia OSGi agent has been installed by default in the Talend Runtime container. However, this section
describes how to install the Jolokia OSGi agent manually, in case it was uninstalled from the container at some
point.

Toinstall aJolokia agent to a Talend Runtime container, execute this command at the container console;

features:install tesb-jnx-http-agent

Then, Jolokia agent bundle will be installed to the container. Run the | i st command, and the output should
look like this:

[ 191] [Active] | 1 1 1 1 60] Jol okia Agent (1.0.2)

In addition, if you access the URL http://localhost:8040/jolokial/version, you will see a JSON output line about
version information, which indicates the Jolokia agent is running correctly.

4.3.2. The Jolokia agent and ActiveMQ

The Jolokiaagent (JAR file) has been aready integrated into the ActiveM Q distribution (included in Talend ESB).
It'sready to use out of the box. For an example of monitoring an ActiveMQ broker, see Section 4.5.6, “Monitoring
an Apache ActiveMQ broker with Nagios”

4.4. Using Nagios configuration templates

In this section we look at configuring Nagios to select the metrics you wish to monitor.

In Section 4.4.1, “ Syntax for adding metrics for monitoring” we look in detail at the syntax in the configuration
files.

In Section 4.4.2, “Talend ESB Nagios configuration template files” welook at the relevant configuration files that
ship with Talend software.

Finally, in Section 4.4.3, “ Preparing the configuration files for running with Nagios’ we use these configuration
templates to configure the Nagios software, and then run the Nagios server to monitor the specified functionality.
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Syntax for adding metrics for monitoring

4.4.1. Syntax for adding metrics for monitoring

Y ou can add the metrics for monitoring using the following steps and exampl es (these are already defined as much
as possible for the shipped examples):

1
2.

Edit the applicable configuration file or template in the Talend Runtime.

Define Check definition structures for the jmx4perl plugin, corresponding to the metrics that need to be
monitored.

Define one or more commands for Nagios, that make use of the check_j nx4per| command from the
plugin.

Describe a host and ser vi ce definition for Nagios; the service definition needs to use the command
defined in the previous step.

j ol oki a_host isthe host where the Jolokia agent isinstalled, and is being monitored by the jmx4perl
plugin.

Y ou need to substitute this with a hostname or ip address for commands, or add it to/ et ¢/ host s as
described in Section 4.4.3, “ Preparing the configuration files for running with Nagios” (recommended)

Here are some corresponding examples of using these stepsin the shipped Talend software configuration files. In
particular, we look at the structures needed to define a metric for monitoring Active MQ:

1. First we look at the configuration file <Tal endRunt i nePat h>/ add- ons/ adapt er s/ nagi os/
tenpl at e/ acti veny. cfg
2. Inparticular, look at a Check definition for ActiveMQ:
# Define server connection paraneters
<Server tesb_activeng>
Ul = http://jol okia host:8161/]j ol okia
</ Server>
# checks for ActiveM) netrics
<Check Broker _Tot al Consuner Count >
MBean = org. apache. acti venq: Br oker Nane=$0, Type=Br oker
Attribute = Total Consumer Count
Nane = Tot al Consuner Count
War ni ng 1000000
</ Check>
(Seenote about j ol oki a_host).
3. Hereisan example of acommand definition, which isin the file <Tal endRunt i mePat h>/ add- ons/
adapt er s/ nagi os/ tenpl at e/ j nx_conmmands. cf g:
# Define a conmand to nonitor ActiveM) using Nagi os
# $USERS5$ - user nmcros defining folder with check_j nx4perl
# $USER6$ - user nmcros defining folder with command configuration file
# $ARGL$ - check nanme which defined in activeng.cfg
# $ARRS$ - set broker name for activeng to be nonitored
# $ARG3$ - set destination for queue to be nonitored
# $ARAS$ - set destination for topic to be nonitored
define conmand {
command_name check_j mx4per| _activeny
command_| i ne $USER5$/ check_j mx4per| \
--config $USER6%/ activenq.cfg \
--server $HOSTNAVES \
--check $ARGL$ $ARR$ $ARG3$ $ARGAS
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}

Note that the command definition specifies the configuration file act i venyg. cf g which contains all the
check definitions defined earlier.

Several arguments are used in this command; setting their values is described in Section 4.4.3, “Preparing
the configuration files for running with Nagios”.

In the following configuration example (in the file <Tal endRunt i nePat h>/ add- ons/ adapt er s/
nagi os/ sanpl e/ acti venyg_host . cf g) you can see how to describe the host and service definition
for Nagios:

# Define a host
define host{
use acti venyg- host ; Narme of host tenplate to use.
; This host definition will inherit
; all the variables that are defined
; in (or inherited by) the Iinux-server
; host tenplate definition.

host _nane tesb_activeny
alias tesb_activeny
}
define service {
use generi c-service
service_description Br oker _Tot al Consuner Count
di spl ay_name Br oker _Tot al Consurner Count :
check_interval 1
host nane tesb_activeny
check_command check_j mx4per| _activenqg! Broker _Tot al Consuner

Count !l ocal host ! exanpl e. Al Acti veMQ Advi sory. Consuner. Queue. exanpl e. A
}

Note that you need to specify the values of the check _commrand propertiesin astrict order:

1. the name of command used to check the metric ("check jmx4perl_activemq” from
j mx_commands. cf g)

2. the name of check you use, from jmxd4perl configuration ("Broker TotalConsumerCount” from
activenyg. cfg)

3. the arguments for the command

4.4.2. Talend ESB Nagios configuration template files

Note that Talend configuration files for Nagios are only available in the Talend Open Studio for ESB and
Talend ESB Studio download packages at the moment. They areinthe<Tal endRunt i mrePat h>/ add- ons/
adapt er s/ nagi os directory.

Ther

e are four pre-defined configuration template files which ship with Talend ESB - these contain the Check

definitions. These can be used for monitoring metrics of CXF, Camel and ActiveMQ resources.

File

Description

jmx_commands.cfg defines three commands for Nagios monitoring,

including check_jmxd4per|_cxf, check_jmxd4per|_camel and
check_jmxd4per|_activemg commands. Each command has several macros
which need to be defined inthe et ¢/ r esour ces. cf g of Nagios.
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File Description

cxf.cfg check definition for cxf metrics to be monitored.
camel.cfg check definition for camel metricsto be monitored.
activemg.cfg check definition for activemq metrics to be monitored.

In addition, there are three sample xxx_host.cfg configuration files which provided most of the useful metrics
monitoring for CXF, Camel and ActiveMQ - these contain the service and host definitions. Y ou can define your
own xxx_host.cfg for monitoring specific metrics and specific resources (CXF services, Camel routes, and so on):

File Description

cxf_host.cfg sample configuration of host and service definition for CXF monitoring.
camel_host.cfg sample configuration of host and service definition for Camel monitoring.
activemq_host.cfg sample configuration of host and service definition for ActiveMQ monitoring.

4.4.3. Preparing the configuration files for running with
Nagios

In these examples, the Nagiosinstallation directory may vary; typically itisin/ usr/ | ocal / nagi os,
but it may not bethison al installations.

Similarily, the place to add configuration files Nagios directory is typicaly, but not aways, / usr/
| ocal / nagi os/ et c/ obj ect s, which you may need to create if it hasn't been created by the

installation.

You can use commands defined in j mx_conmmands. cf g file to monitor CXF services, Camel Context and
Routes, ActiveMQ Broker, Topics and Queues.

In order to do it, you do not need to change template files j nx_comands. cf g, cxf. cf g, canel . cf g,
activeng. cf g which already contain all check definitions and commands for these entities. For your own
application, we suggest you add your own new_host . c¢f g to monitor your own cxf service, camel route, and
soon,usingcxf _host. cfg,canel host.cfgandactiveng_host. cf g assamples.

The process is as follows (see Section 4.5.2, “ Configure the Nagios plugin to monitor the sample applications’
for an example of following this process with the shipped examples):

1. Definej ol oki a_host in/ et c/ host s - thisnameis used in subsequent files, rather than hard-coding
intheip address.
For configuration templatesj ol oki a_host meansthe host that has the Jolokia agent installed and would
be monitored by the jmx4perl plugin. For example:
192. 168. 1. 101 j ol oki a_host

2. Put the configuration files into the configuration folder, for example, / usr/ | ocal / nagi os/ et c/
obj ects/ or/etc/ nagi os3/ et c/ objects/.
In Talend ESB Studio or Talend ESB, the configurationfilesarein<Tal endRunt i nePat h>/ add- ons/
adapt er s/ nagi os.
Copy template and sample configuration files from this directory into, for example, / usr/ | ocal /
nagi os/ et c/ obj ects/ or/ etc/ nagi 0s3/ et ¢/ obj ect s/, for example:
# cp -f <Tal endRunti nePat h>/ add- ons/ adapt er s/ nagi os/tenpl ate/ *. cfg /usr/
| ocal / nagi os/ et c/ obj ect s/
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# cp -f <Tal endRunti nmePat h>/ add- ons/ adapt er s/ nagi os/ sanple/*.cfg /usr/
| ocal / nagi os/ et c/ obj ect s/

3. Addthe command configuration file to the existing nagi os. cf g, here are some examples, which depend
on where your installation puts config files:

In/usr/1 ocal / nagi os/ et c/ nagi os. cf g add thisline:
cfg _file=/usr/local /nagi os/etc/objects/jm _comuands. cfg

Orin/ et c/ nagi 0s3/ nagi os. cf g add thisline:
cfg _file=/etc/nagi 0s3/etc/objects/jm_commuands. cfg

4. [Note: this step is not needed for samples, the shipped files are sufficient] Create host definitions file, for
example new_host . cf g, by, for example, copying j nx_host . cf g. Note that you may need to edit it
and add applications-specific service definitions.

5. [Note: this step is not needed for samples, the shipped files are sufficient]

Addthefiletotheexistingnagi os. cf g, here are some examples, which depend on where your installation
puts config files:

In/usr/ 1 ocal / nagi os/ et ¢/ nagi os. cf g add thisline:
cfg file=/usr/local/nagi os/etc/objects/new host.cfg

Orin/ et c/ nagi 0s3/ nagi os. cf g add thisline:
cfg file=/etc/nagi os3/etc/objects/new host.cfg

6. Define macros which will be used by j mx_comands. cf g in the existing r esour ce. cf g; here are
some examples, which depend on where your installation puts config files:

In/usr/ 1 ocal / nagi os/ et c/ resource. cf g add theselines:

# set the path which jnmx4perl plugin installed
$USERS5$=/ usr/ | ocal / src/jnxdperl/scripts

# set the path to where to find configuration files
$USER6$=/ usr/ | ocal / nagi os/ et c/ obj ects

Orin/ et c/ nagi os3/resour ce. cf g add theselines:

# set the path which jnmx4perl plugin installed
$USERS5$=/ usr /| ocal / src/jmxdperl/scripts

# set the path to where to find configuration files
$USER6$=/ et ¢/ nagi 0s3/ et ¢/ obj ect s

7. Then, restart Nagios for the changes to take effect.
# service nagios restart

Note: the name of this service may vary, depending on which package you used to install Nagios, so it may
be called, for example, nagi 0s3, instead of nagi os.

4.5. Examples: monitoring camel-jmx, cxf-jmx
and ActiveMQ samples

There are two sample applications that ship with the Talend Runtime: canel -j nx and cxf - j nx, in the
<Tal endRunt i mePat h>/ exanpl es/ t al end/ t esb directory.
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These can be built and installed on Windows or Linux. First we look at camel-jmx, and monitor the metrics in
Nagios. Then we look at how to do the same with cxf-jmx.

Then we look at an example of monitoring an Apache ActiveMQ broker, using the shipped configuration files.

4.5.1. Build and install the camel-jmx sample
applications

This sample consists of two parts:
1. servicel - Thisisthe CXF service packaged as an OSGi bundle.

2. war/ - This module creates a WAR archive containing the service module. This is for Servlet container use
only, not used in OSGi deployment.

1. From the example parent directory (<Tal endRunt i mePat h>/ exanpl es/t al end/ t esb), run the
following command to install the example parent pom xmi fileinto the local maven repo

mvn install --non-recursive

2. From the base directory of this sample, the Maven pom.xml file can be used to build and run the demo
cd canel -j nx
m/n cl ean install

Running this command will build the demo and create a WAR archive and an OSGi bundle for deploying
the service either to servlet or OSGi containers

3. Start Talend Runtime container
trun. sh (onLinux)
trun. bat (onWindows)
4. Add camel-jmx example features URL. Type this command in Talend Runtime container:
features:addurl nvn:org.tal end. esb. exanpl es/ canel -j mx-feature/5.2. 1/ xn
5.  Toinstall the example feature, type this command in the Talend Runtime container:
features:install canel-jnx-service
After deploying the samples you can see the Camel MBeans and their attributes which can be monitored using

the JDK's JConsol e (see Section 3.2.2, “Running JConsol€”). These attributes are also included in the metrics that
we will monitor with help of Nagios.

4.5.2. Configure the Nagios plugin to monitor the
sample applications

Note: in Talend Open Studio for ESB or Talend ESB instalations, the configuration files are in
<Tal endRunt i nePat h>/ add- ons/ adapt er s/ nagi os.
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Note that there is an overview of this processin Section 4.4.3, “ Preparing the configuration files for running with
Nagios’

1. Createalocal directory for the configuration filesif it doesn't exist, for example: / usr /| ocal / nagi os/
et c/ obj ects/ or/etc/nagi 0s3/ et c/objects/, depending on where your installation expects
them.

2. Define jolokia host (the host where the examples are running) in / et ¢/ host s - this name is used in
subsequent files, rather than hard-coding in the ip address. For example, add the line (depending on the IP
address):

192.168. 1. 101 j ol oki a_host

3. Copy the template and sample configuration filesinto Nagios et ¢/ obj ect s subdirectory. Not al of these
are needed for this example, but we will only reference the ones we need in the configuration files. For
example:

cp -f <Tal endRunti mePat h>/ add- ons/ adapt er s/ nagi os/tenplate/*.cfg /usr/
| ocal / nagi os/ et c/ obj ect s/

cp -f <Tal endRunti nePat h>/ add- ons/ adapt er s/ nagi os/ sanple/*.cfg /usr/
| ocal / nagi os/ et c/ obj ect s/

This target directory may be elsewhere in your installation, for example: / et c/ nagi os3/etc/
obj ect s/ .

4. Add the template configuration file to the existing nagi os. cf g, here are some examples, which depend
on where your installation puts config files:

In/usr/1 ocal / nagi os/ et ¢/ nagi os. cf g add:

cfg file=/usr/local/nagi os/etc/objects/jnx_commands. cfg
cfg file=/usr/local/nagi os/etc/objects/canel host.cfg

Orin/ et ¢/ nagi 0s3/ nagi os. cf g add:

cfg _file=/etc/nagi 0s3/etc/objects/jnx_commands. cfg
cfg file=/etc/nagi os3/etc/objects/camnmel _host.cfg

5. Definemacroswhich will beused by j mx_comands. cf ginr esour ce. cf g, hereare some examples,
which depend on where your installation puts config files:

In/usr/ 1 ocal / nagi os/ et c/ resour ce. cf g add theselines:

# set the path which jnmx4perl plugin installed
$USER5$=/ usr /| ocal / src/jmx4perl/scripts

# set the path to where to find configuration files
$USER6$=/ usr /| ocal / nagi os/ et c/ obj ect s

Orin/ et c/ nagi os3/resour ce. cf g add theselines:

# set the path which jnmx4perl plugin installed
$USER5$=/ usr /| ocal / src/j mk4perl/scripts

# set the path to where to find configuration files
$USER6$=/ et ¢/ nagi os3/ et c/ obj ects

6. Then, restart Nagios for the changes to take effect.
# service nagi os restart

Note: the name of this service may vary, depending on which package you used to install Nagios, so it may
be called, for example, nagi 0s3, instead of nagi o0s.
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4.5.3. Monitoring with the Nagios web interface

Login to the Nagios Web |Interface http://<nagi os_host >/ <nagi os_server >/
for example: http://1 ocal host/ nagi os/, http://192.168. 1. 10/ nagi 0s3/ or
http://192.168. 198. 5/ nagi os/, and select services from the left hand menu.

There, you will find the status of metrics for camel-jmx example.

Host 4 Service '} Status | Duration I Amempt § Last Check L Status Information ¥
ocathos! 1 i Ok 2624 12h 3m 195 |14 F012-05-18 06:24.10 O - load average: 255,190, 1.61
Ok urrently logged in

im4ls 14 2012-05-16 06:34:48  USERS OK - 11

Ok 01 325 HTTP OK HTTPA.1 200 OK -
Ok d 12h 1m 265 | 14 2012+ 31:03 | PING OK - Packel loss
Ok 2624 12h O0m 495 1 TT%
Ok G2d12h0m 115 | 14 _5.3 (profocal 2.0)
Ok @ 11h 58m 3438 | 1 ) B out of 255 MEB
Ok b5 1/ 0 PROCS OK- 101 procasses wilh STATE = RSZDT
Ok 201 O - InfightExchanges : Value 3 in rangs
Ok 201 3449 0K - Uptime ;"1 hour 8 minuies® a5 expected
O Th 1m21s 701 63 0K - ExchangesComple
ek 1h 1mGs 0 DK - ExchangesFa
Ok 1h 1m Gs 0K - ExchangesTata
1 Ok 1h1m 293 i3 5 OK - LastProcessingTime . Value Sin range
Waming 1h 1m s il WARMING - MaxProcessingTime | Threshold 207 failed for value 59

M 4 pPagea | of2 15 Per Fage ~ | Go | ¥ M

4.5.4. Build and install the cxf-jmx sample applications

Thissampleisin <Tal endRunt i nePat h>/ exanpl es/ t al end/ t esb/ cxf - j mx directory and consists
of anumber of parts:

Directory Description

client/ a sample client application that uses the CXF JAX-WS API to create a SOAP client and
make several callswithit.

common/ code that is common for both the client and the server.

features/ example features for use in OSGi deployment.

service/ the CXF web service provider packaged as an OSGi bundle.

war/ A WAR archive containing code from common and service modules. Thisisfor Servlet

container use only, not used in OSGi deployment.

1. Fromthe base directory of the sample, the maven pom xm file can be used to build and run the demo
cd cxf-jnx
nvn install
2. Start Talend Runtime container:
trun. sh (onLinux)
trun. bat (onWindows)
3. Add cxf-jmx example features URL. Type this command in Talend Runtime container:
features:addurl nvn:org.tal end. esh. exanpl es/ cxf-jnx-feature/5. 2. 1/ xn
4. Ingtal cxf-jmx example feature into the Talend Runtime contai ner
features:install cxf-jnk-service

5. You can find wsdl at http://local host:8040/services/'simpleService2wsdl

24 Talend ESB System Management Integration User Guide
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Config file for Rent-a-car example

6. Now run the client; from cxf-jmx folder run:
m/n exec:java -pl client

Note: thiswill include some deliberate errors (to simulate failed requests), which you can ignore:

[...]

H Al ex!

H Al ex!

H Al ex!

2

4

6

8

10

[ WARNI NG|

java.lang.reflect. | nvocati onTarget Excepti on
at sun.refl ect. Nati veMet hodAccessor | npl . i nvokeO(Native Mt hod)

[...]

7. After the SOAP calls on the web service have completed, in JConsole, under or g. apache. cxf you'll see
thePer f or mance. Count er . Ser ver folder, where CXF MBeanswith their attributeswill belisted (see
Section 3.2.2, “Running JConsole” for more details).

Now we do the Nagios monitoring:

1. Add the template configuration file to the existing nagi os. cf g, here are some examples, which depend
on where your installation puts config files:

In/usr/1ocal / nagi os/ et ¢/ nagi os. cf g add:
cfg file=/usr/local/nagi os/etc/objects/cxf_host.cfg
Orin/ et c/ nagi os3/ nagi os. cf g add:
cfg file=/etc/nagi os3/etc/objects/cxf_host.cfg
2. Then, restart Nagios for the changes to take effect.
# service nagios restart

Note: the name of this service may vary, depending on which package you used to install Nagios, so it may
be caled, for example, nagi 0s3, instead of nagi o0s.

3. Login to the Nagios Web Interface http://<nagi os_host >/ <nagi os_server >/
for example: http://l|ocal host/nagios/, http://192.168.1.10/nagios3/ or
http://192.168. 198. 5/ nagi os/ .

There, you will find the status of metrics for cxf-jmx example.

4.5.5. Config file for Rent-a-car example

Asafurther example, hereisthenew_host . cf g file for the Rent-a-Car basic example (the host definitions are
thesame asthecxf _host . cf g file and have been omitted):

define service {
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use generi c-service

servi ce_description TESB_RAC CRMServi ce

di spl ay_nane TESB_RAC CRMServi ce

check_interval 1

host _nane tesb_cxf

check_command check_j nx4per| _cxf! Endpoi nt St at e! CRVSer vi cePr ovi d

er!{http://services.tal end. or g/ CRVSer vi ce} CRVSer vi cePr ovi der

}
define service {
use generi c-service
servi ce_description TESB_RAC Reservati onService
di spl ay_nane TESB_RAC CRMSer vi ce
check_interval 1
host _nane tesb_cxf
check_command check_j nx4per| _cxf! Endpoi nt St at e! Reser vati onSer v

ceProvider!{http://services.tal end. or g/ Reservati onServi ce} Reservati onServic
eProvi der

}
define service {
use generi c-service
servi ce_description Reservati onServi ce_ ANY_FAULTS
di spl ay_nane Reservati onServi ce_ ANY_FAULTS
check_interval 1
host _nane tesb_cxf
check_command check_j nx4per| _cxf! AnyFaul t s! Reservati onServi cePr

ovider!{http://services.tal end. org/ Reservati onServi ce} Reservati onServi cePro
vi der

}

You can run the example, add new_host . cf g to the nagi os. cf g as before, restart Nagios, and view the
metrics.

4.5.6. Monitoring an Apache ActiveMQ broker with
Nagios
For more details on running and configuring Apache ActiveMQ, see Talend ESB Infrastructure Services
¥ Configuration Guide.

Theprocessisto start an Apache ActiveM Q standalonebroker onthej ol oki a_host machine, and then monitor
it on the Nagios machine. The Jolokiaagent (JAR file) has been already integrated into the ActiveM Q distribution
whichisincluded in Talend ESB.

1. On the j ol oki a_host machine, we start the Apache ActiveMQ standalone broker which is to be
monitored; in a command console:

cd <Tal endRunti mePat h>/ acti veng/ bi n

activeng consol e (Linux*)
act i veng (Windows)

The Apache ActiveMQ broker should now be running.
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*Note the "console" option in Linux runs the broker in the foreground; the default is to run it in the
background.

You can view this using the Web Console at http://localhost:8161/admin/; if you access the URL http://
localhost:8161/jolokialversion, you will see a JSON output line about version information, which indicates
the Jolokia agent is running correctly.

We use this Web Console to define information to be monitored - these corresepond to pre-configured
entries in the check command in the Talend ESB configuration <Tal endRunt i nePat h>/ add- ons/
adapt er s/ nagi os/ tenpl at e/ acti venqg_host . cf g.

Create a Queue with the name exanpl e. A

Create a Topic with thename Act i veMQ. Advi sory. Consuner. Queue. exanpl e. A

- ™
e *Apache
Software Foundation
- B ese = . & @ http://www.apache.org/

Home | Queuwves | Topics | Subscribers | Connections | Network | Scheduled | Send
Support

Topic Name
Topics

Number OFf Messages Messages -
Name Consumers Engueuwed Dequewed Operations
B b A dwisory = 5 Send To
ActiveMQ.Advisory.Consumer.Queue.example.2 0O 0 0 Delate
ActiveMO. Advisory.Queus o 1 o Send To
) R Delete

Now we configure the Nagios machine to do the monitoring:

1

Check that thevalue of j ol oki a_host in/ et ¢/ host s corresponds to the machine running the Apache
ActiveMQ broker, for example:

192. 168. 1. 101 j ol oki a_host

Copy the configuration filesact i veny. cf g, acti veng_host. cf g andj nx_conmands. cf g from
the <Tal endRunt i nePat h>/ add- ons/ adapt er s/ nagi os/t enpl at e directory to the Nagios
configuration folder, for example: / usr/ | ocal / nagi os/ et ¢/ obj ects/ or/ etc/ nagi os3/ etc/
obj ect s/

See Section 4.4.1, “ Syntax for adding metrics for monitoring” for details of the check definitions, command
definitions and other configuration details for ActiveM Q which are pre-defined in these files.

Edit nagi os. cf g and add:

cfg file=/usr/local/nagi os/etc/objects/activeng_host.cfg
cfg file=/usr/local/nagi os/etc/objects/jnm_commands. cfg

(these paths may be different, depending on your version of Nagios).
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Resources and metrics that are being monitored

Define macros which will be used by j nx_commands. cf g in the existing r esour ce. cf g; here are
some examples, which depend on where your installation puts config files:

In/usr/ 1 ocal / nagi os/ et c/ resour ce. cf g add theselines:

# set the path which jnmx4perl plugin installed
SUSER5%$=/ usr /| ocal / src/jmx4perl/scripts

# set the path to where to find configuration files
$USER6$=/ usr /| ocal / nagi os/ et c/ obj ect s

Orin/ et c/ nagi os3/resour ce. cf g add theselines:

# set the path which jnx4perl plugin installed
$USER5$=/ usr /| ocal / src/jmx4perl/scripts

# set the path to where to find configuration files
$USER6$=/ et ¢/ nagi os3/ et c/ obj ects

Then, restart Nagios for the changes to take effect.
# service nagios restart

Note: the name of this service may vary, depending on which package you used to install Nagios, so it may
be called, for example, nagi 0s3, instead of nagi os.

Finaly, Login to the Nagios Web Interface http://<nagi os_host >/ <nagi os_server >/
for example. http://local host/nagios/, http://192.168.1.10/nagios3/ or
http://192.168. 198. 5/ nagi os/, and select services.

There, you will find the status of metrics for ActiveMQ.

4.6. Resources and metrics that are being

monitored

Here is a complete list of the default metrics for CXF, Camel and Activemq that are being monitored in Talend
ESB. Moredetailed definitionscan befoundin<Tal endRunt i nePat h>/ add- ons/ adapt er s/ nagi os/
tenpl at e/ cxf. cfg,canel . cfgandacti veny. cfg.

4.6.1. CXF services metrics

Name

MBean Attribute

Numlnvocations

org.apache.cxf:bus.id= Numlnvocations
* type=Performance.Counter.Server,
service="$1",port="$0"

TotalHandlingTime

org.apache.cxf:bus.id= TotalHandlingTime
* type=Performance.Counter.Server,
service="$1" port="$0"

NumCheckedA pplicationFaults

org.apache.cxf:bus.id=* ,type= NumCheckedA pplicationFaults
Performance.Counter.Server,
service="$1" port="$0"

NumL ogical RuntimeFaults

org.apache.cxf:bus.id=* ,type= NumL ogical RuntimeFaults
Performance.Counter.Server,
service="$1",port="$0"
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Camel routes/contexts metrics

Name

M Bean

Attribute

NumRuntimeFaults

org.apache.cxf:bus.id=* ,type=
Performance.Counter.Server,
service="$1" port="$0"

NumRuntimeFaults

NumUnCheckedA pplicationFaults | org.apache.cxf:bus.id=* ,type=

Performance.Counter.Server,
service="$1",port="$0"

NumUnCheckedA pplicationFaults

4.6.2. Camel routes/contexts metrics

Name

M Bean

Attribute

Context_InflightExchanges

org.apache.camel:context=* ,type=context,name="$0"

InflightExchanges

Context_Uptime org.apache.camel:context=* ,type=context,name="$0" |Uptime

Route ExchangesCompleted org.apache.camel:context=* type=routes,name="$1" |ExchangesCompleted
Route_ExchangesFailed org.apache.camel:context=* ,type=routes,name="$1" |ExchangesFailed
Route_ExchangesTotal org.apache.camel:context=* type=routes,name="$1" |ExchangesTotal

Route L astProcessingTime

org.apache.camel:context=* ,type=routes,name="$1"

LastProcessingTime

Route_MaxProcessingTime

org.apache.camel:context=* ,type=routes,name="%$1"

MaxProcessingTime

Route_MinProcessingTime

org.apache.camel:context=* ,type=routes,name="$1"

MinProcessingTime

Route_MeanProcessingTime

org.apache.camel:context=* ,type=routes,name="$1"

MeanProcessingTime

Route TotalProcessingTime

org.apache.camel:context=* ,type=routes,name="$1"

TotalProcessingTime

4.6.3. ActiveMQ queues/topics metrics

Name MBean Attribute

Broker_Total ConsumerCount | org.apache.activemq: BrokerName= Total ConsumerCount
$0, Type=Broker

Broker_Total DequeueCount org.apache.activemq:BrokerName= Total DegueueCount
$0, Type=Broker

Broker Total EnqueueCount org.apache.activemq:BrokerName= Total EnqueueCount
$0, Type=Broker

Broker_TotalMessageCount org.apache.activemq:BrokerName= Total M essageCount
$0, Type=Broker

Broker_MemoryPercentUsage | org.apache.activemq:BrokerName= MemoryPercentUsage
$0, Type=Broker

Broker_StorePercentUsage org.apache.activemq:BrokerName= StorePercentUsage
$0, Type=Broker

Broker TempPercentUsage org.apache.activemq:BrokerName= TempPercentUsage
$0, Type=Broker

Queue_ConsumerCount org.apache.activemq:BrokerName= ConsumerCount
$0, Type=Queue,Destination=$1

Queue_DequeueCount org.apache.activemq:BrokerName= DegueueCount
$0, Type=Queue,Destination=$1
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$0, Type=Queue,Destination=$1

Name MBean Attribute
Queue_DispatchCount org.apache.activemq:BrokerName= DispatchCount
$0, Type=Queue, Destination=$1
Queue_EnqueueCount org.apache.activemq:BrokerName= EnqueueCount
$0, Type=Queue, Destination=$1
Queue_ExpiredCount org.apache.activemq:BrokerName= ExpiredCount

Queue_InFlightCount

org.apache.activemq:BrokerName=
$0, Type=Queue,Destination=$1

InFlightCount

Queue_MaxEnqueueTime

org.apache.activemq:BrokerName=
$0, Type=Queue, Destination=$1

MaxEnqueueTime

$0, Type=Queue,Destination=$1

Queue MemoryPercentUsage | org.apache.activemq:BrokerName= MemoryPercentUsage
$0, Type=Queue, Destination=$1

Queue QueueSize org.apache.activemq:BrokerName= QueueSize
$0, Type=Queue,Destination=$1

Queue_ProducerCount org.apache.activemq:BrokerName= ProducerCount

Topic_AverageEnqueueTime

org.apache.activemq:BrokerName=
$0, Type=Topic,Destination=%$2

AverageEnqueueTime

$0, Type=Topic,Destination=%$2

Topic_ConsumerCount org.apache.activemq:BrokerName= ConsumerCount
$0, Type=Topic,Destination=%$2

Topic_DequeueCount org.apache.activemq:BrokerName= DegueueCount
$0, Type=Topic,Destination=$2

Topic_DispatchCount org.apache.activemq:BrokerName= DispatchCount
$0, Type=Topic,Destination=%$2

Topic_EnqueueCount org.apache.activemq:BrokerName= EnqueueCount
$0, Type=Topic,Destination=%$2

Topic_ExpiredCount org.apache.activemq:BrokerName= ExpiredCount

Topic_InFlightCount

org.apache.activemq:BrokerName=
$0, Type=Topic,Destination=$2

InFlightCount

Topic_MaxEnqueueTime

org.apache.activemq:BrokerName=
$0, Type=Topic,Destination=%$2

MaxEnqueueTime

Topic_MemoryPercentUsage

org.apache.activemq:BrokerName=
$0, Type=Topic,Destination=%$2

MemoryPercentUsage

Topic_MinEngqueueTime

org.apache.activemq:BrokerName=
$0, Type=Topic,Destination=%$2

MinEngueueTime

$0, Type=Topic,Destination=%$2

Topic_ProducerCount org.apache.activemq:BrokerName= ProducerCount
$0, Type=Topic,Destination=$2
Topic_QueueSize org.apache.activemq:BrokerName= QueueSize

4.7. Metric criteria

This section describes the default metricsfor CXF, Camel and ActiveMQ in Talend ESB, and the criteriafor them
signalling a state change in Nagios.
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CXF services metrics criteria

All states for Nagios checks are categorized as OK, WARNING, CRITICAL and UNKNOWN. For additional
information about Nagios states see the State types in Nagios documentation.

Some exampl es of these states are;

» All Fault metricsindicate awarning state if 1 fault has occured and a critical state if 100 faults have occured.
» Multicheck AnyFaultsis used for fault status indication.

* All countable metricsindicate awarning stateif acount of 1,000,000 reached. It can be tuned for specific needs.
 All memory usage metrics indicate a warning state when 80% of memory is used and CRITICAL if 90%.

Here is a complete metric semantics table;

4.7.1. CXF services metrics criteria

Name State change criteria
Numlnvocations Critical 6000, Warning 5000
TotalHandlingTime Critical 6000000, Warning 5000000
NumCheckedA pplicationFaults Critical 100, Warning 1

NumL ogica RuntimeFaults Critical 100, Warning 1
NumRuntimeFaults Critical 100, Warning 1

NumUnCheckedApplicationFaults | Critical 100, Warning 1

4.7.2. Camel routes/contexts metrics criteria

Name State change criteria

Context_InflightExchanges

Critical 20, Warning 10

Context_Uptime

Critical 6000000, Warning 5000000

Route ExchangesCompleted

Critical 6000000, Warning 5000000

Route ExchangesFailed

Critical 100, Warning 1

Route_ExchangesTotal

Critical 6000000, Warning 5000000

Route_L astProcessingTime

Critical 100, Warning 20

Route_MaxProcessingTime

Critical 100, Warning 20

Route_MinProcessingTime

Critical 20, Warning 10

Route_MeanProcessingTime

Critical 100, Warning 20

Route Total ProcessingTime

Critical 6000000, Warning 5000000

4.7.3. ActiveMQ queues/topics metrics criteria

Name

State changecriteria

Broker_Total ConsumerCount

Warning 1000000

Talend ESB System Management Integration User Guide

31


http://nagios.sourceforge.net/docs/3_0/statetypes.html

ActiveMQ queues/topics metrics criteria

Name State change criteria
Broker_Total DequeueCount Warning 1000000
Broker_Total EnqueueCount Warning 1000000
Broker_Uptime Warning 1000000
Broker_TotalMessageCount Warning 1000000

Broker _MemoryPercentUsage

Critical 90, Warning 80

Broker_StorePercentUsage

Critical 90, Warning 80

Broker TempPercentUsage

Critical 90, Warning 80

Queue_ConsumerCount Warning 1000000
Queue_DequeueCount Warning 1000000
Queue_DispatchCount Warning 1000000
Queue_EnqueueCount Warning 1000000

Queue_ExpiredCount

Critical 20, Warning 10

Queue_InFlightCount

Critical 20, Warning 10

Queue_MaxEnqueueTime

Critical 400, Warning 200

Queue_MemoryPercentUsage

Critical 100, Warning 80

Queue QueueSize Warning 80000
Queue_ProducerCount Warning 1000000
Topic_AverageEnqueueTime | Warning 180, Critical 400
Topic_ConsumerCount Warning 1000000
Topic_DequeueCount Warning 1000000
Topic_DispatchCount Warning 1000000
Topic_EnqueueCount Warning 1000000
Topic_ExpiredCount Critical 40, Warning 10
Topic_InFlightCount Warning 1000

Topic_MaxEnqueueTime

Critical 100,Warning 40

Topic_MemoryPercentUsage

Critical 90, Warning 80

Topic_MinEnqueueTime Warning 200
Topic_ProducerCount Warning 1000000
Topic_QueueSize Warning 1000
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