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Preface

TheVoltDB Enterprise Manager is aweb-based management console for configuring and managing Volt-
DB databases and the clusters that host them. This book explains how to use the Enterprise Manager to
administer VoltDB databases.

This book assumes the reader is already familiar with VoltDB and the basic operation of aVVoltDB data-
base. If you are not familiar with VVoltDB, we recommend taking the VoltDB Tutorial before reading this
book.

1. Structure of This Book

Thisbook is divided into eight chapters and an appendix:

» Chapter 1, Managing VoltDB Databases

» Chapter 2, Installing and Starting the VoltDB Enterprise Manager
» Chapter 3, Getting Sarted with the Enterprise Manager

» Chapter 4, Adding a Database

* Chapter 5, Starting and Sopping the Database

 Chapter 6, Monitoring the Cluster

» Chapter 7, Updating the Database

* Chapter 8, Maintaining and Repairing the Cluster

» Appendix A, VoltDB Management REST Interface

2. Related Documents

This book does not describe how to design or develop VoltDB databases. For a complete description
of the development process for VoltDB and all of its features, please see the accompanying manual
Using VoItDB. For instructions on managing VoltDB databases from the command line, see the Volt-
DB Administrator's Guide. Both books, plus other documentation, are available on the web from http://
www.voltdb.com/.

Vii


http://voltdb.com/docs/tutorial/
http://voltdb.com/docs/UsingVoltDB/
http://voltdb.com/docs/AdminGuide/
http://voltdb.com/docs/AdminGuide/
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Chapter 1. Managing VoltDB Databases

VoltDB database applications use a standard client-server model, with the database running on one or
more servers and the calling application(s) running as one or more clients. The servers form a cluster that
manages the data and distribution of work internally.

When you first learn about VoltDB, or while developing your VoltDB application, it is easiest to run both
the client and the server on the same machine. However, the goal of VoltDB is to achieve the best, most
scal able throughput possible for OL TP applications. To do thisin aproduction environment, you normally
run the VoltDB database server on a cluster of nodes, with one or more client applications running on
separate machines.

Client
App

Server A

ServerE :;"- Server B

VoltDB

Server C

VoltDB

Server D

Starting and stopping a V oltDB database server on asingle nodeis easy. The more nodes there are on the
cluster, the more tedious it becomes to start and manage the database server by hand.

VoltDB provides a management console to simplify this process. For the most part, this book explains
how to perform these tasks using the VoltDB Enterprise Manager, which isa VoltDB Enterprise Edition
feature. However, it is possible to perform the same tasks manually or through scripts and other open
source tools and technology. At the end of each chapter is a summary of other approaches for those who
choose not to use the VoltDB Enterprise Manager.

1.1. Using the VoltDB Enterprise Manager

The VoltDB Enterprise Manager is atool for simplifying the work of the VVoltDB database administrator
and operator. The VoltDB Enterprise Manager consists of server software (which provides the manage-
ment functions and controls the database cluster) and a web-based management console that the database
administrator uses to issue commands and evaluate the state of the cluster.

When you run the VoltDB Enterprise Manager, it creates its own dedicated web server. You can then
connect to that server from any web browser. The web interface, or console, allows you to manage your
VoltDB clusters from virtually anywhere.
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Using the VoltDB Enterprise Manager, you do not need to pre-install VoltDB on each node. The manage-
ment consol e handles distributing both the VVoltDB software and the database catal ogs to the cluster nodes.
The console aso helps by providing a common interface for:

« Initiating and collecting snapshots

Providing live statistics on database volume and performance

e Comparing and updating the database catal og and schema

» Dropping and rejoining nodes to a high availability cluster (using K-Safety)

In addition to a web-based graphical interface, the Enterprise Manager contains a REST programming
interface, allowing database managers to script any of these functions for further customization and sim-
plification of the management tasks. The VoltDB REST interfaceis described |ater in thisbook in Appen-
dix A, VoltDB Management REST Interface.

1.2. Managing Databases

There are anumber of management tasks that a database administrator needs to perform. These responsi-
bilities fall into three main categories:

Table 1.1. Database Management Tasks

Basic Operations

Administrators are often responsible for configuring the hardware, software,
and the database that runs on them. The management console hel ps by provid-
ing asingleinterface from which you can define the configuration of aVoltDB
database, verify the setup of the operating systems, and distribute the VoltDB
software and database catalog to all nodes of the cluster in asingle step.

The console also lets you start and stop clusters or individual nodes from one
location.
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Performance Monitoring | Another important role of the database administrator is monitoring database
performance. Monitoring isimportant for several reasons:

e Performance
¢ Load Balancing
» Fault Detection

The management console provides tools to help in all three cases.

Maintenance and Up- Over time, both a cluster and the database may require maintenance — either
grades planned or emergency — and possibly upgrades. The ability for aVoltDB clus-
ter with K-safety enabled to bring down anode for repair and bring it (or are-
placement) back into the cluster addresses the need for hardware and operating
system maintenance. VoltDB Enterprise Edition also provides a mechanism
for updating the database catalog itself, on the fly, with asingle command from
within the management console.

The chapters of this book describe each of these tasks and how to accomplish them with VoltDB in more
detail. But first you need to know how to set up the management console, which is described in Chapter 2,
Installing and Starting the VoltDB Enterprise Manager.



Chapter 2. Installing and Starting the
VoltDB Enterprise Manager

The VoltDB Enterprise Manager simplifies the process of managing VoltDB database clusters. However,
you must first make sure the management server and database servers that will be managed are set up
properly to allow the Enterprise Manager to do its work. This chapter explains how to set up and start the
Enterprise Manager, including:

» Operating System and Software Requirements

Installing the VoltDB Enterprise Manager

* Preparing the Cluster Nodes for Management

Starting the Enterprise Manager

 Configuring Access to the Enterprise Manager

Applying Your Enterprise License

2.1. Operating System and Software Require-
ments

The requirements for managing a database cluster are identical to the requirements for running aVVoltDB
database (see the Using VoltDB manual for details), with the addition that each node must be running
SSH for communication with the management server. Table 2.1, “Operating System and Software Re-
guirements: Database Cluster Nodes” summarizes these requirements.

Table2.1. Operating System and Softwar e Requirements: Database Cluster Nodes

Operating System ¢ CentOSversion 6.3 or later
¢ Red Hat (RHEL) version 6.3 or later
e Ubuntu 10.04 or 12.4
CPU » Dual core x86_64 processor
» 64 hit
* 1.6 GHz
Memory 4 Ghytes
Java Java7 — VoltDB supports JDKs from OpenJDK or Oracle/Sun
Required Software NTP
SSH

The server running the VoltDB Enterprise Manager itself does not have the same strict requirements for
memory and performance, but is assumed to be running Linux and SSH. Table 2.2, “Operating System
and Software Requirements: Management Tool Host” summarizes these requirements.
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Table 2.2. Operating System and Softwar e Requirements. Management T ool Host

Operating System * CentOS version 6.3 or later

* Red Hat (RHEL) version 6.3 or later
» Ubuntu 10.04 or 12.4

» Macintosh OS X 10.7 or later

Java Java7 — VoltDB supports JDKs from OpenJDK or Oracle/Sun
Required Software SSH

2.2. Installing the VoltDB Enterprise Manager

The VoltDB Enterprise Manager is part of the VoltDB Enterprise Edition. When you install the Enterprise
Edition, thereisafolder, managenent , that contains the Enterprise Manager software and configuration
files.

Y ou can run the Enterprise Manager directly fromthemanagenent folder whereitisinstalled. However,
you might chooseto run the Manager from aserver other than the one you usefor application development.
In that case, you can either install the full VoltDB Enterprise Edition kit or you can simply copy the
contents of the managenent folder to the server where you want to run the management suite.

2.3. Preparing the Cluster Nodes for Manage-
ment

The Enterprise Manager comes complete with all of the software needed to run VoltDB. When you start
aVoltDB cluster using the management console, all of the necessary filesincluding the VoltDB software
and the database catalog and deployment files are copied to all nodes automatically. So you do not need
to manually install any VoltDB software on the cluster nodes themselves

However, you must prepare the cluster nodes so that the management consol e can communi cate with them.
The Enterprise Manager uses SSH and SFTP to perform many functions, including copying files to the
cluster nodes and starting the database process. (The Manager also uses native VoltDB system procedures
to interact with the database once it is up and running.)

Before you start the Enterprise Manager, you must make sure the server can reach the cluster nodes using
SSH and that SFTP is enabled. SFTP is usually enabled by default. However, if you are not sure, check
the SSH configuration file (in most cases/ et ¢/ ssh/ sshd_conf i g) and make surethefollowingline
is present and not commented out:

Subsystem sftp /usr/lib/openssh/sftp-server

SSH should be set up with public keys for enhanced security and password-less access. If you are using
SSH with public keys, you need to create an SSH key file on the server where the Manager will run. You
then copy the appropriate key files to an account on each of the cluster nodes.

Onceyou believeyou have SSH set up properly, itisagood ideato test the configuration before starting the
Enterprise Manager. From the command lineon the server that will run the Enterprise M anager process, use
the ssh command to connect to each of the database serversthat will be used. If the connection succeeds, the
configurationiscorrect. If the connection requestsa password before continuing (or generatesapermission
error), the configuration is not correct. In the following example, the user tests the connection to three
servers: first using the default account on Athens, then using the account romulus on Rome, and finally
the account napolean and the keyfile. ssh/ nykey. key on Paris:
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$ ssh at hens

(-]

$ ssh romul us@ one

[...]
$ ssh napol ean@aris -i .ssh/nykey. key

If you are unfamiliar with SSH, there are instructions for setting it up available on the web. For example
htt p: //ww. debi an-admi ni stration.org/articles/152.

2.4. Starting the Enterprise Manager

2.4.1.

2.4.2.

Onceyou install the management software and set up SSH, you are ready to start the Enterprise Manager.
The Enterprise Manager comes with threefiles:

* enterprise_manager.jar — Thisisthe Enterprise Manager software. When you run this Java
JAR file, it creates the Enterprise Manager process and web server.

» users. xm — Thisisthe security configuration file for the Enterprise Manager web interface. The
Enterprise Manager is protected by a username and password. The configuration file defines what user-
name and password pairs are allowed to access the console interface. See Section 2.5, “ Configuring
Access to the Enterprise Manager” for information on modifying the security settings.

* enterprise_manager.sh —isashel script for starting the Enterprise Manager. Use this script
to start the Enterprise Manager process.

To use the default settings, change directory to the folder where you installed the software and invoke the
Enterprise Manager process using the included shell script. For example:

$ cd ~/vol tdb-ent- 3. 6/ managenent
$ ./enterprise_nmanager. sh

When you start the Enterprise Manager, it creates a dedicated web server on the current system (using port
9000). To accessthe management consoleinterface, you connect to the consol e server from aweb browser.

Specifying the Network Interface and HTTP Port

If you wish to change the HTTP port that the Enterprise Manager uses, you can specify a different port
number as an argument to the script (using - p). This then becomes the port number you specify when
accessing the console from your web browser.

If the server running the Enterprise Manager has more than one network interface, Enterprise Manager
listenson all available | P addresses by default. Y ou can tell Enterprise Manager to use one specific network
interface by specifying the | P address with the -a flag.

For example, the following command starts the Enterprise Manager using the network address 10.22.44.66
and port 8181.:

$ ./enterprise_manager.sh -a 10.22.44.66 -p 8181

Using a Different Configuration Directory

Y ou can also specify what directory the Enterprise Manager uses to store configuration information. By
default, it creates the hidden directory ~/ . vol t db to storeits configuration information. If you want to
adifferent configuration directory, use the - margument. For example, the following command starts the
Enterprise Manager using the directory / et ¢/ vol t db/ asthe configuration directory:
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$ ./enterprise_manager.sh -m/etc/voltdb/

2.5. Configuring Access to the Enterprise Man-
ager

By default, the Enterprise Manager is configured to allow access to the user admin with the pass-
word voltdb. You can change these defaults or add access for other users by editing the nanage-
nment / user s. xm provided in the distribution kit.

Add <user > tags to add new accounts. The accounts must have the r ol e attribute set to "admin" to
get access to the console interface, For example, the following modified user s. xmi file removes the
default account and adds two others, root and ops:

<?xm version="1.0"?>
<t oncat - user s>
<user usernane="root" password="NolGetsln" rol es="adm n"/>
<user usernane="ops" password="CcureET" rol es="adm n"/>
</tontat - users>

2.6. Applying Your Enterprise License

The VoltDB Enterprise Edition requires a license. When you start the Enterprise Manager, the software
looks for the licensefile, | i cense. xni , first in the subfolder (voltdb) where the software JAR filesare
installed, then in the VoltDB configuration directory.

When you receive acommercia license from VoltDB, you can copy the file to the VoltDB configuration
directory (~/ . vol t db by default) so the Enterprise Manager finds it automatically. Note, however, that
alicensein aninstallation directory or in the configuration directory may be overwritten or deleted as part
of an upgrade. Therefore, itisagood ideato keep a copy of the license file outside the VoltDB directories
in case you need to reinstate it following an upgrade.

If you store your licensein an alternate directory, you can specify its location on the command line when
you start the Enterprise Manager using the - | argument (lowercase "L"). For example, the following
command starts the Enterprise Manager using alicensefilenamed vol t db- 1 i cense. xm and stored
in a system-wide directory:

$ ./enterprise_manager.sh -1 /etc/voltdb-1icense.xm



Chapter 3. Getting Started with the
Enterprise Manager

The VoltDB Enterprise Manager lets you define, administer, and monitor VoltDB databases from a sin-
gle easy-to-use web interface. Y ou can manage multiple databases and multiple servers al from asingle
instance of the Enterprise M anager.l

Todothis, the Enterprise Manager presentsyou with adashboard for viewing the activity within adatabase,
modifying its settings, and starting and stopping either the database or individual servers. But before you
get started, it is a good idea to understand how the dashboard operates. This chapter introduces you to
the components of the dashboard and how to use them. The following chapters explain how to use the
dashboard to perform specific activities.

3.1. The Components of the Interface

Banner & Global Settings The Enterprise Manager interface is made up of three main compo-
nents:

¢ The dashboard

Database

List Dashboard

¢ A list of the databases controlled by the Enterprise Manager

¢ A banner and global server list

3.1.1. Database Dashboard

The main component of the Enterprise Manager interfaceisthe dashboard. The dashboard letsyou examine
the configuration and performance of one database at atime.

The Enterprise Manager manages databases that are defined and started using the web console or the REST interface only. It cannot correctly
discover or manage databases started manually, and it cannot detect management actions performed manually through system procedures such as
@UpdatelL ogging or @UpdateA pplicationCatal og.

Mixing use of the Enterprise Manager and manual invocations of system proceduresthat modify the database is neither recommended nor supported.
For each database (and its associated servers), use either the Enterprise Manager or manual processes for starting and managing the database.

Note that this restriction applies to procedures that modify the database schema or server configuration only. The use of read-only or non schema
modifying system procedures does not impact the management of the database.

8
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JAVA RUNTIME: Java(TM) SE -
01/17 11:25:45 volt7d HOST INFO Runtime Environment
(1.6.0_22-004)
JAVA VM: Java HotSpot(TM)
01/17 11:25:45 volt7d HOST INFO 64-Bit Server VM (17.1-003, mixed
mode)
About to list cluster interfaces for
01/17 11:25:45 volt7d HOST INFO all nodes with format [ip1 ip2

ipN] clent-port:admin-portttp-port
Host id: 0 with interfaces:

0147 11:25:45 voit7d HOST INFO 10.10.180.147 192.168.11.11
21212,21211,8080 [PEER]
Host id: 1 with interfaces:

01/17 11:25:45 vourd HOST INFO 192.168.11.10 10.10.180.148
21212,21211,8080 [SELF]
About 1o st cluster interfaces for

0117 11:25:45 VoG, HoST INFO allnades wih fomat [p1 ip2
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The left side of the dashboard summarizes the configuration of the database, including security settings,
K-safety, snapshotting, and export. There are separate panelsfor database configuration, catal og selection,
snapshots, and export management. Click on the Edit button in each panel to modify the settings.

The configuration information also includes alist of the servers assigned to the database. Click onthe Add
button to add serversto the database. By clicking on the name of aserver in thelist you can choose to start
or stop it (depending on the current state of the database and the server). Y ou can also remove the server
from the list or replace it with a different server.

The right side of the dashboard provides real-time information about the performance of the database,
including summaries of latency, throughput (transactions per second), memory, and CPU usage, aswell as
detailed tables showing the volume of data per table and invocations per procedure. The right side of the
dashboard also includes alog viewer for reviewing any log messages generated by the individual servers
or the management tool itself.

Depending on what information you want to review, you can switch the data table between views of data
volume or procedure invocations. You can aso expand/collapse the display of the data tables or the log
viewer — or both — by clicking on the heading above each section of the dashboard.
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3.1.2. List of Databases

P—. — Thelist of databases on the left side of the dashboard lets you select which database

~yj Plsysem to view in the dashboard. It also gives you a quick view of the status of all your
i Satellite Tracking databa%s

A N

ew To view adatabase in the dashboard, click onitsnamein the global list of databases

Stop and select view from the popup menu. There are additional actions you can take

. directly fromthelist, including starting and stopping the database, puttingitin admin

mode (pause), or removing it from the list (aslong asit is not running).

Llear history
Delete

Each databasein thelist displaysaniconindicating its current state. Y ou can usetheseiconstotell quickly
whether there are any issueswith your database infrastructure. Table 3.1, “ Database StatusIcons’ explains
the meaning of each icon.

Table 3.1. Database Status | cons

Database is not running.

=

| Database is running in admin mode (paused). The database is available for admin-
m istrative access, but other clients cannot queue transactions until the database "re-
sumes' and leaves admin mode.

Database is running properly.

Database is running, but not as configured. This means one or more servers are not
1 E running and the databaseis not at itsoriginally specified K-safety value. Thismay be
caused by an error or intentional action (for example, if the operator stops a server).

An unexpected error has occurred and the database is no longer running. Note that
e if you stop the database explicitly, theicon changesto gray (stopped). The red icon
only occurs if the database stops unexpectedly due to errors of some kind.

3.1.3. Banner and Global Server List

The section of the interface above the dashboard includes the VoltDB banner, the global server list, and
the Help menu. The global server list icon and the help menu are to the far right of the banner.

The help menu brings up the About dialog box. The About box lists the currently installed version of the
Enterprise Manager, information about the active license, and alink to the online documentation.

Clicking on the Serversicon brings up alist of al of the servers known to the Enterprise
.,_L Manager. When you define a database in the Enterprise Manager, you must assign servers
: to run the database before the database can be started. When you add serversto adatabase,
those servers are automatically added to the global server list.

Servers

When you remove a server from its assignment to a database in the dashboard, it does not remove the
server from the Enterprise Manager. It stays so it can be assigned to another database later. If you want to
removethe server definition entirely, open the global server list, click onthe server name and select Delete
server from the popup menu. (The server must be removed from all databases before it can be deleted.)

10
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Another use of the global serverslist isto show you the databases to which a server is assigned and their
current status. Click on a server name to see its properties and the status of the databases in which it
participates.

3.2. Starting the Enterprise Manager

After you install and start the Enterprise Manager, it establishes aweb server that you can connect to from
aweb browser? to di splay the management interface. So, for example, if you start the Enterprise Manager
on the server zeus, you connect to theurl ht t p: / / zeus: 9000/ to access the dashboard.

When you first connect, the Enterprise Manager asks for your username and password. The Enterprise
Manager is secured against anonymous access. |f you have not modified the default security settings, use
the username admin and the password voltdb to access the management console. Y ou will be asked for
your credentials every time you connect to the Enterprise Manager from anew browser session.

Once you have logged in you are ready to use the dashboard. The first time you start the Enterprise Man-
ager, there are no databases defined. So your next step, after logging in, is to create your first database.
The next chapter explains how to do that.

2/oltDB Enterprise Manager is tested against and supports the Chrome, Firefox, and Safari browsers. Use of other browsers for accessing the web
interface may work, but is not recommended.
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Chapter 4. Adding a Database

The Enterprise Manager makes it easy to manage databases. The first step is to add the database to the
management interface, specifying how you want the database configured, in terms of sites per host, K-
safety, and so on.

4.1. Configuring the Database

To add a new database to the Enterprise Manager, click on the Add button at the top of the database lit,
which brings up the Add Database dial og box. (If thisisyour first time using Enterprise Manager or if you
have no databases defined, the Add Database dialog is displayed automatically.)

Figure4.1. Add Database Dialog

Create New Database X

Database Settings Catalog settings

Database name Name

| Flight Version
Description

Database description Upload Browse

| Airline reservation system catalog
Snapshot settings

Sites per host

| 4 ‘ Frequency (seconds) Snapshots retained

|0 | |3

K-Safety
| 2 ‘ Copy snapshots to management server

Enable Security
Enable network partition detection
Enable command logging

Destination Directory

| Jopt/voltdb

Load Users
Browse...

Cancel | Create

The Add Database dialog box lets you set the basic properties for the database, including the application
catalog, the number of sites per host, the K-safety value, and so on. You can also load user definitions
and set up automated snapshots.

Table 4.1, “Database Configuration Settings’ describes each of the fields in the dialog box in detail. In
some cases you can take the default settings or leave the field blank. But the four areas of the configuration
screen you want to make sure to fill out are the database name, the application catalog, the partitioning
and K-safety settings, and the destination directory.

» The name and description are what the Enterprise Manager uses to identify your database. The name
isshown in the list of databases on the left and the description is included on the dashboard. Provide a
meaningful name that helps you identify your database.

» Theapplication catal og definesthe schemaand stored procedures that your database will use. Y ou must
load an existing catalog before you can complete the Add Database dialog.

e The sites per host and K-safety fields are important aspects of the database configuration. Sites per
host indicates how many partitions are created on each node of the cluster and K-safety specifies how
many replicates are created (to ensure availability in case of node failure). See the Using VoltDB guide
for more information about these features. However, it is important to make sure these settings are
appropriate for your hardware configuration and the needs of your database application.
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e The destination directory specifies where the Enterprise Manager puts files it needs to run VoltDB on
the individua servers. The Enterprise Manager will create this directory if it doesn't already exist. But
make sure that the SSH user account has permissions to create and write into the specified directory.

Table 4.1. Database Configuration Settings

Database Settings

Field

Description

Database name

A short, meaningful name identifying the database. The Enterprise Manager uses
this name to identify the database in lists and dialog boxes.

Database descrip-
tion

A longer description of the purpose of the database. The description is shown in the
dashboard only.

Sites per host

The number of sitesto create on each cluster node.

K-safety

The K-safety value you wish to set for the database cluster. See the chapter on
"Availability" in Using VoltDB for more information about K-safety.

Enable security

Check this box if you want to enable security. If you enable security, your catalog
must include the definition of one or more roles and you must import a set of user
definitions using the "Load Users' function described below. See the chapter on
"Security" in Using VoltDB for more information

Enable network
partition detection

Network partition detection is enabled by default when running with K-safety. You
can uncheck this box if you want to disable the feature, however disabling partition
detection is not recommended.. See the chapter on "Availability" in Using VoltDB
for more information

Enable command
logging

Check thisbox if you want to enable command |ogging. Command logging enhances
availability by creating a record of all the stored procedure invocations as they oc-
cur. Then, in case of unexpected failure, the log can be "replayed” automatically on
startup, recreating the database contents. See the chapter on "Command Logging
and Recovery" in Using VoltDB for more information.

Destination direc-
tory

Thedirectory on the remote nodes that the Enterprise Manager usesfor storing files.
This directory must be valid on all nodes of the cluster and should be a complete
(absolute) path. Use of arelative path for the destination directory is not recom-
mended, since the default directory for the remote process is not guaranteed to be
the same each time.

Load users

If security isenabled, you must include user definitionsaspart of your configuration.
At least one of the users must be assigned arole with sysproc privil egeﬁ1 Thisisthe
user that the Enterprise Manager usesto interact with the database onceit is started.

If security is not enabled, user definitions are optional.

Rather than define each user separately, the Enterprise Manager letsyou define users
inaVoltDB deployment file and then upload that deployment file into the configu-
ration. Thisway you can reuse user definitions for multiple databases.

To load users, click on the Browse...2 button and select avalid VoltDB deployment
file. The Enterprise Manager imports the user definitions from that file. (Note that
only the user definitions are loaded; the other settings within the deployment file
areignored.)
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Catalog Settings

Field Description

Upload catalog Y ou must specify the schemafor your database by loading an existing VoltDB cata-
log. Click onthe Browse...2 button and select acatal og JAR fileto load. The Enter-
prise Manager then opens and validates the contents of the catal og. Once you load a
catalog, thefields above the Upload catalog field display a summary of information

about the catalog.
Snapshot Settings
Field Description
Frequency Snapshot frequency indicates how often (in seconds) an automated snapshot will be

taken of the database. By default, thefrequency is zero, or no automated snapshots. If
you want periodic snapshots of the database, specify the frequency for the snapshots
inthisfield as awhole number of seconds. (For example, 300 seconds for snapshots
every 5 minutes.)

Snapshotsretained |If you are using automated snapshots, the snapshots will use up more and more disk
space over time. To avoid this situation, you must specify a maximum number of
snapshots to keep on the database servers. When an automated snapshot is taken, if
there are more snapshots than specified, the oldest snapshot is deleted.

Copy snapshotsto |By selecting this checkbox, the automated snapshots are copied from the database
management server | servers to the management server. Snapshots must be copied to the management
server if you want to use them later in the Enterprise Manager to restore a snapshot
when you start the database.

When snapshots are copied to the management server, they are not deleted from the
database server(s). It is a good idea to both enable the copying of automated snap-
shots and set asmall value for the number of snapshots retained, to avoid excessive
disk usage.

Note that the retention setting affects snapshots on the database servers only. It does
not purge snapshots on the management server. It isagood idea to periodically re-
view and delete old snapshots on the management server. (See Section 8.3, “Pre-
ventative Maintenance Using Snapshots’ for more information on managing snap-
shots.)

1Current|y, thereisalimitation that the user the Enterprise Manager uses must be assigned only onerole. If no users are assigned to
asinglerole with sysproc privileges, the Enterprise Manager will not be able to perform certain tasks.

2The exact wording of buttons and controls may vary from browser to browser. Use the appropriate interface widgets for your
environment to complete the described actions.

Onceyou completefilling out the dialog box, click the Cr eate button to add the database to the dashboard.

4.2. Changing the Database Configuration

After you add a database to the dashboard, you can still change the configuration settings, as necessary.
Make sure the database is being displayed in the dashboard. (If not, click on the database name in the
global list of databases to the left and select View from the popup menu.) Then click on Edit next to the
settings you want to modify:

» Thebasic database settingsyou defined when creating database are displayed in the Configuration panel.
Click on Edit in the Configuration panel to change these settings or to access the advanced settings.

» The database schemais defined by the runtime catal og listed in the Catalog panel. Click on Edit in the
Catalog pand to load anew catalog.
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» Thesettingsfor automated snapshots are defined in the Snapshots panel. Click on Edit in the Snapshots
panel to change the settings for automated snapshots or to manage existing snapshots.

» The settings for export are defined in the Export panel. Click on Edit in the Export panel to change the
settings as described in Section 4.3, “ Configuring Export”.

The catalog and snapshot settings match the settings available to you when you created the database.
The configuration settings include both the basic settings you specified when creating the database, and
advanced settings that let you customize the ports the database servers use at runtime, paths for runtime
functions, and more. Table 4.2, “ Advanced Configuration Settings’ describes the additional fields on the
Edit Database dialog box.

Table 4.2. Advanced Configuration Settings

Port Settings

Field Description

Client Port The port that client applications use to connect to the VVoltDB database cluster. The
default client port is 21212. Y ou can specify a different value. However, if you do,
all client applications must specify that port number when creating a connection to
the database.

Admin Port The port used to enable and disable admin mode and issue commands while admin
mode is in effect. The default admin port is 21211. See the section "Admin Mode'
in Using VoltDB for more information about admin mode.

HTTP Port Theport that the JSON interface usesto connect to the VVoltDB database cluster. This
port also provides basic information about the database (including version number
and memory usage) if accessed by an HTTP request not directed at the JSON URL.

Enable JSON If your client applications use the JSON interface to access the database, you must
check the box to enable JSON. The JSON interface uses the port identified in the
HTTP Port field.

Internal Port The port that VoltDB servers use to communicate among themselves.

Log Port The port that the Enterprise Manager uses to collect Log4J log messages from the
individual servers.

JMX Port Theport that the VVoltDB Enterprise Manager usesto retrieve status and performance
statisticsfrom theindividual servers(using JM X, the Java M anagement Extensions).

Zookeeper Port The port that VoltDB uses to interact with Zookeeper locally. The default port is
2181.

Replication Port Thefirst of three consecutive ports on the database server that the DR agent usesto
interact with the master database during database replication. The default starting
port is 5555.

Path Settings

Field Description

Snapshot Directory | The path where snapshots are stored on the individual database servers, including
manual, automated, and network partition snapshots. This path is relative to the
VoltDB root directory on the remote nodes.

The VoltDB root directory for remote servers controlled by the Enterprise Manager
isasubfolder of the destination directory. The name of the subfolder isthe database
ID. So, for example, if the destination directory is/ opt / vol t db and the database
ID is 12345, the VoltDB root directory is/ opt / vol t db/ 12345/ .
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Path Settings

Field

Description

If you specify an absolute path for the snapshot directory, the snapshot files are
stored in that directory. If you specify a relative path, the files are stored in that
path relative to the VoltDB root directory. If you do not specify a snapshot directory
path, snapshots are stored in asubfolder named snapshot s under the VoltDB root
directory.

Export Overflow
Directory

The path where export overflow information is stored if the export queue backs up.
This path is relative to the VoltDB root directory on the remote nodes, as outlined
in the description of the snapshot directory above.

If you specify an absolute path, export overflow information isstored in that directo-
ry. If you specify arelative path, the datais stored in that path relative to the VoltDB
root directory, If you do not specify an export overflow path, export overflow datais
stored in asubfolder namedexport _over f | owunder the VoltDB root directory.

Command Log Di-
rectory

The path where the command logs are stored if command logging is enabled. For
maximum performance whilelogging, the command logs should be written to adisk
with good response time. (For example, a disk with battery-backed caching.) It is
also best to dedicate a disk to the command logs, rather than share adevice for logs
and other 1/0 such as snapshots or export overflow.

If you specify an absolute path, the command logs are stored in that directory. If you
specify arelative path, the dataisstored in that path relativeto the V oltDB root direc-
tory, By default the command logs are stored in asubfolder named command_| og
under the VoltDB root directory.

Command Log
Snapshot Directory

The path where the snapshots associated with command logs are stored, if command
logging isenabled. Again, for maximum performance, it isbest to writethelogs and
the snapshotsto separate devices. Note that these are snapshots specific to command
logging. If you have automated snapshots turned on, those snapshots are written to
the snapshot directory (described earlier) instead.

If you specify an absolute path, the snapshots are stored in that directory. If you
specify a relative path, the snapshots are stored in that path relative to the Volt-
DB root directory, By default the command log snapshots are stored in a subfolder
named conmand_| og_snapshot under the VoltDB root directory.

Feature Configuration

Field

Description

Command Log-
ging: Log Frequen-
cy

There aretwo settings available for configuring the frequency of command logging.
These settings define the frequency with which the record of procedure invocations
are written to the command log. The more frequently the logs are written, the less
danger of losing data there is in case of a complete cluster failure. However, the
more frequently logs are written, the more likely it isthat disk I/O may impact your
application's throughput or latency.

There are two frequency settings that can be set separately:
e Time (in milliseconds)
» Number of transactions

Whichever milestoneis reached first initiates awrite to the logs. See the chapter on
"Command Logging and Recovery" in Using VoltDB for more information.
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Feature Configuration

Field

Description

Command Log-
ging: Synchronous
Logging

In addition to specifying the frequency of logging, you can also specify whether
logging occurs synchronously or asynchronously. Normally, logging is asynchro-
nous to the database transactions; the transactions continue while the log is being
written. If you select synchronous logging (by checking the checkbox), the results
of all transactions are held until the next batch of transactions are written to the log.

Synchronous logging is recommended only if you have afast, dedicated device for
command logging (such as a disk with a battery-backed cache). Otherwise logging
will have anegative impact on the performance of your transactions asthey wait for
the disk 1/0 to complete. At the same time, if you do use synchronous logging, it
isimportant to set the command logging frequency to avery small increment (1-10
milliseconds), to keep the impact on latency to a minimum.

See Using VolItDB for more information on command logging.

Command Log-
ging: Log Size

The size of the command logs defines how much disk space is preallocated for stor-
ing the logs. For most workloads, the default log size of one gigabyte is sufficient.
However, if your workload writes large volumes of data or uses large strings for
queries (so the command invocations include large parameter values), the log seg-
mentsfill up very quickly. To avoid this, you can increase the total log size. Specify
the desired log size as an integer number of megabytes. The minimum log size is
three megabytes.

Server Settings

Field

Description

Max Java heap

The maximum heap size for the Java process running the database software on each
cluster node.

Heartbeat Timeout

The database servers keep track of each other by periodically checking for a"heart-
beat" from the other nodes in the cluster. If a heartbeat is not received from a serv-
er within a specified time limit, that server is assumed to be down and the cluster
reconfiguresitself with the remaining nodes (assuming it is running with K-safety).

Thistimelimit is called the "heartbeat timeout” , which is specified in seconds. For
most situations, the default value for the timeout (90 seconds) is appropriate. Note
that if anode fails, until the heartbeat expires, any transaction requiring that server
will stall.

It is possible to set alower timeout to avoid stalling transactions. However, if your
servers are susceptible to network fluctuations or intra-server process contention, it
is possible that a viable node can get timed out by atoo small timeout.

Max temp table
memory

The maximum size for the temporary tables that VoltDB uses to store table data
while processing transactions. The default temp table size is 100 megabytes. This
setting is appropriate for most applications. If you need to increase the temp table
size, you can specify an alternate size asan integer number of megabytes. Note, how-
ever, increasing the temp table limit may result in out-of-memory errors on memo-
ry-constrained systems.

Snapshoat Priority

Snapshot priority specifiesthe priority (as avalue between 0 and 10) for snapshots
as opposed to other database work. The lower the priority value, the more priority
snapshot work receives. Zero specifies that no prioritizing is applied and snapshot
work isdoneimmediately. The closer to 10 the priority value, the longer a snapshot
can take to complete. The closer to 1 the value, the quicker the snapshots compl ete
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Server Settings

Field Description

but the more likely snapshots could impact latency and/or throughput of database
transactions on aloaded database.

Note that certain settings cannot be changed while the database is running (for example, port numbers
or the maximum heap size). If the database is running and a setting cannot be modified, that particular
configuration field isgrayed out in the interface. To change these settings, you must stop the databasefirst.

4.3. Configuring Export

4.3.1.

Export is a special feature of VoltDB that lets VoltDB export data continuously to an external target,
such as CSV files or another database. What data is exported is defined by the export-only tables in the
database schema. Whether export occursor not isaruntime decision. The VoltDB Enterprise Manager has
a separate panel for enabling and configuring export, which is described in this section. For an overview
of the export process and when and why to use export, see the chapter on "Exporting Live Data" in the
Using VoltDB manual.

Click on Edit in the export panel to bring up the export configuration dialog box. Thefirst choice you have
iswhether to enable export or not. By default, export is not enabled. If you click on the checkbox to enable
export, you then have two choices for how to process the export:

» Export tofiles

» Export to another database through JDBC

r 1

Edit Export X

[~ Enable Export
Export Target:
File

L]

JDBC ‘

What additional options you can set depends on which export target you choose, as described in the fol-
lowing sections.

Configuring Export to File

When exporting to files, the Enterprise Manager lets you configure al of the file export options in the
export dialog box. Although default options are provided, two fields you should consider adjusting are:

» Output directory — By default, exported files are stored in the sever process working directory (a
subfolder of the destination directory specified in the Edit Database dialog). Y ou may want to use a
different output directory. For example, if you use scriptsto periodically copy and archive exported data
from multiple databases, using a common output directory can simplify the process.

» Uniquename(filepr efix) — Although adefault prefix isprovided, itisthe same prefix for all databases.
Using a prefix, such as the database name, that identifies the source of the data can help keep your
export files organized.

The remaining fields let you configure other properties associated with export to files. See the section on
"Using the Export Clients" in Using VoltDB for information about these options.
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4.3.2.

Edit Export x

Enable Export

Export Target:

File =
CSV Export Configuration

‘Comma or Tab separated:

csv ~
Binary Encoding Type:

HEX =

Include schema
Batched output
Exclude internal metadata

Unique name (file prefix)
| exportout |

‘Output directory

File rollover period (minutes)
[ 60 J

Date format (yyyyMMddHHmmss)

Delimiters

Cancel | Ok

Configuring Export to JDBC

When exporting to a database through JDBC, the Enterprise Manager lets you configure the JDBC con-
nection in the export dialog box. A number of fields are optional or only needed in certain cases. However,
it isimportant that these fields are filled out appropriately for the database you intend to access:

Connection URL — Y ou must provide the appropriate JIDBC connection string for the target database.
The connection stringisaURL that identifiesthe database driver and thel ocation of the remote database.

Driver Class Name — Y ou do not need to specify the driver class name when using common database
drivers, such as MySQL, Netezza, Oracle, PostgreSQL, and Vertica. However, you must specify the
class name when accessing databases from other vendors or when using non-standard drivers.

Extensionscurrently loaded — To usethe specified driver, VoltDB must be ableto accessthe JAR files
associated with that driver. VoltDB does not provide the JDBC drivers for other databases. However,
it does include a special directory, / | i b/ ext ensi on under the VoltDB installation root, where you
can place JARs that are needed at runtime.

Thisfield of thediaog box listsall of the JARs currently in the extensions directory. Y ou cannot change
the contents from the dialog box, but you must make sure the JARs needed by the driver are included.
If not:

1. Stop the Enterprise Manager.

2. Copy the necessary JAR filesintothe/ | i b/ ext ensi on folder.

3. Restart the Enterprise Manager.

The remaining fields let you configure other properties associated with export to JDBC. See the section
on "Using the Export Clients" in Using VoltDB for information about these options.

19


http://voltdb.com/docs/UsingVoltDB/ExportClients.php
http://voltdb.com/docs/UsingVoltDB/

Adding a Database

-
Edit Export x

[~ Enable Export
Export Target:
| JDBC i

JDBC Export Configuration

Connection URL

Driver Class Name (optional)

The following are the extensions currently loaded by VoltDB.
Make sure the driver JAR file for your selected connection

type appears in this list.
- no jars found -

User

Password (optional)

Schema (optional) .
[ J
|| 1gnore catalog generations
" Exclude internal metadata
JDBC Connection Pooling
Min pool size Max pool size
| 10 || 100 |
_hl:x idle time (millisec) _ _hl:x statements cached

[ 60000 |[s0 |

| cancel || ok |

4.4. Adding Servers to Your Database Configu-
ration

Once you create the database in the Enterprise Manager, you need to assign servers that will form the
cluster that runs the database. Make sure the database is showing in the dashboard. (If not, click on your
new database's name in the database list and select View.) You can then click on the Add button at the
top of the server list in the dashboard.

I0CAINost

Servers
Localpost

;}_I Production Server A 11.11.11.11
Production Server B
Add New Server

If you defined servers earlier (when creating another database), the names of those servers appear on the
Add Server list. Simply select the appropriate server name from thelist to assign it to the current database.

If the server you want is not already defined, choose Add New Server... to add it to the list. The Add
Server dialog box comes up to let you define the new server.
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Add Server

IP or Host name *

Display name

Internal interface

External interface

S5H username

S5H key file

Enter the | P address or hostname of the server in thefirst field. Thisfield isrequired. However, hosthames
and | P addresses are not always very meaningful. So you can also enter adisplay name in the second field.
If you provide a display name, this is the name the Enterprise Manager uses in lists and displays. If not,

Cancel

Browse..

Create

it displays the hostname or | P address.

If the server has multiple | P addresses, you can specify which interface to use for internal ports and which

to use for external portsin the next two fields.

Y ou can also provide SSH credentials for the server as part of the Add Server dialog. Normally, you will
want to use the same SSH credentials for all servers, so you can accept the default for the SSH username
and keyfile. However, if aserver has unique credentials, you can enter them here.

Once you complete the dialog box, click Create to add the server to the list and assign it to the current

database.
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Chapter 5. Starting and Stopping the
Database

Once you add a database and servers to the Enterprise Manager, you are ready to get things rolling. This
chapter explains how to start, stop, and pause a database using the Enterprise Manager.

5.1. Starting the Database

Once you configure the database and add servers, you are ready to start the cluster. Click on the Start
Database button next to the database name in the dashboard to start the database.

Flight
Airline reservation
database

Offline | Start Database

If your current configuration is not complete (for example, if you specify a K-safety value of 1 but only
have one server assigned to the database), the Start Database button is grayed out. Use the dashboard to
correct the configuration before starting the database.

When you click on Start Database, the Enterprise Manager presents you with four possible actions:

» Create anew database.

 Start and recover the database from the command logs of a previous run.

 Start and restore a snapshot that was copied to the management server.

 Create areplica database.
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Start Database X

Action Maode
(_) Create new database (%) Start in normal mode
(_) Start and recover database (_) Start in administrative mode

(") Start and restore from a snapshot
) start replica

Snapshots

Mo snapshots available.

Cancel || Start

If you are starting a database for the first time, you must select the first option (creating a new database)
because there are no command logs to recover or snapshots to restore. If, during normal operations, you
need to restart a database and want to restore a previous known state, you can choose either of the latter
two options:

» Start and recover — startsthe database and replays the command logs from the last session, reinstating
the database contentsto their last known state. To recover adatabase, the previous database session must
have been run with command logging turned on. (If not, the operation fails and you must start using
thecr eat e new dat abase action.) See Section 4.1, “Configuring the Database” for information
on enabling command logging.

» Start and restor e— startsthe database and restores the sel ected snapshot. Restoring asnapshot restores
the contents of the database at a known point in time (when the snapshot was created). Y ou can only
restore snapshots that have been copied to the management server. Select the appropriate snapshot to
restore from the list in the dialog box. See Section 8.3.1, “Collecting Snapshots’ for more information
on creating and copying snapshots.

Thelast option, starting areplica, is part of the database replication process. See the Using VoltDB manual
for more information about database replication.

Y ou can also select a startup mode: either normal or administrative mode. To start the database and allow
client interactions as soon as the database startup is complete, choose normal mode (the default). If you
want to perform administrative functions, or want to restore a snapshot manually (for example, if you
are restoring a snapshot created outside of the Enterprise Manager), choose the second option, starting
in admin mode.

Admin mode stops the database from accepting transactions on the usual client port; only requests issued
over the admin port are accepted. Starting in admin mode prevents clients from accessing the database
prematurely and lets you perform administrative tasks over the admin port before initiating client activity.
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Once you select an startup option and click Start, the Enterprise Manager performs the following actions:
1. Generates the appropriate deployment file based on the database configuration.

2. Copiesthe necessary files (that is, the VoltDB software, the deployment file, and the runtime catal og)
to each of the cluster servers. If you chose to restore a snapshot, the snapshot files are also copied to
the cluster.

3. Starts the VoltDB database on all of the servers and performs the requested actions (such as recover
or restore).

Whilethe database is starting, the icon next to itsname will "spin”. Oncethe cluster is successfully started,
the icon turns green. Or, if you chose to start in admin mode, blue to indicate that the database is paused.
If there are any problems, the console will display the associated messages in the log message areain the
lower right of the dashboard and the database icon returns to its stopped state.

You can also start a database that is not currently showing in the dashboard. Simply click on the name of
the database in the list on the left and select Start from the popup context menu that appears.

Finaly, if you choose to start the database in admin mode, be sure to "unpause" the database once you
complete your administrative activities. Click on the name of the database in the global list and select
Resume from the popup menu to exit admin mode and resume normal operations.

5.2. Stopping the Database

5.2.1.

5.2.2.

When the database i s running, the button on the dashboard changesto Stop Database. Y ou can perform an
orderly shutdown of the cluster by clicking on the Stop Database button. When you stop the cluster, the
Enterprise Manager first verifies that you indeed mean to stop the database. If you confirm the shutdown,
the consol e stops each node in the cluster and the icons on the dashboard turn grey to indicate the database
isno longer running.

You can aso stop a database not currently displayed in the dashboard. Just as you can start a database
fromthelist of databases, you can stop a running database by clicking on the database name and selecting
Stop from the popup context menu.

Pausing the Database (Admin Mode)

Sometimes you don't want to completely stop the database, but do need to "pause” the database while
performing administrative functions. For example, you might want to stop incoming transaction requests
while you rejoin a server to a K-Safe cluster.

Click on the database name in the full list of databases on the left and select Pause from the popup menu
to place the database in admin mode. While the database is paused, you can still perform all administrative
actions through the Enterprise Manager, such as updating the catalog, taking snapshots, stopping and
rejoining servers (when running with K-Safety), or shutting down the database.

When you are done with your administrative tasks, you can either resume the database (using the popup

menu) to return to normal operation or shutdown the database as described in Section 5.2, “ Stopping the
Database’.

Starting and Stopping Individual Servers

If you start a cluster with K-Safety, it ispossible for individual nodesin the cluster to stop — either dueto
failure or by intent (when you want to perform system maintenance, for example) — without stopping the
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cluster as awhole. It is then possible to correct the problem with the node (such as replacing hardware)
and then restart the server, bringing it back into the running cluster.

To stop an individual node manually, click onitsnamein thelist of servers. Then click Stop on the popup
menu that appears. This stops VoltDB on the node and the icon next to the server name turns gray. To
restart the node and have it rejoin the cluster, smply select Rejoin or Live Rejoin from the popup menu.
See Section 8.2.2, “Choosing a Rejoin Option (Live Rejoin)” for more information about the difference
between live regjoin and regular, blocking rejoins.
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Chapter 6. Monitoring the Cluster

The goal of the VoltDB Enterprise Manager is not only to simplify basic administrative functions such
as stopping and starting the database. The dashboard also helps you understand the performance charac-
teristics of your application so you can identify issues and make informed decisions about configuration
changes and tuning. Once a database is running, the Enterprise Manager dashboard helps you monitor:

 Database activity and performance

e Cluster hedth

6.1. Monitoring Database Activity

The right side of the dashboard provides real-time statistics on the currently selected database. There are
four graphs showing you key aspects of database performance.

View: minutes | ¥

Latency (959th percentile, ms) Transactions (ips)

Transactions

CPU

25.0k

20.0k
15.0k
10.0K
500K

RAM

Thelatency graph showsyou the latency for transactions being processed by the data-
base. The graph showslatency for the 99" percentile of thetransactions. (That is, 99%
of the transactions complete within the time indicated.)

Latency measures the length of time (in milliseconds) between when the stored pro-
cedure request isreceived by the server and when the responseis queued for return to
the client. (Note that latency measurements do not include network latency between
the client and the VoltDB server). Latency tends to go up when the servers receive
more requests than they can process in a given amount of time.

The transactions graph shows the number of transactions processed per second (TPS),
acommon measurement of database throughput. Thegoal for most OL TP applications
isto maximize the number of TPS. There are anumber of conditions that might make
the transactions graph go down, including increased latency from too many multi-par-
tition stored procedures, topping out system resources such as CPU and memory, or
simply reduced |oad from the clients. Therefore, the transactions graph is always most
informative when viewed in conjunction with the other graphs.

The CPU graph shows the percentage of the system's computational power being
utilized by VoltDB on each server. As with any application, it is important to keep
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CPU usage below the total available CPU to ensure peak performance. (Each graph
iscumulative for all cores on aprocessor. So, for example, if there are four cores, the
total CPU availablefor that server is400%.) The CPU graph provides an overall view
of the amount of raw processing power that is being used by the VoltDB database
process.

Memory The memory graph shows the resident set size (RSS) of the VoltDB process on each
server. Since VoltDB is an in-memory database, memory capacity is critical. The
memory graph helps you understand current usage and trending of memory consump-
tion.

Depending on your application, you may wish to see more or less data at a time. For example, during
development you may be interested in short runs for testing, whereas for long-running applications, you
will want to see extended graphs. Y ou can change the horizontal scale of the graphs using the pulldown
View menu on the top right. Set the view to "minutes’ to see up to 30 minutes of data in the graph or to
"day" to see amaximum of 24 hours displayed.

The graphs give you an overview of the database performance and resource utilization, which can be very
helpful in detecting issues or performance regression in an application. Thelatency and transactions graphs
show average statistics across the entire database cluster. The CPU and memory graphs show statistics
per server, with multiple server statistics "stacked" in the graph. The list of servers on the left side of the
dashboard include a color swatch to the right of each server name that acts as alegend to the color coding
of the CPU and memory graphs.

However, the graphs alone are not necessarily sufficient for identifying the root cause of any issues you
detect. To help you further diagnose problems or discrepancies, the dashboard provides detailed tabular
statistics below the graphs. (The data charts are collapsed by default. Click on thelabel Data or thetriangle
next to it to expand the data tables.)

There are two types of tables provided: volume and invocation. Click on the headings in the data section
to switch between the two types of datatable.

» The volume table shows you the number of rows in each table, the type of table (partitioned, replicated,
or view), and the maximum and minimum number of rows per partition. Large discrepancies between
the minimum and maximum volume usually indicates a problem with the partitioning, either due to not
enough partitions or a partitioning key value that is not well distributed. This could result in serious
differencesin memory usage between servers.

» The invocation table shows the total number of invocations for each stored procedure. In other words,
the table shows you how often each stored procedureis called as well as the maximum, minimum, and
average execution time in each case. Thistableis useful in determining if a particular stored procedure
is taking longer than expected to execute or creating a bottleneck for the application. The invocation
tableisalso useful in validating the expected distribution of transactions during normal operations.

6.2. Monitoring Overall Cluster Health

In addition to information about database activity, the Enterprise Manager also provides a quick view
of the overall health of your database clusters. In the list of databases to the left of the dashboard, each
database is represented by a colored icon, with different colors indicating the health of that entity. When
the database is not running, theicon is gray. When the database is running properly, theiconis green.

If communication with aserver fails while the databaseis running (for example, if the network fails or the

VoltDB process stops on that node) the icon turnsyellow or red, depending upon the consequences. If itis
a"K-safe" database (that is, the K-safety value allows for the remaining nodes of the cluster to continue),
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the database's icon turns yellow, indicating there is a problem but the database is still operational. If there
are insufficient nodes to continue, the database stops and the icon turns red.

By clicking on the icon or name of the database in the list and choosing View from the popup menu, you
can switch the dashboard to show that database and examine the situation more closely. In the dashboard,
not only isthe database icon color coded, but the serversin the server list are aswell. So you can determine
which server isin trouble.

Within the dashboard, if a server'sicon is gray, it indicates that the server is stopped. After determining
and fixing the problem, you can choose Live Rejoin or Rejoin from the server's popup menu to have the
server restart and rejoin the cluster. If the problem is hardware related, you can choose Replaceto replace
the current server with another server from the Enterprise Manager's list of servers.

Once the problems are resolved and the database cluster is back to its full complement of nodes, the data-
base icon will turn green again. See Chapter 8, Maintaining and Repairing the Cluster for more informa-
tion on handling error conditions and performing maintenance activities on a running VoltDB database
using the Enterprise Manager.
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Chapter 7. Updating the Database

It isnot uncommon, after running a database application in devel opment or production, to realize that there
are improvements that could be made to the database schema, the stored procedures, the configuration,
and so on. This sort of incremental improvement is a natural part of database devel opment.

VoltDB lets you make many incremental improvements "on the fly" — without having to shutdown or
restart the database. The Enterprise Manager makes this process even easier by providing a simple inter-
face for changing the software and hardware configuration, and for loading and deploying updates to the
application catalog. On the dashboard, click on the Edit button on the appropriate panel to modify:

» The database configuration
» The application catalog
» The snapshot settings

Y ou can a so change the cluster configuration by adding servers'on the fly" while the database is running.

7.1. Updating the Database Configuration

To modify the database configuration, simply click Edit on the configuration panel and make the appro-
priate changes in the Edit Database dialog box. Some attributes (such as name and description) are modi-
fiable at any time. Others require that the database be stopped before they can be changed.

If an attribute is not modifiable because the database is currently running or paused (for example, K-Safety
or any of the port numbers), that field will be grayed out. To change these attributes, you must stop the
database first and then make the changes before restarting.

7.2. Updating the Application Catalog

7.2.1.

Many changesto the database structure— including adding and removing columns or tables and modifying
stored procedures — can be made while the database is running. Y ou do this by updating the application
catalog.

Once you rebuild the catal og, the Enterprise Manager not only helpsyou do the update, it lets you compare

the two catalogs (the current and the new catalog) to see what changes they contain before finalizing the
change. Thefollowing sections explain how to update the catal og using the Enterprise Manager dashboard.

Loading a New Catalog

Click on Edit in the catal og settings panel to bring up the Edit Catalog dialog box.

Edit Catalog X

Name flight.jar
Version Rev 4.0

Description Example flight
reservation
system.

Replace Catalog

Browse...

Cancel || Ok
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When you first bring up the dialog box, it shows you information about the current catalog. To update to
anew catalog, click on the Browse... button, select a new catalog from your system, and then click OK.

7.2.2. Comparing Differences Between the Catalogs
Once the Enterprise manager loads the new catalog, the Edit Catalog dialog changes to show you the
changes between the current catalog and the new catalog. In particular, the dialog shows you any differ-
ences (whether additions, deletions, or modifications) in the schema tables or stored procedures.

Edit Catalog X

Name flight.jar
Version Rev4.0

Description Example flight
reservation

system.
Tables

Nao differances.

Procedures

CGORP_CUSTOMER.insert removed

FLIGHT insert removed

RESERVATION.insert removed
Replace Catalog

/home/ajgent/demos/flight/| Browse...

Cancel | 0Ok

7.2.3. Confirming the Update

Once you compare the changes between the new catal og and the current catalog and are satisfied that they
are changes you want to make, click the OK button one more time to commit the update.

If the database is running and the changesin the catalog are consistent with updating the database "on the
fly", the Enterprise Manager will update the catal og information on the dashboard and update the database
as well. If the catalog contains changes that require a restart, you will receive a warning that the catalog
cannot be updated while the database is running. In this case, you will need to cancel the update, stop
the database (taking the appropriate snapshot if you wish to save the data beforehand), then update the
catalog, and restart the database.

If the databaseis stopped, any catal og changesare possible. The catalog isupdated assoon asyou click OK .

7.3. Updating Snapshot Settings

There are three snapshot settings that you can modify: the frequency of snapshots, how many are retained
on the database servers, and whether to copy new snapshots to the management server. When the database
is stopped, you can change any of these settings. If the database is running, you can only change whether
the snapshots are copied to the management server or not.

To modify the snapshot settings, click Edit on the Snapshots panel. The changes you make on the Edit
Snapshots dialog go into effect as soon as you click OK. So, if the database is running, changes to the
copying of snapshots to the management server are communicated the the cluster nodes immediately. If
the database is not currently running, all changes go into effect the next time the database starts.
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7.4. Adding Servers "On the Fly"

I mportant

To ensure a complete and consistent experience when using VoltDB, for the initial release of
VoltDB 4.0 the Enterprise Manager user interface does not support adding nodes to a running
database, a feature known as elasticity. An enhanced interface providing an easy to use mecha
nism for expanding arunning cluster will be included in an upcoming release.

31



Chapter 8. Maintaining and Repairing
the Cluster

The VoltDB Enterprise Manager helps you monitor and maintain your database by displaying statistics
about the state of the database. In addition to the graphs described in Chapter 6, Monitoring the Cluster,
the dashboard provides access to log messages of any errors or warnings reported by theindividual servers
or the cluster asawhole.

This chapter explains how to:

* Detect and evaluate error conditions

» Remove and rejoin individual nodes for repair

 Perform regular maintenance tasks for the database using snapshots

 Report problems

8.1. Detecting and Evaluating Error Conditions

Performance issues can be diagnosed using the graphs and data tables that the dashboard displays. How-
ever, if an error occurs, it may not be easy to identify by the performance graphs alone. Instead, you want
to see the logs of any errors or warnings that the database generates.

At ahigh level, the dashboard provides avisual indicator of serious problemsthrough theicons next to the
database and server names. If an icon changes from green to yellow or red, you know there is a problem.
For example, if a server fails on a cluster running with K-safety, the server icon turns red and the cluster
icon changesto yellow, showing that the cluster is still running, but not with its full complement of nodes.

The Enterprise Manager helps you find out exactly what happened by displaying the console logs from
al the nodesin the cluster.

 Click on the name of the database on the list of databases and choose View from the popup menu to
display that database in the dashboard.

« If thelog message areain the lower right of the dashboard are collapsed, Click on the Logs heading or
the triangle next to it to expand the display and show the log messages.

In the following example, the server Madison suffered a hardware failure and stopped. Since the VoltDB
process stopped abruptly, there are no messages from the node itself. But if you look at the log messages,
you see an error indicating that the other node seesthe failure and identifies the troubled node. At the same
time, you can see theicon for Madison has turned gray, indicating it has stopped.
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8.2. Rejoining and Replacing Servers

8.2.1.

8.2.2.

Once you determine what happened, you often need to take action to correct the problem. If, for example,
the VoltDB server process stops on anode because of ahardware failure, you will need to fix the hardware
before bringing the node back into the cluster.

Rejoining a Node to the Database Cluster

Once the problem is diagnosed and any necessary repairs made, you can bring the node back into the
running cluster directly from the dashboard. Click on the name of the stopped node in the server list and
select one of the two Rejoin options from the popup menu. The Enterprise Manager copies the necessary
filesto the node, issuesarejoin request, and rejoinsthe nodeto the cluster. Oncethis procedureiscompl ete,
theindicators for the node and the cluster return to green.

Note that if two or more nodes are removed from the running cluster, you should have the nodes rejoin
the cluster one at atime. Wait for each node to complete the rejoin process before starting the next node.
Attempting to rejoin multiple nodes at the same time can result in some nodes timing out and failing to
rejoin.

Choosing a Rejoin Option (Live Rejoin)

When rejoining a node to the cluster, you have two choices: regular rejoin and live rejoin. Which type of
rejoin you choose depends on the specific needs of your application. To rejoin a busy database without
negatively impacting the throughput or latency of client applications, use Live Rejoin. If your database
can be paused temporarily, you can use aregular Rejoin.
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8.2.3.

8.2.4.

Normally, when rejoining, the other nodes in the cluster send copies of the appropriate partitions to the
rejoining node as part of their transactional work queue. This provides the quickest way to restore a re-
joining node.

However, the downside is that the copying process ties up that partition until the copy is complete. No
other transactions are executed by the partition in the meantime. If there is a multi-partition transaction
in the queue, the rejoin can block all partitions as they wait for that partition to complete its part of the
multi-partition transaction.

To avoid blocking transactions on an active database, you can request a "live" rejoin. A live rgjoin is
performed as a separate workload and does not block the existing partitions. Live rejoin is preferable
because the database remains available throughout the procedure with a minimum impact on throughput
and performance. The deficit of aliverejoin isthat, for large datasets, the live process can take longer to
complete than with a blocking rejoin.

In rare cases, if the database is near capacity in terms of throughput, alive rejoin cannot keep up with the
ongoing changes made to the data. If this happens, VVoltDB reports that the live rejoin cannot complete
and you must wait until database activity subsides or you can safely perform a regular, blocking, rejoin
to reconnect the server.

Replacing a Node in the Database Cluster

If the problem is hardware related and cannot be fixed quickly, you may wish to replace that server in the
cluster. Similarly, if you want to deliberately remove a specific server from the cluster (for maintenance,
for example), you can click on its name and select Stop from the popup menu.

Once the server is stopped, you can tell the Enterprise Manager to replace it with another server by doing
the following:

1. Click on the server name in the list of servers on the dashboard.
2. Select Replace from the popup menu.

3. A secondary menu appears to the right, listing all of the available servers. Click on the name of the
server you want to use as a replacement, or click on Add... to enter anew server.

4. If you choose Add... the Add Server dialog box pops up and lets you enter the new server information.
Click Replace to add the server and use it as the replacement.

5. At this point the menus disappear and the stopped node is replaced in the server list with the name of
its replacement.

6. Once the replacement is complete, you can click on the new server's name and select Rejoin or Live
Rejoin to have it join the cluster and restore the database to its full complement of servers.

Restarting the Cluster

Note that the process for rejoining and replacing nodes to the cluster described above depends on a high
availabhility cluster. That is, a cluster with the K-safety value set to one or more. If the cluster is running
without K-safety, or more nodes fail than the cluster can support, the entire cluster will stop and the data-
base icon will turn red.

In this situation, you can till restart the database from within the Enterprise Manager. Simply click on
the Start Database button next to the database name or select Start from the popup context menu in the
global list of databases.
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However, when the entire database stops, the datain memory islost. If you restart the database using the
create option, you create a fresh, empty database. If you want to restore the database's previous state,
be sure to use the recover option when restarting the database. This is why use of command logging or
automated snapshots is recommended, especially if you are not using K-safety for durability.

8.3. Preventative Maintenance Using Snhap-
shots

8.3.1.

K-safety is one way to ensure the durability of the database by protecting the cluster against individual
node failures. Another important feature for ensuring the viability of the cluster is the use of snapshotsto
save and restore the data from disk.

If you have automatic snapshotting turned on, the Enterprise Manager helps you manage your snapshots
by optionally collecting the created snapshots and copying them to the management server. These features
are available from the Edit button on the Snapshot Settings panel of the dashboard.

The following sections explain how to use the Enterprise Manager to restore a database and manage your
database snapshots.

Collecting Snapshots

When you create the database, you get to choose whether to create automated snapshots, and whether those
snapshots are copied to the management server. Once the database exists, you can revisit these settings by
clicking on the Edit button in the Snapshot Settings panel of the dashboard.

Edit Snapshot x

Lastsnapshot 2011 Apr 25 10:21:24
Auto snapshot 15 seconds

Frequency (seconds) Snapshots retained
[ 15 | [3

Copy snapshots to management server

Snapshots

Name Timestamp Size (bytes)

VEMAUTO_2011.04.14.15.42.58 2011 Apr14 11:42:58 1084
VEMAUTO_2011.04.25.14.21.24 2011 Apra5 10:21:24 497
VEMAUTO_2011.04.25.14.21.39 2011 Apr25 10:21:39 777884
VEMAUTO_2011.04.25.14.21.54 2011 Apra5 10:21:54 1669827,
VEMAUTO_2011.04.25.14.22.09 2011 Apr25 10:22:09 2582608

Delete | Download | TakeaSnapshot

Cancel | Ok

The Edit Snapshots dialog box lets you change the settings for automated snapshots. Y ou can modify the
frequency of automated snapshots, how many snapshots are retained, and whether automated snapshots
are copied to the management server. Once you make the desired changes, click OK to have the changes
take effect or click Cancel to discard the changes and close the dialog box.

The Edit Snapshots dialog also lets you take amanual snapshot. Whether automated snapshots are enabled
or not or whether copy to management server is enabled or not, a manual snapshot is always copied to
the management server and made available to you. When you click on the Take a Snapshot button, the
manual snapshot isinitiated. After the snapshot iscomplete, the Enterprise Manager will copy the snapshot
to the management server and display it in the list of available snapshots.
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8.3.2.

8.3.3.

Restoring the Database from a Snapshot

Collecting the snapshot files provides assurance against failure. If the database fails for any reason, you
can use the snapshots to restore the database's contents to a known state. Y ou can a so use the snapshotsto
save and restore the database in cases where you know you must take the cluster down for maintenance.

If you know that the database cluster must shutdown, you can use the following procedure to capture a
known stete of the database.

1. Pause the database, putting it in admin mode and stopping further client activity, by clicking on the
database namein the global list of databases and selecting Pause from the popup menu.

2. If automated snapshots are not currently being copied to the management server, click on Edit in the
Snapshot Settings panel to bring up the Edit Snapshotsdialog box. Check the box for copying snapshots,
then click OK. Or, if automated snapshots are disabled, use the Edit Snapshot Settings dialog to take
amanual snapshot.

3. Wait for the snapshot to complete and be copied to the management server. At this point al client
activity should have stopped and you can be assured that this last snapshot is complete.

4. Shutdown the database by clicking the Stop Database button.

At this point the cluster can be shutdown, repaired, replaced, or other maintenance completed. Once the
serversareready to start again, usethefollowing procedureto restorethelast valid snapshot of the database.

1. Inthe Enterprise Manager dashboard, click on the Start Database button.

2. Inthe Start Database dialog box that appears, select the option for "Start and restore from a snapshot".
3. Next, select the snapshot you want to restore. (The snapshots are listed with the most recent first.)

4. Click Start.

When you follow these steps, the Enterprise Manager will start the database and restore the selected snap-
shot to return the database contents to their previous state. Note that the snapshots must be copied to the
management server before they become available for use in restoring the database on start.

Managing Snapshots

Over time, the number of snapshotsthat the Enterprise Manager collectscan grow. Y ou should periodically
clean up the list be removing old and outdated snapshots.

» For snapshots you no longer need, you can prune the list by selecting one or more snapshots from the
list and clicking the Delete button. The selected snapshots are deleted from the management server and
removed from the list.

» For snapshotsyou want to save but not necessarily reuse in the Enterprise Manager, you can select those
snapshots and click on Download. The selected snapshots are zipped into a single compressed file each
and downloaded to your current system. (That is, the computer whose web browser you are using to
access the management server.)

While cleaning up, be sure to keep any snapshots you may want to use later to restore the database. The
Enterprise Manager can only restore snapshots that are on the management server.
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Appendix A. VoltDB Management REST
Interface

The Enterprise Manager provides a complete, interactive user interface described earlier in this book.
However, there are times when it is desirable to automate frequently repeated actions or to script a series
of actionsinto asingle function.

To allow for these sorts of customizations, the VVoltDB Enterprise Manager also provides a programmable
interface based on the REST ("Representational State Transfer") architecture. If you are familiar with
REST interfaces, you can skip to the reference section at the end of this chapter. If you are new to REST
interfaces, the following sections provide a quick overview of:

» How to program against the VoltDB management interface
» What resources are available to you

» A sample application using the REST API

A.l. Introduction to the REST Interface

The VoltDB Management interface uses the REST architecture to provide programmable services. At its
simplest, the REST architecture allows an application to use HTTP requests to operate on a set of defined
resources. For example, the following HTTP request adds a server to the Enterprise Manager's list of
resources:

POST® /man/api/ 1.0/ ngm/servers® HITP/ 1.1
User-Agent: curl/7.21.0 (x86_64-pc-1inux-gnu)
Host: vol t dbngr: 8080

Accept: */*

Content-Length: 71

Cont ent - Type: applicati on/ x-ww-form url encoded

{"Server":{"nane":"Test Server","host":"l|ocal host",""sshuser":"adnin"}}©

The key to understanding how the REST architecture worksisto understand the components of the HTTP
request.

O Therequest method specifies the action to take.
® The URL specifiesthe resource to operate on.
©® The body of the request specifies any arguments, values, or content needed to complete the action.

So in the previous example, the request adds (POST) a server resource (/man/api/1.0/mgmt/servers) using
the arguments in the request body (name="Test Server", host="localhost", and sshuser="admin"). It is
important to note that for the VoltDB REST interface, with only one or two exceptions, all of theinput and
output (that is, the body of the requests and responses) is encoded as JSON strings. This is not required
by the REST architecture per se, but provides a consistent standards-based mechanism for communicating
through the VoltDB API.

The advantage of a REST interface is that many requests can be accomplished using a web browser or

command line utility such as curl. For example, the following Linux shell script issuestwo requeststo add
servers and then requests alist of the servers currently defined within the Enterprise Manager.
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A.1.1.

A.1.2.

curl --data "{' Server':{' nane':'Server #1','host':' MyServerl' ,(}}" \
http://vol t dbngr: 9000/ man/ api / 1. O/ ngnt / servers
curl --data "{'Server':{' nane':' Server #2','host':' MyServer2',(}}" \

http://vol t dbngr: 9000/ man/ api / 1. O/ ngnt / servers
curl http://vol tdbngr: 9000/ man/ api/ 1.0/ mgnt/servers

Resources and Methods

Once you understand the components of the REST request, the key to making the interface useful is un-
derstanding what resources are available and what actions you can perform. For the VoltDB Management
interface, there are five types of resources you can operate on:

e Catalogs

+ Databases

» Deployments
* Servers

» Snhapshots

Y ou specify thetype of resource as part of the URL . For example,/ man/ api / 1. 0/ ngnt / dat abases
refers to database resources. To act on a specific resource, you include the resource's interna 1D in the
URL. So, for example, the following command deletes the database with the internal 1D of "154":

curl -X DELETE http://vol tdbngr: 8080/ man/ api / 1. 0/ ngnt / dat abases/ 154
For any given resource, there can be up to four methods you can apply to the resource:

» GET — fetch information about the resource

* POST — add a new resource

» PUT — update an existing resource

» DELETE — remove an existing resource

Section A.2, “VoltDB Management Interface: Reference Section” explains which methods are possible
for each resource type and what arguments are required to perform a POST or PUT.

In addition, there are special actionspossiblefor database resourcesonly. For the databaseitself, the actions
are START, STOP, PAUSE, RESUME, and SNAPSHOT. Y ou can aso perform a START and STOP on
individual servers assigned to a database.

Sincethere are no equivalent HT TP methodsfor these actions, you invoke them by specifying the action as
part of the URL and usethe HTTP PUT method. For example, the following command starts the database
identified by the ID 236:

curl -X PUT http://vol tdbngr: 9000/ man/ api /1. 0/ ngm / dat abases/ 236/ st art

Interpreting Status Codes and Return Values

When you use the VoltDB Management Interface, the REST services can return information to your pro-
gram or script in severa different ways. The three most important pieces of information the REST inter-

38



VoltDB Management REST Interface

face returns are the status code, any error messages if the request failed, and the return data when the
request succeeds.

TheREST interface uses standard HT TP response status codesto indi cate the success or failure of requests.
The specific return code depends upon the action requested. Table A.1, “REST Success Codes’ describes
the status codes that are returned when a call to the REST interface succeeds.

Table A.1. REST Success Codes

M ethod HTTP Status Description

GET 200 The information requested is returned in the body of the re-
sponse as a JSSON-encoded string.

POST 303 When adding a new object, the URL of the created resourceis
returned as the redirect location in the HTTP header.

POST 200 When requesting an action via a POST other than creating a

new object (such as requesting a comparison of two catalogs),
success s reported as code 200.

PUT 200 When updating aresource, success is reported as code 200.

PUT 202 When requesting an extended action (such as start, stop, or up-
date) which is performed asynchronously, the successful ini-
tiation of that action is reported as code 202. The application
should query the object periodically to check the status to see
if and when the action compl etes.

DELETE 200 Successful deletion of aresource is reported as code 200.

As noted in the tables, the information returned by the response also depends upon the action requested.
For GET methods, the information is returned in the body of the response as a JSON-encoded string. For
successful POST actions, the URL for the created resourceis returned in the redirect location inthe HTTP
header.

If arequest fails, the VoltDB interface returns both an error status using the HTTP code and a detailed
description of the error in the body of the response. The return status depends on the nature of the failure.
Table A.2, “REST Error Codes’ describes the status codes that are returned when a call to the REST
interface fails.

Table A.2. REST Error Codes

Error HTTP Status Description

Invalid request 400 The HTTP request URL or JSON contents are invalid. Seethe
body of theresponsefor moreinformation onthe specific error.

Invalid action 403 The action you regquested is not currently permitted. This usu-
aly involves attempts to update or delete an object (such as a
database) that is currently in use. Check the status of the ob-
ject to determine what actions (such as stopping the database
or server) are needed before repeating this request.

Object not found 404 A valid request was made but the referenced object does not
exist. This can happen if you try to update a server or database
that has already been deleted or if you specify aninvalid object
ID.

Internal error 500 Anunexpected error occurred while attempting to execute your
reguest. This condition should not occur during normal opera-
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A.1.3.

Error HTTP Status Description

tion. See the body of the response for more information about

the specific error.

Note that the header, including the status code, is separate from the standard content of the response. Y ou
may need to use specia arguments to capture the header in the output. For example, the following curl
command uses the -w (write-out) argument to include the HTTP code in the output:

curl -w "Code: % http _code}\n" http://castor: 9000/ man/ api/ 1.0/ ngnt/servers

Examples of Using the Management Interface

The best way to understand an interface is often to see it in action. The following are some examples of
Linux shell scripts that use the VoltDB Management interface to create and manage databases.

The following script creates the necessary servers, deployment, and catalog resources to define and start
a database. In this case, it uses a script routine (RestAdd) to create each of the resources and return the
resulting resource ID.

Note the use of the curl -w argument to write the redirect location as part of the output so the script can
capture the resource ID created by the REST service. Thisis necessary since the ID is not in the body of
the HTTP resource. An alternative approach isto use -L to have curl follow the redirection. In which case
the full JSON representation of the new resource, including the 1D, will be in the body of the response.

#
# Sanple script to create database.
#
MGTHOST="ht t p: / / vol t dbngr : 9000"
Rest Add () {
ID=%( curl -sw"%redirect_url}" -d "$2" \
" $MGTHOST/ man/ api / 1. 0$1" \
| grep -oP "(?<=$1/)[0-9]+" )
echo "$I D'
}

# Define Three servers

JSON=' {"Server":{"host":"goneril","nane":"goneril"}}’
S1=$( RestAdd "/ngnt/servers" "$IJSON' )

JSON=' {" Server":{"host":"regan", "nane": "regan"}}"

S2=$( RestAdd "/ngnt/servers" "$JSON' )

JSON=' {"Server":{"host":"cordelia","name":"cordelia"}}'
S3=$( RestAdd "/ngnt/servers" "$IJSON' )

# Define a depl oynent
JSON=' {"Depl oynent": {"nane": "Fl i ght depl oyment"}}’
D1=$( Rest Add "/ ngnt/depl oynents" "$ISON' )

# Load a catal og (use base64-encodi ng)

CATALOG=$( base64 flight.jar )

JSON="{\ " Catal og\": {\"name\":\"flight\",\
\"cat al ogbytes\":\"$CATALOG "}}"

Cl=$( RestAdd "/ngnt/catal ogs" "$JSON' )

# Define and start database
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JSON="{\ "Dat abase\": {\"name\":\"Fl i ght

DB\ ", \

\"catal og\":\"$C1\ ", \ "depl oyment\ ":\ "$D1\ ", \
\"remotedir\":\"flightdb\",\
\"Servers\":[{\"server\":\"$S1\ "}, \
{\"server\":\"$S2\ "}, {\"server\":\"$S3\"}]}}"
DB=$( Rest Add "/ ngnt/dat abases" "$JSON' )

curl

-X PUT "$MGTHOST/ man/ api / 1. 0/ ngnt / dat abases/ $DB/ start "

A.2. VoltDB Management Interface: Reference
Section

The VoltDB management interface provides a set of management functionsthat |et you create, update, and
remove resources within the Enterprise Manager. These management services let you define databases,
add servers and catalogs, and stop and start the databases, all programmatically using HTTP calls. These

services are available from URLSs starting with /man/api/1.0/mgmt/.

The management interface also provides a set of informational services, that return statistical data about
running databases, the differences between two catalogs, and log messages from database servers and the
Enterprise Manager itself. The URL sfor information services start with /man/api/1.0/info or /man/api/1.0/

log.

TableA.3, " Summary of theVoltDB Management REST Interface” summarizestheresourcesand methods
available through the VoltDB management interface.

Table A.3. Summary of the VoltDB Management REST Interface

URI GET POST PUT DELETE
/mgmt/catal ogs Listcatalogs |Add catalog
/mgmt/catal ogs/{ id} Catalog object Delete catalog
/mgmt/databases List databases |Add database
/mgmt/databases/{ id} Database object Update data- Delete database
base properties
/mgmt/databases/{ id} /start Creates data-
base
/mgmt/databases/{ id} /recover Recovers data-
base
/mgmt/databases/{id} /stop Stops database
/mgmt/databases/{ id} /pause Pauses database
/mgmt/databases/{id} /resume Resumes data-
base
/mgmt/databases/{ id} /snapshot Initiates a snap-
shot
/mgmt/databases/{id} /collect Collectslog
files
/mgmt/databases/{ id}/servers/ Starts the server
{id}/start
/mgmt/databases/{id}/servers Stops the server

{id}/stop
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URI GET POST PUT DELETE
/mgmt/depl oyments List deploy- Add deploy-
ments ment
/mgmt/deployments/{id} Deployment ob- Update deploy- | Delete deploy-
ject ment properties | ment
/mgmt/servers List servers Add a server
/mgmt/servers/{id} Server object Update server | Delete server
properties
/mgmt/snapshots List snapshots
/mgmt/snapshots/{id} Snapshot object Delete snapshot
/info/catalogdiffs List differences
between two
catalog objects
/log/messages/ List messages
from the data-
base servers
/log/managements/ List messages
from the man-

agement server

The following pages provide detailed information concerning each service.
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/mgmt/catalogs

/mgmt/catal ogs — Manage catalog resources

Syntax

/mgmt/catalogs

/mgmt/catalogs/{catalog-id}

Methods

GET Fetches information about the current catal ogs defined within the Enterprise Manager. A call
without a catalog ID returns a list of the known catalogs. A call with a catalog ID returns
information about that catalog specifically.

POST Adds a catalog to the Enterprise Manager. Since you must provide the contents of the catalog
itself, thisis the only call that does not use JSON to encode the body of the request. Instead,
you must provide the catalog JAR file as a multipart-form element.

DELETE Deletes the specified catalog from the Enterprise Manager. Y ou must specify avalid catalog
IDinthe URL.

Arguments

For the POST method, you must provide the catalog JAR file in the body of the call. Sincethe catalogisa

binary file, you must Base64-encode the file's contents to pass it to the service as part of the JSON input.
The valid input arguments are the following:

Argument Type Description

Name

name text The name of the catalog

catal ogbytes* file data The binary contents of aVoltDB catalog JAR file
"Required

When performing a GET, the REST interface returnsinformation about the catal og rather than the catalog
fileitself. The structure of the JSON object returned for catalogsis as follows:

Attribute Type Description

Name

name text The name of the catalog

version text (read-only) | The version specified in the catalog
description text (read-only) | The description specified in the catalog

Examples

Thefollowing example uses curl to create anew catalog object, encoding the JAR fileexanpl es/ vot -
er/voter.jar:

CATALOG =$( base64 exanpl es/voter/voter.jar )
JSON="{\"Catal og\": {\"name\":\"Voter\",\"catal ogbytes\":\"$CATALOG "}}"
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curl --data "$JSON' http://vol tdbnmgr: 9000/ man/ api /1. 0/ ngnt / cat al ogs
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/mgmt/databases

/mgmt/databases — Manage database resources

Syntax

/mgmt/databases

/mgmt/databases/{database-id}
/mgmt/databases/{database-id}/start
/mgmt/databases/{database-id}/startreplica
/mgmt/databases/{database-id}/recover
/mgmt/databases/{database-id}/stop
/mgmt/databases/{database-id}/pause
/mgmt/databases/{database-id}/resume
/mgmt/databases/{database-id}/snapshot

/mgmt/databases/{database-id}/collect

Methods

GET

START

STARTREPLI-
CA

Fetches information about the current databases defined within the Enterprise Man-
ager. A call without a database ID returns a list of the known databases. A call with
a database ID returns information about that specific database — including the IDs
for the deployment, catalog, and server(s).

Addsadatabaseto the Enterprise Manager. Y ou must providevalid IDsfor an existing
deployment resource, catalog, and one or more servers as part of the request.

Replaces the database specified by ID in the URL with the database properties de-
fined in the body of the request. It is always best to specify all of the properties when
performing areplace, even if only one or two properties are changing. (For example,
when changing the name of the database.) Any properties not specified are replaced
with the default value, not the current value.

The easiest way to perform an updateisto fetch the current propertiesby doing aGET
on the database I1D, changing those properties that need changing, and then doing a
PUT with the updated JSON structure, ensuring all unchanged properties retain their
current value.

Starts the database specified by 1D in the URL, creating a new, empty database. Y ou
specify "start" as part of the URL and send the request using the PUT method.

Optionally, you can add the argument "?pause=1" to the start method URL to start
the database in admin mode.

Starts the database specified by ID in the URL, creating a new replica (read-only)
database. You specify "startreplica" as part of the URL and send the request using
the PUT method. See the Using VoltDB manual for more information about replica
databases and the database replication process.
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RECOVER

STOP

PAUSE

RESUME

SNAPSHOT

COLLECT

DELETE

Optionally, you can add the argument "?pause=1" to the start method URL to start
the database in admin mode.

Starts the database specified by ID in the URL and recovers the database contents
from the command logs of the last session. Y ou specify "recover” as part of the URL
and send the request using the PUT method.

Optionally, you can add the argument " ?pause=1" to the recover method URL to start
the database in admin mode.

Stops the database specified by 1D inthe URL. Y ou must specify "stop” as part of the
URL and send the request using the PUT method.

Pauses the database specified by ID inthe URL. That is, initiates admin mode on the
specified cluster. Y ou must specify "pause” as part of the URL and send the request
using the PUT method.

Resumes, or unpauses, the database specified by ID in the URL, returning the cluster
to normal operation. You must specify "resume” as part of the URL and send the
reguest using the PUT method.

Initiates a manual snapshot for the database specified by 1D in the URL. Once the
snapshot is complete, the snapshot files are copied to the management server and
added as a snapshot resource, also available through the REST interface. Y ou must
specify "snapshot” as part of the URL and send the request using the PUT method.

Gathers system and process log files and information related to the database process
on each node of the cluster, compresses that datainto a single file per server, and —
optionally — uploads the file(s) via SFTP to a specified remote system. Y ou must
specify "collect” as part of the URL and send the request using the PUT method. Y ou
define the attributes of the collection activity as a set of key value pairs, which are
passed as a query string on the URL. For example:

http://vol t dbngr: 9000/ man/ api / 1. 0/ ngnt
/ dat abases/ 12345/ col | ect ?pr ef i x=MyLogs&ski pHeapDunp=t r ue

The collection attributes you can specify on the query string are the following:

Attribute Description
prefix Specifies the prefix for the output file(s). The default prefix is
"voltdb_logs".

skipHeapDump | Specifies whether the heap dump isincluded or not. If this attribute
issetto"true", the heap dumpisnot included. Thedefaultis"false".

upload Specifies a host server to which the output file will uploaded using
SFTP.
username Specifies the SFTP account to use when uploading the log collec-

tion to aserver.

password Specifiesthe SFTP password to use when uploading the log collec-

tion to aserver.

Deletes the specified database from the Enterprise Manager. Y ou must specify avalid
database ID in the URL. The database must be stopped before it can be deleted.
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Arguments

To create or update a database using the POST and PUT methods, you must provide information about
the database as arguments in the body of the request. The arguments must be encoded as a JSON string.
The structure of the database object is as follows:

Attribute Type Description

name’ Text The name of the database

status Text (read-only) | Current state of the database (running, stopped, or paused)

description Text Description of the database

maxheap Integer The max heap size (in megabytes) to use when starting the server(s)

port Integer The client port

internal port Integer Theinternal server port

jmxport Integer The IMX port

logport Integer The log4j port

zookeeperport | Integer The zookeeper port

catalog’ Integer ID of the catalog to use

deployment’ Integer ID of the deployment attributesto use

collectsnap- Boolean Whether to copy snapshots to the management server or not

shots

servers List Collection of servers assigned to the database. On input, the collec-
tion is specified as an array of "server":{ server-ID} pairs. On output,
each server object includes read-only attributes specifying the name,
IP address, and status of the server.

snapshots List (read-only) |Collection of snapshots that the management server has copied. The
collection is an array of "snapshot":{ snapshot-1D} pairs.

"Required

Examples

Thefollowing example uses curl to create anew database from existing catal og and deployment resources:

curl --data '{"Database":{"name":"Cars",
"catal og":"16777261",
"depl oynent ": "33554476"}}" \
http: //vol t dbngr: 9000/ man/ api / 1. 0/ ngnt / dat abases

The next example uses GET and PUT to update a database and assign an existing server resource. The
script uses GET to retrieve the full database object, then uses sed to replace the Servers property before
using PUT to update the database with the modified JSON string.

JSON=$( curl http://voltdbngr: 9000/ man/ api/ 1. 0/ ngnt / dat abases/ 83886132 )
JSON=$( echo $IJSON | \
sed 's/"Servers":\[\]/"Servers":\[{"server":67108911}\]/qg" )
curl -X PUT --data "$JSON' \
http://vol tdbngr: 9000/ man/ api / 1. 0/ mgnt / dat abases/ 83886132
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/mgmt/databases/{id}/servers

/mgmt/databases/{ id} /servers — Manage servers assigned to a database

Syntax

/mgmt/databases/{database-id}/servers/{server-id}/start

/mgmt/databases/{database-id}/servers/{server-id}/stop

Methods

START Startsthe VoltDB database process for the database and on the server specified by the IDsin the

STOP

Arguments

URL. You must specify "start" as part of the URL and send the request using the PUT method.
Y ou can only start a server under the following conditions:

e The server isaready assigned to the specified database

¢ The database has started and is running

» The server has stopped, either due to an error condition or a previous STOP action

Optionally, when rejoining a server to the cluster, you can add the argument "?ive=1" to the
start method URL to specify that the rejoin should be alive rejoin and not block ongoing client
transactions. Alternately, you can add servers to an existing elastic cluster by appending the
argument "?join=1" to the start method.

Stopsthe VoltDB database process for the database and on the server specified by the IDsin the
URL. You must specify "stop" as part of the URL and send the request using the PUT method.

Y ou can only stop a server under the following conditions:
e Theserver isaready assigned to the specified database
* The database has started and is running

e The VoltDB process for the specified database is running on the server

There are no JSON-encoded arguments to the START or STOP methods. The only valid arguments are
thelive and join URL modifiersto the START method.

Also, START and STOP are the only actions allowed. To get alist of the servers currently assigned to a
database, you must perform a GET on the database object itself. Similarly, to change the assignment of
servers to the database, you must perform a PUT on the database object directly.

Examples

The following example stops the VVoltDB process for database 83886132 on server 67108911

curl

-X PUT \

http://vol tdbngr: 9000/ man/ api / 1. 0/ ngnt / dat abases/ 83886132\
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/ servers/ 67108911/ st op
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/mgmt/deployments

/mgmt/deployments — Manage depl oyment resources

Syntax

/mgmt/deployments

/mgmt/deployments/{deployment-id}

Methods

GET Fetchesinformation about the depl oyments defined within the Enterprise Manager. A call with-
out a deployment ID returns a list of the known deployments. A call with a deployment 1D
returns the attributes for that deployment.

POST Adds a deployment to the Enterprise Manager. Y ou must provide the attributes of the deploy-
ment as argumentsin the body of the request.

PUT Updates the deployment specified by ID in the URL with the attribute values in the body of
the request.

DELETE Deletes the specified deployment from the Enterprise Manager. Y ou must specify avalid de-

ployment ID in the URL and the deployment cannot be currently included in any active data-
base object.

Arguments

A deployment is a set of attributes used for configuring the database servers at startup. These attributes
are similar to the arguments you specify in a deployment file when starting a VVoltDB database manually.

For the POST and PUT methods, you must provide the attribute valuesin the body of the call. Y ou specify
the attributes as a JSON-encoded string. The structure of the deployment object is as follows:

Argument Name Type Description

name Text The name of the deployment

voltroot Text The destination directory where files are stored on the cluster
nodes

kfactor Integer The K-safety value for the cluster

sitesperhost Integer The number of sites per host to create on each node

elagtic Boolean (read- | Whether elastic scaling is enabled or not

only)

httpport Integer The HTTP port

jsonenabled Boolean Whether the JSON API isto be enabled or not

snapshotpath String The path where automated snapshots are stored on the cluster
nodes. Paths arerelativeto the VoltDB root path, whichisasub-
folder of voltroot, using the database ID as the subfolder name.

snapshotfregquency Integer Thefrequency (in seconds) for automated snapshots. A frequen-
cy of zero disables automated snapshots.
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Argument Name Type Description

snapshotretain Integer The number of automated snapshots to keep on the server(s).
If more automated snapshots are created, any older snapshots
above the retention limit are purged.

export Boolean Whether export is enabled or not

exportoverflowpath | String The path where export overflow data is stored on the cluster
nodes. Paths arerelativeto the VoltDB root path, whichisasub-
folder of voltroot, using the database ID as the subfolder name.

exporttype String The target for export, Allowable values are "file" and "jdbc".
If this attribute is null or empty, no export client is run on the
database server(s).

exportparameters Object The configuration propertiesfor the export client. The properties

arereturned and set asasimple JSON object consisting of name/
value pairs. The name/value pairs are the same as the properties
set using the <property> tags within <export> and <configura-
tion> in the deployment file.

security Boolean Whether security is enabled or not

partitiondetection Boolean Whether network partition detection is enabled or not

adminport Integer The admin port number

userbytes Byte String The contents of a VoltDB deployment containing user defini-
tionsto import

heartbeattimeout Integer The cluster heartbeat timeout interval (in seconds)

commandlogenabled |Boolean Whether command logging is enabled or not

commandlogsync Boolean Whether command logging is synchronous (true) or not (false)

commandlogfregtime |Integer The frequency of command logging (in milliseconds)

commandlogfreqtxns |Integer The frequency of command logging (in number of transactions)

commandlogpath String The path where command logs are written. Paths are relative to

the VoltDB root path, which isasubfolder of voltroot, using the
database ID as the subfolder name.

commandlogsnapshot | String The path where command log snapshots are stored. Paths are
path relativeto the VoltDB root path, which isasubfolder of voltroot,
using the database ID as the subfolder name.
commandlogsize Integer Theinitial space allocated for the command logs (in megabytes)
snapshotpriority Integer The priority of snapshot activity (from 0 to 10)
maxtemptablememory |Integer The maximum size of temp table memory usage (in megabytes)
Examples

Since no arguments are required, it is possible to specify an empty top-level JSON object, to create a
deployment with the default settings:

curl --data '{"Deploynment":{}}" \
http://1 ocal host: 9000/ man/ api /1. 0/ mgnt / depl oynment s/

The next example uses several attributesto create adeployment useful for local testing (inthiscase, without
K-safety and with a destination directory in /tmp):
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curl --data '{"Depl oynment":{"name":"test",
"kfactor":"0",
"voltroot":"/tnp/test"}}" \

http://1 ocal host: 9000/ man/ api /1. 0/ mgnt / depl oyment s/

Thelast example demonstrates how to |oad user names and passwordsinto the deployment object. Security
credentials are imported from an existing VoltDB deployment file. In this example, two user definitions
are written to afile, Base64 encoded, then inserted using the userbytes argument:

echo ' <depl oynment ><user s>
<user name="spade" password="hanmett" groups="users"/>
<user name="narl owe" password="chandl er" groups="users"/>
</ user s></depl oynent >' > userdef. xm
BYTES=$( base64 userdef.xm )
curl --data "{\"Deploynment\":{\"name\":\"test\", \
\"userbytes\":\"$BYTES\"}}" \
http://1 ocal host: 9000/ man/ api/ 1. 0/ ngnt / depl oyment s/
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/mgmt/servers

/mgmt/servers — Manage server resources

Syntax

/mgmt/servers

Imgmt/servers/{server-id}

Methods

GET Fetches information about the current servers defined within the Enterprise Manager. A call
without a server 1D returns alist of the known servers. A call with a server ID returns infor-
mation about that server specifically.

POST Adds a server to the Enterprise Manager. You specify the IP address and other information
about the server as argumentsin the body of the request.

PUT Update the server specified by 1D in the URL with the attributes in the body of the request.
DELETE Deletesthe specified server from the Enterprise Manager. Y ou must specify avalid server ID

in the URL. Also, the server must not be currently assigned to any databases or the DELETE
action will fail.

Arguments

For the POST and PUT methods, you must provide attributes of the server in the body of the cal. You
specify the attributes as a JSON-encoded string. The structure of the deployment object used for input and
output is as follows

Argument Type Description
Name
name Text The name of the server
host Text The |P address or host name of the server
sshuser Text The username for the management server to use when accessing the
server viassh
sshkey Text The ssh key to use when accessing the server via ssh
interfaces List Theinterna and external network interfaces used by the server
"Required
Examples

This example adds a server to the management server:

curl --data '{"Server":{"host":"zeus"}}"' \
http://vol tdongr: 9000/ man/ api / 1. 0/ ngnt / server s/

The next example attempts to delete a server. The response will indicate whether the action succeeded
or not.
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curl -X DELETE \
http://vol t dbngr: 9000/ man/ api /1. 0/ ngnt / server s/ 67108917

Because the SSH keyfile is binary, you must upload the key as a Base64-encoded text string. The next
exampl e loads a specific username and keyfile.

KEY=$( base64 keyfile )

curl --data "{\"Server\":{\"host\":\"hera\",\
\"sshuser\":\"juno\" 6\
\"sshkey\":\"$KEV\"}}" \

http://vol tdbngr: 9000/ man/ api / 1. O/ mgnt / server s/
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/mgmt/snapshots

/mgmt/snapshots — Manage snapshot resources

Syntax

/mgmt/snapshots

/mgmt/snpashots/{snapshot-id}

Methods

GET

DELETE

Arguments

There are no input arguments to the snapshot methods, since the snapshot objects themselves are im-

Fetchesinformation about the current snapshots stored on the management server. A call with-
out a snapshot ID returns a list of snapshots. A call with a snapshot ID returns information

about that snapshot specifically.

Deletesthe specified snapshot from the Enterprise Manager. Y ou must specify avalid snapshot
ID in the URL.

mutable. However, the structure of the snapshot object returned on a GET is as follows:

Argument Type Description

Name

nonce Text (read-only)| The unique identifier used as a prefix for snapshot files

timestamp Integer  (read-| The timestamp identifying when the snapshot was taken
only)

size Integer  (read-| The size of the snapshot (in bytes)
only)

Examples

The following example gets alist of al of the snapshots on the management server:

curl

http://vol t dongr: 9000/ man/ api / 1. 0/ ngnt / snapshot s/
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/info/catalogdiffs

/info/catal ogdiffs — compares two catalogs and reports on the differences

Syntax

f/info/catalogdiffs

Methods

POST Whenyou specify thelDsfor two existing catal og objectsasargumentsto thisMETHOD, VoltDB
returns information about the difference between, including any tables or stored procedures that
have been added, removed, or modified.

Arguments

You must specify the IDs of the two catalogs to compare in the attributes | hs_i d and rhs_i d. The
complete JSON structure is returned in the results. The structure of the JSON object is as follows:

Argument Type Description

Name

Ihs i d Text The ID of one of the catalogs to compare

rhs_id’ Text The ID of the other catalog to compare

restart Boolean (read- | Whether a database must be restarted to update from the one catalog
only) to the other.

ProjectDiffs List (read-only) |A collection of objectsidentifying changes to features within the cat-
aog, such as enabling or disabling security

TableDiffs List (read-only) |A collection of objects identifying changes to schema, one entry per
table where tables have been added, removed, or modified.

ProcedureDiffs |List (read-only) | A collection of objectsidentifying changesto stored proceduresin the
catalog, one entry per procedure where procedures have been added,
removed, or modified.

"Required
Examples

The following example compares two catalogs:

curl -d '{"Catalogdiff":{"lhs_id":16777280, "rhs_id": 16777265}}"'\
http://vol t dbngr: 9000/ man/ api /1. 0/ i nf o/ cat al ogdi ffs
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/log/messages

/log/messages — Returns log messages from all database and servers

Syntax

/log/messages

Methods

GET Fetches log messages from all of the databases defined within the Enterprise Manager. The /log/
messages method returns the messages from the database servers.

Arguments
No arguments.
Examples

The following example fetches a collection of log messages for all databases defined in the management
server:

curl http://vol tdbngr: 9000/ man/ api/ 1. 0/ 1 og/ nessages
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/log/managements

/log/managements — Returns log messages from the Enterprise Manager

Syntax

/log/managements

Methods

GET Fetcheslog information from the Enterprise Manager itself. The combination of the /log/messages
and /log/managements methods returns all of the log messages from the entire system.

Arguments
No arguments.
Examples

The following example fetches a collection of log messages from the Enterprise Manager:

curl http://vol tdbngr: 9000/ man/ api/ 1. 0/ 1 og/ managenent s
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